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Preface

On-chip communication has been experiencing unprecedented pressure due to the 
huge amount of intellectual property (IP) cores that can now be integrated on a 
single chip. For traditional bus-based interconnections, the integration results in 
scalability and contention issues for on-chip communication. Based on this, they 
are limited and unable to effectively support the required inter-component com-
munication in the System-on-Chip (SoC). Consequently, the major challenges in 
many core-based SoCs are related to scalability, flexibility, and a high-performance 
communication backbone.

Network-on-Chip (NoC) has emerged as an efficient solution for offering the 
required architectural flexibility and parallelism to support the associated 
massive cores and IPs. In an NoC system, communication between the cores is 
a router-based packet-switched transmission. Based on this, for an optimum 
trade-off between flexibility and energy efficiency, there has been an increase 
in the implementation of NoC architectures for on-chip communications in 
embedded multicore processors such as Multiprocessor SoCs (MPSoCs), Chip 
Multiprocessors (CMPs), and Graphics Processing Units (GPUs). In addition, 
multicore processing is attractive for power reduction in general-purpose 
computing and embedded systems.

This book covers the fundamental concepts and the state of the art of NoC 
 architecture. This comprises the exploration of process and component opti-
mization. It also focuses on the cost-effective and appropriate combination of 
components and processes. In this context, hybrid modulation can be employed 
for Photonic Integrated Circuits (PICs) to ensure high-performance communica-
tion. A traffic-aware sense amplifier can also be employed in an NoC system to 
alleviate energy consumption. Furthermore, the book focuses on various network 
architecture and designs for NoC systems. In this regard, recent advances in design-
friendly, scalable, flexible, and high-performance interconnection architectures 
are presented along with the associated technical challenges and research direc-
tion for design optimization. Moreover, microstructure fabrication and routing 
optimization are also covered in this book, as the employed routing algorithm can 
significantly influence the overall network performance metrics regarding latency 
and throughput.

In general, this book not only presents underlying concepts, features, and related 
evolutions but also clarifies the fundamental technical principles of on-chip 
communications with good insights into future NoC systems. The information 
presented is easy to follow, concise, and comprehensible. It comprises both 
theoretical and practical areas of system implementation. This makes it suitable 
for students, researchers, and professional engineers. It is also a good reference 
for all interested readers who wish to keep abreast of the current trends in on-chip 
communications, especially NoC systems.
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Chapter 1

Direct and External Hybrid
Modulation Approaches for Access
Networks
Adebayo E. Abejide, Madhava R. Kota, Sushma Pandey,
Oluyomi Aboderin, Cátia Pinho, Mário Lima
and António Teixeira

Abstract

The demand for low-cost high-speed transmission is a major challenge for 5G
future networks. To meet this optical communication demand, holistic and pains-
taking approaches are required in designing a simplified system model. Since the
demands for high bandwidth are growing at unprecedented speed as we approach
the Zettabyte era, it is crucial to minimize chromatic dispersion (CD) associated to
high bit-rate signals. Mitigating CD electronically comes at high cost which may not
be compatible with 5G. Photonic Integrated Circuit (PIC) as an enabler for fast
speed optical transmission is still undergoing its growth stage and its major speed
and efficiency have not yet been attained. However, proper and right combination
of components and approaches can potentiate this technology in a more cost-
efficient way. Hybrid modulation (HM)-PIC presents a simplified approach in
terms of cost and efficiency for 5G networks. Hybridization of existing modulation
components and approaches in PIC can enhance the generation of high bit-rate
signals without the need for electrical CD compensation. A detailed study of hybrid
multilevel signal modulation concept as a valuable solution for Data Centers (DC)
high data-rate signals and next-generation Passive Optical Networks (PONs) is
proposed.

Keywords: photonic integrated circuits (PIC), hybrid modulation (HM), direct
modulation laser (DML), external modulation laser (EML), simplified high bit-rate
signal generation, chromatic dispersion (CD), insertion loss (IL), chirp managed
lasers (CML), optical spectrum reshaper (OSR)

1. Introduction

In the era of explosive demand for bandwidth and complex broadband trans-
mission attributed to the fifth-generation (5G) and beyond, strategic positioning of
fiber optics communications is imperative considering its huge advantages in terms
of high-speed transmission, simplified design and low cost implementation [1].

Fiber Optics communication, which is carried out through photon, has been a
promising approach that can conveniently guarantee the requirements of high data
transmission. However, the existing technologies will require complete
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overhauling, upgrading, or redesigning for effective results [2]. Unarguably the 5th
and 6th generations of wireless networks cannot sufficiently guarantee their
expected output in terms of speed, latency and spectral efficiency without
improved channel architectures.

Therefore, there is an urgent need to further optimize optical properties to meet
the current and future demands for high-speed data communications [3]. Fiber
optics on its own with peak-to-peak throughput of 100 Gb/s is unique among other
communication channels, and as of today, its capacity in terms of speed and con-
venience of communication has not been fully utilized [1].

Similarly, PIC as an enabler for optical communications presents a promising
approach for conveniences of communications in terms of low footprint, low cost
implementation, and very high speed [2, 4]. Therefore, increasing data rate and
mobility in the evolving technologies require an increase of data traveling in the
networks, introducing new requirements (e.g., speed and latency) for the compo-
nents, e.g., PIC building blocks (BB). Although, PIC components under terahertz
speed is a promising technique to guarantee the requirements of future networks,
the maturation of the integrated photonics is still ongoing.

Furthermore, to strengthen the position of fiber optical communications for the
emergence of hyperscale future transmission such as hyperscale data centers
(HDCs) and to continually improve the amount of data transmission over optical
networks through modulation and multiplexing approaches, this chapter will
address a detailed description of DML and EMLmodulation schemes, and improved
hybrid approaches, a valuable solution to attain the overcoming requirements of
high-speed signal transmissions.

Conventional approaches are carried out through direct modulation laser (DML)
and external modulation laser (EML) respectively which cannot guarantee the
demands of future networks due to their respective limitations [2, 5, 6]. Although
DML is simple in design and can generate high power budget when properly
optimized but, the signal is degraded due to high CD, induced adiabatic chirp, phase
noise, and low extinction ratio (ER). Consequently, these limit DML transmissions
to a short distance of about 10 km and its inability to cope with high bit-rate
transmissions [5–7].

EML on the order hand outperforms DML with reduced chirp and better reach.
Nevertheless, the signal is also limited due to size, low optical power and high
driving voltage among others [2, 8, 9]. Hence, a hybrid combination and optimiza-
tion of these modulation processes can be seen as a powerful approach.

With the HM method, high bit-rate signals can be generated in a simplified way
with a low footprint, low energy consumption and less complexity in meeting the
demand for future networks [2].

This chapter provides a detailed study of the development and optimization of a
simplified optical transceiver for high data rate 5G optical transmission, in order to
manage future competitive markets necessities in its migration to 100G and 400G
Ethernet, by replacing the single-mode 10G-SFP+ used for 4G networks. Moreover,
the access and aggregation layers patterned with Dense Wavelength Division
Multiplexing (DWDM) transceivers having bit-rate as high as 400G designed for
metro access, metro convergence and core layer access networks, are also studied.

With HM approach, simplified and high bit-rate intensity modulated signals can
be generated without electrical pulse shaping, digital to analog conversion (DAC),
and digital signal processing (DSP) compensation [2].

The remaining part of this chapter is arranged as follows: in section 2, details
signal modulation approach for PIC is discussed follow by section 3 where we
presented the novel HM approach and the results of our simulations. We draw the
conclusion in section 4.
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2. Signal modulation in PIC

The crucial function of modulators in optical communications is the conversion
of the electrical information input signal into its corresponding optical domain
which is placed on the optical signal as a carrier before being launched into an
optical communications channel. This process is carried out in the optical transmit-
ter, where an optical signal from an optical source such as a semiconductor laser or
light-emitting diode (LED) is either directly or externally modulated. Optical signal
has three major properties which are amplitude, frequency and phase. However, the
message electrical signal is biased to manipulate any of these optical properties so
that information can be sent along optical channels [2, 9].

Modulation of the optical carrier properties mentioned above could be done
directly or externally [5]. Direct modulation is achieved using a DML [8], while the
external modulation, which is equally referred to as external modulation laser (EML),
can be either through electro-refractive using Mach Zehnder Interferometer (MZI)
[9] or electro-absorption using an electro-absorption modulator (EAM) [7, 9].

The simplicity of design and cost [9, 10] make DML a preferred choice, none-
theless several constraints make it undesirable for high bitrate and long-distance
transmission [7]. These constraints include low bandwidth, low efficiency, CD
caused by induced chirp which imposes signal phase noise, refractive index change
of the active layer by carrier density modulation and relatively low ER [5, 6]. DML
induced chirp can be transient or adiabatic. Chirp due to transient gives a nonlinear
gain which occurs during the bit transitions, while the adiabatic chirp is the spon-
taneous emission that occurs in the laser, which is responsible for the blue-shifting
of bit 1 relative to bit 0 [11]. As a result, the increase of bit-rate in DML causes the
signal to suffer a very pronounced pulse broadening due to CD [6], mainly when
the bit-rate is increased beyond 10 Gb/s [12]. The chirp in DML is mainly
influenced by the linewidth enhancement factor, which is also known as Henry
factor limiting within 2 and 8 for DFB laser, and consequently, the signal of 10 Gb/s
transmission could not go beyond 10 km [13].

On the other hand, external modulation approaches can achieve high ER, high
data-rate, and lower modulation distortion. Unfortunately, this comes with addi-
tional system complexity and cost compared to direct modulation [14]. For the
external modulation, EAM offers lower cost and size combining with a considerably
higher speed when compared to MZI [9, 15]. EAM can achieve better speed with
low CD as a result of its zero or negative chirp [6] with the inherent advantage of
low driving voltage and the possibility of monolithic integration with a DFB laser on
a single waveguide, which reduces channel insertion loss (IL) [9, 16, 17]. Further-
more, EAM optical modulation does not affect the laser properties unlike DML [7]
and its low CD can achieve improved speed (25–40 Gb/s) and longer distance
(10–40 km) [7, 9]. Additional details regarding the two technologies are provided in
the subsections 2.1 and 2.2. Presented results were attained by VPIphotonics®
transmission simulations.

2.1 DML signal generation

In this approach, an electrical signal is directly injected into the lasing cavity in
an attempt to manipulate the stimulated emission present in the laser cavity. By
this, a high-frequency electromagnetic signal with information could be sent via
optical channel after modulation [9, 14]. Figure 1 gives an illustration of how the
DML approach can be achieved and its chirp effects.

Practically, semiconductor lasers such as distributed feedback laser (DFB),
constricted-mesa lasers and Fabry-Perot (FP) lasers are the major lasers used for
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DML purposes. It is important to note that DML is simple and cost efficient but can
only be applied with low bit-rate and short-reach as a result of chirp due to spectral
broadening associated with the biasing current during modulation. This is due to
accompanying phase modulation (PM) to the desired intensity modulation (IM)
during this process [18]. The level of the chirping imposed on the modulated pulse
largely depends on the driving condition (Ibias and modulation current (ΔI)) and
the laser type.

2.1.1 DML chirping effects

The chirp associated with DML can be subdivided into transient and adiabatic
chirp as depicted in Figure 2. The presence of chirp in the modulated pulse leads to
high CD and invariably inter-symbol-interference (ISI) which adversely weakens
the reach and effects of DML transmission.

According to [19], transient chirp is associated with the relatively small fre-
quency difference between the steady-state of signal pulse levels of ones and zeros.
This frequency difference leads to ringing and significantly obvious overshooting of
optical output power and frequency deviations.

Figure 1.
DML showing electrical signals without chirp before modulation and optical signal after modulation with
chirping effect.

Figure 2.
DML power time domain response showing transient and adiabatic chirp.
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Adiabatic chirp at the same time can be described with the damping oscillations
and large frequency differences between pulse ones and zeros.

Compensating the chirp and CD in DML comes with its own cost and complex-
ity. Some of these approaches are the use of dispersion compensation fiber (DCF),
electrical signal compensations through decision feedback equalizer (DFE), feed-
forward equalizer (FFE), continuous-time linear equalizer (CTLE), digital signal
processing (DSP), electrical pulse shaping and finally, optical CD compensation
through optical spectrum reshape (OSR) [20]. This OSR method is better detailed in
the subsection 3.3.

Nevertheless, progressive works to reduce the effect of chirp on DML show
improved results. For instance, in [21], an InGaA1As/InGaA1As multi-quantum
well (MQW)-DML was grown on an n-doped InP substrate by shortening the laser
cavity length to less than 150 μm via positioning of a passive waveguide in the front
of the DFB laser. The DML was operated at 45 mA driving current with 43 Gb/s bit-
rate, the optical signal obtained after 40 km presents a clear eye signal at 25 °C
which shows an improved bit-rate possibility higher than 10 Gb/s over DML.

Similarly, the research work in [22] also presents a 40 Gb/s DML optical signal
that used passive feedback laser (PFL) realized around 1300 nm and 1550 nm
wavelength region. In this work, DFB and integrated passive feedback section (IPF)
were combined enabling the suppression and control of the phase feedback field
with the modulation performance of the stationary operating laser.

Other works in [23–25] also present similar improvements in the design of DML
with higher bit-rate and improved fast speed transmission. The authors in [23] used
InP-on-Si to achieve 45 Gb/s and 25 GHz 3-dB modulation bandwidth at a relaxa-
tion oscillation frequency of 10 GHz using NRZ encoder. The fabricated laser has
two sections of around 250 μm each with an active region on InGaAsP separate
confinement hetero-structure (SCH). A clear eye diagram after a 2 km transmission
of 45 Gb/s was obtained with BER lower than 7% Hard Decision (HD) forward error
correction (FEC) and received optical power (ROP) around �7 dBm.

2.1.2 DML signal optimization

To further investigate the behavior of DML, we carried out a simulation study of
a rate equation model of a semiconductor DFB laser. In order to reduce the effect of
the unwanted transient chirp on the modulated signal, it is highly advised to bias
the laser far away from the current threshold [9, 26], allowing to obtain high optical
output power after modulation. Although, this is a trade-off with the optical signal
ER. In our case, the laser current threshold is obtained around 10 mA and as we
biased away from this point, the output optical signal increases with reduced tran-
sient chirp while the signal ER reduces.

The block diagram for an intensity DML is presented in Figure 3 and the DML
parameters used are summarized in Table 1.

Figure 3.
Block diagram of a DML characterization bench.
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A non-return to zero (NRZ) electrical modulation scheme is supplied with pseu-
dorandom binary sequence through modifiedWichman-Hill generator with length M
bits = TimeWindow*Bit-Rate, which is applied on the DFB laser while biasing at
given current in order to modulate its amplitude [27]. The transmitted optical pulse
after modulation for the giving rate equation laser is expressed by Eq. (1).

A tð ÞDML ¼ Ibias þ
X∞

k¼�∞

ADIpulse t� kTð Þ (1)

Where A tð ÞDML is the modulated optical pulse from the DML transmitter, Ibias is
the bias current, AD is the PRBS data sequence of the form zeros and ones, each
indexing with k, Ipulse is the encoding signaling format used (return to zero (RZ),
NRZ, etc.), and T the bit period.

The received optical power (ROP) and ER at different laser modulation current
and bias are depicted in Figure 4. In section 3, this obtained result will be optimized
through our simplified HM approach.

Simulation Parameters Value

BitRate 10 Gb/s

Wavelength 1.57 μm

Laser Bias Current 90 mA

Laser Confinement Factor 0.5

Henry Linewidth Enhancement Factor 3.0

Table 1.
DML simulation parameters.

Figure 4.
ER and ROP variation against DML biasing current.
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2.2 EML signal generation

EML signal generation as an alternative to DML can eliminate significantly the
frequency chirp effect associated with direct modulation scheme [9]. The procedure
requires a continuous wave laser (CW-laser) providing constant optical signal into
the external modulator and an external electrical signal is applied to manipulate any
of the desired properties (intensity, phase and frequency) of the light. A standard
EML operation mode is depicted in Figure 5, comprising the CW laser, external
modulator and the external electrical driving voltage.

As mentioned in the introduction section, two main approaches of external
optical modulation are: i) the electro-refractive (LiNBO3 MZM); and ii) the electro-
absorption (EAM) [13]. We shall briefly discuss design approaches and the mode of
operations of these devices.

2.2.1 MZM

The overall behavior of the MZM as presented in Figure 6 largely depends on its
design and configuration, e.g., based on the lithium niobate crystal. A good design
MZM has high ER with low chirp, which requires high driving voltage. The amount

Figure 5.
Block diagram of an external modulation laser.

Figure 6.
Typical mode of operation of a MZM modulation scheme.
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of driving voltage will then result in a large dependence of device’s efficiency [22].
This voltage effect can be translated by MZM power transfer function in Eq. (2).

P0 tð Þ ¼ αMPi cos
πV tð Þ
2Vπ

� �
(2)

Where P0 tð Þ is the transmitted optical power from the output of the interfer-
ometer, αM is the modulator total IL, Pi is the input optical power from the CW laser
to the modulator, V tð Þ is the time-dependent externally applied electric voltage, and
Vπ the driving voltage to exert a π phase shift on the light wave carrier along the
optical path of the modulator. The major drawback comparing with EAM modula-
tion schemes is its bigger size and high driving voltage requirements, which makes
it more expensive to design and with larger footprint in the integrated circuit [9].

2.2.2 EAM

EAM is considered an attractive modulation approach for fast-speed optical
communications due to its low driving voltage, high bandwidth, high modulation
efficiency and the possibility of monolithic integration with other semiconductor
devices [28, 29]. EAM is an intensity modulator that changes the absorption prop-
erties of the carrier optical signal through the application of voltage V(t) around the
band edge of the waveguides [9, 30].

Unlike MZM that modulates both intensity and phase of the carrier signal, EAM
as an intensity modulator shows additional advantages, e.g., its linearity in the
amplitude multilevel modulation, which offers lower total harmonic distortion
when comparing to the MZM [9]. Nevertheless, MZM can achieve higher ER, an
EAM with similar ER would imply increase size and therefore increase IL [9, 14].

The driving of EAM is attained with negative bias voltage to guarantee an
efficient light absorption of the modulator [9]. To work in the linear region of the
EAM we choose the driving voltage range [-4 V to �1.5 V], see Figure 7.

Figure 7.
EAM ROP vs. V curve. Linear region can be spotted between �4 V and � 1.5 V (laser power = 10 dBm).
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Biasing the modulator must be kept within the linear region to prevent signal
distortion [30]. However, voltage biasing here presents a trade-off between modu-
lation efficiency (eye-opening) and the EAM linearity limit. With higher amplitude,
EAM linear region can be extended but this will sacrifice signal efficiency with the
distorted eye. In our case for 50 μm long EAM, the bias voltage is fixed at �3 V with
a linear region between �4 V and � 1.5 V and the voltage swing of 1.5 V.

In the design of EAM, two major approaches are employed: i) a bulk process
through Franz-Keldysh Effect, and ii) a Multi-Quantum Well (MQW) through
Quantum Confined Stack Effect (QCSE) [9, 31]. Investigations show that MQW-
EAM is preferred over Bulk-EAMdue to its large absorption coefficient [16, 28, 31–34],
leading to higher ER [35].

Considering EAM parameters from published studies [2, 32, 35–38], we
simulated the modulation amplitude transfer function T(t). EAM inherent
properties used as a figure of merit for a wavelength of 1.57 μm and EAM of 200 μm
in length, were 0.055 dB of IL and 0.115 dB of ER per 1 μm length of EAM.
Therefore, an increase of EAM ER (and thus EAM length) is given at the expense
of an IL increase. This is a major setback for the use of EAM in EML modulation
schemes.

Furthermore, we simulated T(t) parameters interpolation to mimic the behavior
of 200 μm EAM and obtained T(t) against V(t) for different EAM length at 1.57 μm
optical wavelength based on the properties of EAM length stated above.

The obtained results of EAM length versus its IL and ER are provided in
Figure 8.

The compromise between EAM IL and ER, by changing EAM size, allow us to
reach the necessary requirements of our optical transmitter, essential information
to model our hybrid transmitter as presented in the section 3.

Operation of EML through the EAM intensity modulator stated here can be
expressed by Eq. (3).

A tð ÞEML ¼ T tð Þ:A tð Þcw (3)

Figure 8.
EAM ER and IL versus EAM lengths. For the ER values, the EAM was biased at �4 V and modulated at 0 V.
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Where A tð ÞEML is the modulated optical signal output from EAM, T(t),
the complex field-intensity transmission function which depends on the length
of EAM and the bias voltage while A tð Þcw is the constant optical carrier signal
supplied by the CW laser. T(t) can be specified in dB by squaring its magnitude
giving by

T tð ÞdB ¼ 10: log T tð Þj j2
� �

(4)

The modulating voltage v(t) and the bias voltage Vo which are used for electrical
driving of the modulator are related to T(t) according to Eqs. (5) and (6).

V tð Þ ¼ Vo þ v tð Þ (5)

T tð Þ ¼ T tð ÞdB � V tð Þ (6)

3. Hybrid modulation (HM)

An obvious treat on conventional communication procedures with the current
BB which leads to high system impairment and overloads has led scientific commu-
nity to think further on the prospect of hybrid combination of processes and
components [39]. This approach can be implemented monolithically in an InP-
based platform, allowing higher spectral efficiency and the ability to generate high
bit-rate signals [40].

Different limitation can be addressed for DML and EML modulation schemes.
For instance, DML can only be used for relatively lower speed ≤25 Gb/s and
cannot be transmitted beyond 10 km for data-center interconnect (DCI) and pas-
sive optical networks (PON) systems [7]. On the other hand, external modulation
through EAM is limited by high IL values to address requirements of high ER [2].
Combining the advantages versus limitations of these two modulation schemes can
result in improvements of the overall signal generation for DCI and PON systems,
by mitigating the problems of transmission loss and group velocity dispersion
(GVD).

Past works on optimization of transmission efficiency are associated with costly
and complex system designs [22–25]. Hence, a procedure to reduce or eliminate
these limiting factors are vital to the success of 5G deployment. Since PIC is still
undergoing its maturity stage, its best design, functionality and efficiency are still
under research. Several approaches used for impairment compensation can be
optimized through hybrid combinations of BBs. In this work, we have conducted
extensive studies and simulations of procedures for signal generations through
direct and external modulation schemes. DML limitations have been discussed in
section 2.1. External modulation on the other hand presents an attractive alternative
to DML although, nevertheless with the constrain of high IL, which requires a laser
with enough output power to overcome this loss.

Thus, HM concept appears as a useful approach, by exploring the advantages of
both direct and external modulation approaches and components functionalities to
produce a full integrated system. One major obstacle in the proposed hybrid com-
bination is the presence of short noise dominated by photons from the DML due to
spontaneous emission and the electron–hole recombination which significantly
reduces the signal-to-noise ratio (SNR) of the hybrid transmitter [9]. We have
provided a measure to reduce this noise and also reduce the transient chirp in the
DML pulse through optical signal reshaper (OSR) approach which will be presented
later in this section.
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3.1 HM-model

Modulated optical signal from DML is launched into the optical signal input of
the characterized EAM under study in order to re-modulate the optical signal for
intensity signal generation. The T(t) earlier described in Eq. (6) that depends on the
driving bias voltage and length of the modulator is loaded as a data file through
VPIphotonics transmission maker optical simulator to control the EAM [41].
Therefore, for HM-model, Eq. (3) can be rewritten as presented in Eq. (7)

A tð ÞHM ¼ T tð Þ � A tð ÞDML (7)

From the Eq. (3) We have replaced the A tð Þcw with A tð ÞDML obtained from
Eq. (1) which is the modulated optical signal launched from the DML and A tð ÞHM is
the output of the hybrid transmitter.

T tð Þ enables us to control and decide on the length of the modulator that is
sufficient to guarantee the desire ER and with the biasing of the DML current, we
can adjust the power budget to compensate the IL imposed by EAM as a result of
modulator length.

The corresponding schematic is presented in Figure 9. It consists of PRBS and
NRZ electrical signal encoder used for driving DML. In the case of HM, the electri-
cal signal is split into two to drive both DML and EAM. the EAM amplitude is
configured with reverse bias voltage of �3 V which fall within the EAM linear
region.

The obtained signal A tð ÞEAM can be optimized with high ER and power budget
sufficient for DCI and PON. The optimization of our hybrid modulator was done
with optical wavelength at 1.57 μm where we obtained the parameters for EAM
characterization.

The measured ER and ROP by changing the length of EAM and modulation
current at fixed bias (90 mA) current of DML are presented in Figure 10 and
Figure 11 respectively. The DML ROP and ER before launching the optical signal
for intensity modulation are also highlighted on the graphs.

We further launched the optical signal at different EAM lengths tested into
optical distribution networks (ODN) ranging from 5–40 km in order to study the
behavior of the signals and responses to dispersion and non-linearity in the fiber,
see Figure 12. With increased EAM length, the signals present an improved error
rate from the 5 km starting point up to 20 km which is attributed to high ER.

Figure 9.
Simulation setup for HM approach.
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Figure 10.
ER at hybrid transmitter’s output for different EAM-length against DML modulation current: EAM bias,
V0 = -3 V, EAM voltage swing, v(t) = 2 V, DML Bias = 90 mA.

Figure 11.
ROP at hybrid transmitter’s output for different EAM-length against DML modulation current: EAM bias,
V0 = -3 V, EAM voltage swing, v(t) = 2 V, DML Bias = 90 mA.
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However, since higher ER also contributes to higher IL coupled with the attenu-
ation in the fiber, the signal with lower EAM length (EAM = 5 μm) gives a better
error rate than when EAM length is 200 μm as we continue to increase the length of
the fiber as presented in Figure 12. At 40 km all the signals from different EAM
lengths tested were received at an error rate less than 10�3.

3.2 Simplified high bit-rate multilevel signal generation

Short reach fiber optic communication such as PON, short-reach video on
demand (VoD) and DCI have recently advanced the demand for bandwidth [42].
This demands more efficient and advanced high spectral modulation format to
replace the conventional NRZ line code [43] in order to guarantee high data rate
beyond 50 Gb/s per channel [41, 44]. IEEE 802.3 group quad small form-factor
pluggable (QSFP) 400 Gb/s specifications for short-reach data center communica-
tion systems have been studied progressively. Better data rate usage such as 56 Gb/s
per channel can help to reduce system design complexity and cost [44–46]. Studies
show that access, aggregation and core networks bandwidth demand in 5G can be
adequately guaranteed with 400 Gb/s PAM-4 signal generations with either 56 Gb/s
8-channel or 100 Gb/s 4-channel networks [47, 48]. With this provision, some
key requirements of 5G networks such as low cost, high performance and high
bandwidth can be adequately guaranteed.

PAM-4 is a multi-order modulation approach which presents a bit-rate twice of
the NRZ signal line code under the same baud-rate using four levels for signal
transmission with two bits of logical information per each clock period [48]. How-
ever, PAM-4 presents a high degree of complexity in the signal generation, coupled
with its sensitivity to amplitude noise which leads to a high signal to noise ratio
(SNR) [45]. This is because PAM-4 signal have four levels with three eyes, which
implies that, its signal is generated with an amplitude (A) of A/3 compared to NRZ
that has a SNR = A. With this deficiency, PAM-4 signal is at least three times more
sensitive to amplitude noise than NRZ.

Figure 12.
BER and ROP versus fiber length for optical signals stemming from EAM with different lengths.
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To generate a PAM-4 signal for optical communication however, some complex
system designs are used. In [48], physical coding sub-layer (PCS) is used to support
forward error correction (FEC) at both transmitter and receiver for signal coding/
encoding, scrambling/descrambling, signal alignment, signal sorting and control.
Another important signal efficiency enhancement procedure is the use of electrical
digital to analog converter (DAC) at the transmitter and receiver [43]. DAC usage
also comes with some degree of nonlinearity and power greediness that can limit
their usefulness for multi-level modulation scheme like PAM-4 in a cost effective
system [48]. If nonlinearity of signal is not eliminated or reduced, it usually leads to
signal distortion, which will require additional pre-distortion management proce-
dures such as static pre-distortion (SPD) and dynamic pre-distortion (DPD) for
non-linearity compensation [49]. The digital signal processing (DSP) for distortion
and dispersion compensation as presented in [49, 50] to eliminate power fading
high-frequency signals have further complexity in conventional PAM-4 signal
generations that contradict 5G requirements for low cost signal generation
approaches.

In [51], feedforward equalizer (FFE) and decision feedback equalizer (DFE) are
employed at both transmitter and receiver to cancel the multi-level signal ISI and
this is accomplished with system complexity and cost. To mitigate some of the
complexity in PAM-4 signal generations in order to meet the demand for low cost,
energy-efficient and low footprint demand for 5G networks, optical DAC PAM-4
signal generation was used in [44] with high tolerance to modulation nonlinearity.
In terms of distance covered also, modulation through DML with high bit-rate
signal shows several limitations due to the high chirp associated with its signal
coupled with the lagging of lower PAM-4 eye while transmitting with high bit-rate
and high modulation current [46]. Although, DML approach shows the simplest
and most cost-effective measures but highly limited to low bit-rate and shot reach.

However, in our approach to eliminate these aforementioned limitations in
PAM- 4 signal generation, unlike the conventional signal generation with EAM
where electrical PAM-4 signal is employed to generate optical PAM-4 signal, the
concept of HM approaches for NRZ signal generation we presented in [2] is further
employed to generate optical PAM-4 signal. The approach is optimized in a simpli-
fied way to generate the signal for short reach transmissions without signaling,
nonlinearity and CD compensation. The complete simulation setup is presented in
Figure 13. We conducted further optimization of our HM model to design
28-GBaud PAM-4 signal and in fact, the same approach was tailored towards

Figure 13.
Schematic of the simplified multilevel (PAM-N) signal generation approach through HM model.
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generating a simplified 20-GBaud PAM-8 signal eliminating the conventional
complexity of electrical signal coding and pulse shaping.

Both transmitters show an optical launch power of more than 4 dBm with 5 dB
and 7.5 dB ER respectively. At the receiver, the multilevel signals are decoded
through direct detection approach with a PIN photodetector. The eye diagrams of
both PAM-4 and PAM-8 signals generated with this approach are presented in
Figure 14. The results of transmission over 8 km of both the 28 GBaud PAM-4 and
20 GBaud PAM-8 obtained through offline digital signal processing using Gaussian
approximation give error analysis below 10�3.

3.3 DML CML-OSR for hybrid signal compensation

The major effect of DML is the associated phase modulation to the intensity
modulation, which results in CD and then ISI. In the HM model, some degree of
chirp is still present in the modulated signal, which introduces limitations. With the
concept of chirp managed lasers (CML) through optical signal reshaper (OSR), the
transient chip from the DML can be reduced. More also, since our DML optimiza-
tion earlier presented is tailored towards improving the optical signal power output
and reducing the transient chirp by biasing away from the threshold. This reduces
the signal ER. With the concept of CML, the ER of the DML optical signal can be
optimized as well as the transient chirp. An update to the schematic in Figure 9 is
presented in Figure 15 including a Gaussian optical filter optimized as an OSR.

The entire CML-OSR approach can be studied in [52–55]. The concept of CML
decouples optical signal power and chirp of the DML signal [53], which is achieved
by configuring the Gaussian filter as a band-pass filter (BPF) having a central
frequency higher than the frequency of the carrier signal. This enables the filter to
undergo signal edge filtering by suppressing the 1-bit while attenuating the 0-bit of
the distorted NRZ optical pulse from DML. The filter is configured with a 3 dB
bandwidth lower than the bandwidth of the carrier signal which distorts the signal
but at the same time cut-off most of the high-frequency noises associated with the
optical signal pulse. Hence, the bandwidth is highly significant to the overall per-
formance of the OSR but care must be taken in using this approach for hybrid
multilevel signal generations (e.g., PAM-4 and PAM-8) if the OSR bandwidth is
further reduced or if the filter central frequency is further increased. The behavior
of this approach is shown in Figure 16 while the simulation parameter is also
presented in Table 2. Applying this model on our generated HM optical signal

Figure 14.
Eye diagram of 28 GBaud PAM-4 and 20 GBaud PAM-8 signals generated with simplified HM approach.
Here the PAM-4 signal has an ER = 4.5 dB and PAM-8 signal with ER = 7.5 dB, both signals having ROP
higher than 4 dBm.
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improves the signal ER which further improves the overall performance of the final
optical signals from the hybrid transmitter. More also, the filter significantly
reduced the transient chirp associated with the DML signal. We applied this concept
to both the binary and multilevel signals generated in our earlier sections and
significant improvement in terms of reach was observed. With OSR, we were able

Figure 16.
CML-OSR showing DML signals before and after OSR filtering.

Filter Parameters Value

Filter Type BandPass

Transfer Function Gaussian

Filter Center Frequency 190.99e12 Hz

Filter Bandwidth 60 GHz

Gaussian Order 4

Table 2.
CML-OSR simulation parameters.

Figure 15.
Hybrid simulation approach + CML-OSR.
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to transmit a binary 40 Gb/s HM signal beyond 40 km and both 28 GBaud PAM-4
and 20 GBaud PAM-8 signals respectively up to 10 km.

4. Conclusion

We have proposed and demonstrated the concept of simplified high bit-rate
signal generation with a HM approach in this chapter. The current 5G and the
beyond technologies specifically target such a model with less complexity but
unprecedented spectral efficiency in order to reduce the capital expenditure
(CAPEX) and operation expenditure (OPEX) of signal transmission and at the same
time guarantee the speed requirements of the application over optical communica-
tion networks. Through simulations, we have demonstrated and shown that there is
a clear path to achieve 5G backhauling without the need for CD pre and post
compensation for high bitrate signal generation in short and medium reach net-
works. We also showed that proper optimization can improve signal launch power
and eliminate the necessity of expensive optical power amplifier for high bitrate
signal transmission. HM clearly simplified signal generations as we have presented
in this chapter with right combination of process and components. Further research
is ongoing to implement this model on a PIC so that we can perform a real-life
laboratory test of the chip and investigate other areas of optimizations.
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Chapter 2

MAS: Maximum Energy-Aware  
Sense Amplifier Link for 
Asynchronous Network on Chip
Erulappan Sakthivel and Rengaraj Madavan

Abstract

A real-time multiprocessor chip model is also called a Network-on-Chip (NoC), 
and deals a promising architecture for future systems-on-chips. Even though a lot of 
Double Tail Sense Amplifiers are used in architectural approach, the existing DTSA 
with transceiver exhibits a difficulty of consuming more energy than its gouged 
design during various traffic condition. Novel Low Power pulse Triggered Flip Flop 
with DTSA is designed in this research to eliminate the difficulty. The Traffic Aware 
Sense amplifier MAS consists of Sense amplifiers (SA’s), Traffic Generator, and 
Estimator. Among various SA’S suitable (DTSA and NLPTF -DTSA) SA are selected 
and information transferred to the receiver. The performance of both DTSA with 
Transceiver and NLPTF-DTSA with transceiver compared under various traffic 
conditions. The proposed design (NLPTF-DTSA) is observed on TSMC 90 nm 
technology, showing 5.92 Gb/s data rate and 0.51 W total link power.

Keywords: network-on-chip (NoC), double tail sense amplifier (DTSA), low power 
pulse triggered flip flop (LPTF)

1. Introduction

NoC may be a flourishing area for designing current application like Image 
processing, Signal Processing multimedia, Medical applications telecommunica-
tion, and real-time task [1]. Conservative investigation mainly focuses on low 
power, ultra-speed, and scalability in NoC [2]. Algorithmic [3] and architectural 
models [4] are made and instigated into the NoC to provide additional performance 
improvement than current NoC design. Existing NoC designer’s shows much 
progress on this architectural level model by introducing outside or inside sense 
amplifier (SA) in on-chip communication [5]. In addition to the transmitter section 
(TXS) with pre-emphasis capacitance (PEC) for high speed and energy reduction in 
on-chip communication, it requires DC bias circuits at the receiver section (RXS). 
To overcome this issue, voltage sense amplifier is presented and tested in 90 nm 
Complementary metal-oxide–semiconductor (CMOS) cross coupled module [6]. In 
small circuit application user can’t identify the worth of voltage SA so it is refined 
into Double Tail Sense Amplifiers (DTSA). This DTSA with transceiver consists of 
PEC at the transmitter and DTSA at RXS [7]. A low power consumption model is 
developed and implemented in many real-time applications. Clock Gating (CG) 
low power design approach at RTL TSMC 45 nm CMOS application is tested in [8]. 
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CMOS Very-large-scale integration (VLSI) design has taken us to real working 
chips that rely on controlled charge recovery to operate at suggestively lower power 
dissipation levels than their existing counterparts The Novel Low Power pulse 
Triggered Flip Flop with DTSA (NLPTF) is designed by using two N-type metal-
oxide-semiconductor (NMOS) transistor with an inverted clock signal as an input 
[9]. The output is taken from the transistor and given to the P-type metal-oxide-
semiconductor (PMOS) transistor. The gate output of the PMOS transistor is given 
to the DTSA as an input and observes the output changes and power usage [10]. In 
[11] the performance improvement achieved in networks with respect to Network 
traffic modeling based on synthetic traffic The real-time traffic data are generated 
and estimated in on-chip communication, according to that TE new approach 
introduced for Quality of service (QoS) in [12]. This proposed design we followed 
above Traffic generator and TE in Traffic model and NLPTF-DTSA. The reconfigu-
rable topology is applied in on-chip networks for performance improvement in [13]. 
To achieve performance improvement than [7], Maximum Energy-Aware sense 
amplifier (MAS) circuitry is introduced which consists of Traffic Generator (TG), 
Traffic Estimator (TE), capturing energy recovery [14] and NLPTF-DTSA. Clock 
gating (CG) Concept discussed in Sakthivel et al. [15].

The rest of this Chapter is ordered as follows. Subdivision 2 addresses the NoC 
system model. Proposed work and its module details are discussed in subdivision 3.  
The proposed results of various architectures are presented in subdivision 4. 
Finally, the conclusion is presented in subdivision 5.

2. System model

For improved data communication in NoC, conventional transceiver consists 
of PEC in TXS and DTSA circuit in TXS. Schinkel et al. Transceiver for NoC’s and 
proposed Design is shown in Figure 1. The use of capacitance in TXS is to shrink in 
power dissipation. In NoC Circuitry communication disturbance occurs because of 
noise and crosstalk [16]. The transceiver with DIT (differential interconnect twist) 
affords a high-performance perfection. Early-stage, bidirectional interconnects are 
used. The EM field solver is used to investigate interconnects. The CMOS with 1.2 V, 
6 m technology is used for interconnects as in [7]. Table 1 shows Conventional 
Strategies.

Figure 1. 
Conventional and proposed Transceiver configuration.
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3. Proposed work

Figure 2 shows a basic diagram of proposed design, which consist of following 
modules organized such as PEC with TXS, TE, Controller, NLPTF-DTSA, and RXS. 
The proposed work consists of four stages namely selection, analysis, and design 
and performance comparison. In the first stage of our work is suitable SA’(DTSA 
and NLPTF-DTSA) is selected among various sense amplifier circuitry [18] and 
second stage selected SA’s with the transceiver (DTSA and NLPTF-DTSA) high traf-
fic (HT) and low traffic (LT) conditions examined. In the third stage, we compared 
NLPTF-DTSA for complete transceiver with [7].

3.1 NLPTF-DTSA circuit

The NLPTF-DTSA [18] is as shown in Figure 3. NLPTF -DTSA is used to solve 
the troubles associated with conventional Pulsed Flip Flop (P-FF) designs. The 
basic procedure of NLPTF -DTSA is plummeting the number of NMOS transis-
tors in the discharging path. The next step NLPTF -DTSA is supporting a system 
to enhance the strength pull down by allocation value in to “1.” The new transistor 
stacking circuitry is opposed to transistor S2 which is distant from the discharging 
path. Transistor S2, in conjunction through an extra transistor N3, forms a pass 
transistor logic (PTL) size of two AND gates of transistor S1. Since the inputs of the 
two AND logic gates are matching, the output node is reserved at zero time. When 
input signal1 and input signal 2 are equal to “0”, temporary floating at the node is 
basically risk-free. By the rising edge limits of the clock unit, both transistors S1 and 
S2 be turned resting on. This design is subsequently turned on transistor S3 by an 
instance width. The switching power is less at each node due to weakening voltage 
swing [10]. The functional diagram of NLPTF-DTSA and simulation results are 
shown in Figure 3.

Circuitry EXISTING TAS design

[7] DTSA TG [12], TE [12], DTSA

[18] NLPTF NLPTF-DTSA

Table 1. 
Conventional Strategies.

Figure 2. 
Proposed Transceiver Block diagram.
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3.2 TXS with PEC

The technical concepts of TXS with PEC are similar to that of Schinkel et al.

3.3 Low swing transmitter

The series capacitance in transmitter is used to drive the bus and reduces the 
swing factor. The technical parameters of the full swing (FS), multi VDD mode 
(MVM) capacitive low swing transmitter (CLS) are tabulated in the Table 2.

3.4 Optimal swing receiver

In a transceiver circuit, SA is the best data receiver when compared to the 
conventional comparator [7]. To avoid transistor stack, the SA circuit is split into 
two tails and fed with separate supply voltage.

To gain maximum power reduction in NoC architecture, NLPTF [10] technique 
is implemented in DTSA module.

3.5 TG and TE

The Statistical Traffic model [12] is implemented in this approach. By which 
various traffic condition (image, Data) applied into SA’s with Transceiver.

Figure 3. 
(a) The functional diagram of the V-DTSA module and (b) simulation result
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Modes Inter connect Technology Supply 
voltage

Voltage 
swing

Driver size

FS Shielded single 
ended

1.2 v, 6 metal, 90 nm
CMOS

2 mm, Rwire = 400 Ω

1.2 V 1.2 V Wn = 8 μm
Wp = 20 μm

MVM DIT VDDH=
1. 2 V
VDDL=
1. 08 V

120 mv Wn = 8 μm
Wp = 20 μm

CLS DIT 1.2 V 120 mv Wn = 1.6 μm
Wp = 4 μm

Table 2. 
Different modes comparison.

Figure 4. 
The functional diagram of the Complete Transceiver Circuit.

Figure 5. 
Complete Transceiver simulation result.
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3.6 Complete transceiver

The complete transceiver circuit is made of transmitter connected to the receiver 
via DIT [7]. The complete transceiver architecture is shown in the Figure 4. And 
the experimental results of complete transceiver in Figure 5.

4. Results and discussions

The performance parameters of the DTSA and NLPTF-DTSA with transceiver 
are examined using 90 nm technologies. Synopsys Design Compiler is used for 
Gate level net list creation. Synopsys™ Prime Power is used for Power analysis 
[17]. The switching factors are reported by the proposed work and examined in 
Intel® 3.1 GHz LGA 1155 Core i3–2100 Processor, and a system with Window Xp. 
The technical level similar to [7] carried out various modes such as FS, MVM, 
and CLS.

The NoC model synthesized code is made to evaluate 90 nm TSMC CMOS tech-
nology under the operating frequency of 500 MHZ, 1.2 V supply voltages and 0.5 
switching factor. The Sleep mode and Active mode power consumption are tested.

* With CG and without CG The results are presented in Figures 6 and 7. It is 
inferred that the proposed NLPTF-DTSA gives a greater result in terms of power 
as related with DTSA modules such as single-ended conditional capturing energy 
recovery (SCCER) [10], DCCER [10], static differential energy recovery (SDER) 
[10], pulsed flip flop (PFF) [18], NLPTF-DTSA. A mathematical expression for 
technical evaluation is similar to [19].

The energy consumption, delay, data Rate and static power consumption results 
are presented in Figures 8–11. The DTSA, NLPTF-DTSA circuitry results are 
estimated under HT and LT. The overall comparison of various parameters (Energy 
consumption, delay, data Rate and static power consumption) with current work 
is shown in Table 3. The overall results of proposed design give greater results than 
conservative design.

Figure 6. 
Power comparison in Sleep mode.
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Figure 7. 
Power comparison in Active mode.

Figure 8. 
Energy comparison of DTSA modules.

Figure 9. 
Delay comparison of DTSA modules.
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Figure 10. 
Data Rate comparison of DTSA modules.

Figure 11. 
Static Power comparison of DTSA modules.
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The conservative method has achieved latency of 300/1500 ps under various 
stage operation (one and Five). The latency result of the MAS work is slightly 
increased to 440/2200 ps.

Though the latency results are high, still it is encouraging because we added 
traffic generator and Traffic Estimator.

5. Conclusion

The proposed work is summarized into Three stages namely selection, analysis, 
design and performance comparison. In the first stage, among various SA’s suitable 
SA’S (DTSA and NLPTF-DTSA) is selected for MAS process. In the second stage, 
Traffic action takes place according to both DTSA with Transceiver and NLPTF-
DTSA Transceiver.

On the Final stage, we compared both above circuitry and concluded under 
various traffic conditions NLPTF-DTSA is suitable. The result of the complete 
transceiver circuit (NLPTF-DTSA) under average traffic mode is attained as 5.92 
Gb/s data rate, 0.62 W link power and latency of 497 ps/2485 ps for single/five stage 
operation. When compared with conservative methods, results in MAS design show 
performance enhancement of 94.72% in data rate and 0.51 W reductions in link 
power. Though latency of MAS design is high, it is acceptable because of the addition 
of TG and TE, which is not present in conventional NoC architecture. In future we 
will improve the performance of NoC Architecture with respect to latency.

Work Module 
name

Traffic 
mode

Data rate GB/S 
(data rate 

improvement %)

Link  
power (W)

Latency (10 mm of 
interconnect) single/
five stage operation

[7] DTSA — 5.0 (80%) 0.8 300/1500

Proposed 
work

DTSA LT 4.9 (78.4%) 0.98 345/1725

Proposed 
work

DTSA HT 4.0 (64%) 1.32 487/2435

Proposed 
work

NLPTF-
DTSA

Average 5.92 (94.72%) 0.51 497/2485

Table 3. 
The overall transceiver performance comparison.

© 2021 The Author(s). Licensee IntechOpen. This chapter is distributed under the terms 
of the Creative Commons Attribution License (http://creativecommons.org/licenses/
by/3.0), which permits unrestricted use, distribution, and reproduction in any medium, 
provided the original work is properly cited. 
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Nelson J. Muga, Armando N. Pinto and António L. Teixeira

Abstract

Integration technology advancement has impacted the System-on-Chip (SoC) in
which heterogeneous cores are supported on a single chip. Based on the huge
amount of supported heterogeneous cores, efficient communication between the
associated processors has to be considered at all levels of the system design to ensure
global interconnection. This can be achieved through a design-friendly, flexible,
scalable, and high-performance interconnection architecture. It is noteworthy that
the interconnections between multiple cores on a chip present a considerable influ-
ence on the performance and communication of the chip design regarding the
throughput, end-to-end delay, and packets loss ratio. Although hierarchical archi-
tectures have addressed the majority of the associated challenges of the traditional
interconnection techniques, the main limiting factor is scalability. Network-on-
Chip (NoC) has been presented as a scalable and well-structured alternative solu-
tion that is capable of addressing communication issues in the on-chip systems. In
this context, several NoC topologies have been presented to support various routing
techniques and attend to different chip architectural requirements. This book
chapter reviews some of the existing NoC topologies and their associated charac-
teristics. Also, application mapping algorithms and some key challenges of NoC are
considered.

Keywords: Application mapping, interconnection, latency, scalability, system-on-
chip (SoC), topology, network-on-chip (NoC), NoC design, on-chip network

1. Introduction

Distributed or parallel systems have been the main approaches of attending to
the demand for applications in which huge computations are required. In these
systems, a number of processing elements are connected by means of an intercon-
nection network. It is noteworthy that the conventional off-chip architecture in
which different processing elements are interconnected is unsuitable for satisfying
the requirements regarding scalability, high-throughput, and low-power
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consumption. This is owing to the increase in delays and hardware complexities of
the existing computer chips [1, 2].

The rising computational requirements of modern applications and services
have shifted research attention to improvements in semiconductor-based technol-
ogy. This has resulted in the evolution of on-chip networks. Based on the salient
features such as low footprint and power consumption, on-chip-based networks are
gaining significant attention compared to the off-chip counterpart. Instances of
such on-chip-based architectures are System-on-chip (SoC) and multiprocessor-
SoC (MPSoC) [3].

Furthermore, a variety of the on-chip network components are connected using
various interconnection networks such as shared bus and bus. Communication
among devices in bus-based topology normally occurred on the bus links, while
wire collections are employed in the shared bus topology. Comparatively, the
shared bus architecture offers a low-cost solution and simple control features. These
benefits make the shared bus network a preferred architecture for communication
among the on-chip integrated processing units [1, 4].

In addition, it is challenging for the bus-based SoC to meet the requirements of
different applications due to the growing increase in the number of Intellectual
Property (IP) cores as well as other on-chip resources [2]. Besides, diverse commu-
nication requirements are demanded by hybrid processing network elements. The
limitations are mainly owing to the bus-based interconnection architecture’s inabil-
ity to offer the required latency, scalability, bandwidth, and power consumption for
supporting the huge number of on-chip resources. So, the requirements are chal-
lenging for the SoC architectures to satisfy. The on-chip communication bottleneck
can be effectively addressed with the implementation of network-on-chip (NoC).
Apart from being able to attend to the bus architectural delays and congestion-
related problems, the communication requirements can be met with lower power
consumption and higher efficiency by the NoC compared to bus-based SoC [1, 4, 5].

This chapter presents a comprehensive overview of the evolution of NoC archi-
tectures and their associated features. In this regard, it focuses on a number of
major and promising on-chip research areas such as topology, routing, and
switching. Also, different application mapping algorithms for enhancing the on-
chip performance are presented. Moreover, open problems in on-chip communica-
tion design and implementation are discussed. This chapter is organized as follows.
Section 2 presents a comprehensive discussion on the SoC with a main section focus
on the on-chip interconnect evolution. In Section 4, an in-depth discussion on
typical NoC architectural components is presented. Besides, NoC-based application
task representation and application mapping are discussed. Section 5 focuses on
various NoC topology performance assessment and metrics with some models. Also,
Section 6 discusses the related challenges of on-chip schemes and concluding
remarks are given in Section 8.

2. System-on-chip

This section focuses on the on-chip interconnect evolution. Conceptually, SoC
comprises a circuit that is embedded on a small coin-sized chip and integrated with
a microprocessor or microcontroller. Moreover, in the SoC, a single chip is
partitioned into functional tiles and an interconnection (communication) network.
Depending on the application, the SoC design typically contains storage devices,
RAM/ROM memory blocks, central processing unit (CPU), input/output ports, and
peripheral interfaces such as timers, inter-integrated circuit (I2C), universal asyn-
chronous receiver/transmitter (UART), graphics processing unit (GPU), controller
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area network (CAN), serial peripheral interface (SPI), and so on. Also, based on the
requirement, a floating-point unit or analog or digital signal processing system can
as well be included.

Furthermore, with innovative integration technology, a huge amount of hetero-
geneous cores can be supported on a single chip [6, 7]. So, in designing such a chip,
the interconnections between multiple cores have a considerable influence on the
system performance and communication. For instance, apart from being in charge
of all memory transactions, on-chip communication architecture is also responsible
for I/O traffic management. Besides, it offers a reliable channel for data sharing
between processors. Therefore, high-performance and scalable on-chip communi-
cations are highly imperative in the SoC design [8]. However, efficient communi-
cation among the on-chip components is challenging [1, 2, 4, 8]. Figure 1 illustrates
an on-chip interconnect architectural evolution.

2.1 Bus architecture

As aforementioned, the traditional on-chip bus-based interconnect techniques
are widely used partly due to protocol and architectural design simplicities. Other
salient features of bus topology are low area overhead and predictable latency. For
instance, bus-based interconnect is mainly suitable in a scenario with a small
amount of on-chip components. Besides, it is not only efficient regarding power but
also based on the silicon cost [1, 4, 8].

Furthermore, as illustrated in Figure 1(a), a single control/data bus is used in
this architecture to support multiple component interactions. This helps in ensuring
a simple master–slave connection. Moreover, resource contention can also occur in
bus-based architecture when multiple masters are required to communicate with
the same slave. In such a situation, arbitration is demanded to ensure effective
communication. Therefore, in a large SoC, the bus-based architecture scalability is
challenging [8].

2.2 Crossbar (matrix switch fabric) architecture

As discussed in subSection 2.1, when multiple master–slave data transactions are
to be supported, a single shared bus architecture is not a suitable solution due to the
associated latency. This is as a result of the arbitration that is demanded between the
master interfaces on the shared medium. Consequently, crossbar topology can be
employed to address the scalability issue of on-chip interconnect. As illustrated in
Figure 1(b), a crossbar architecture consists of a matrix switch fabric. To facilitate
multiple communications, this matrix connects the entire inputs with the entire
outputs. Based on the advantages of the crossbar topology, it has been adopted by
the SoC designer by merging multiple shared busses to achieve a connection matrix

Figure 1.
On-chip interconnect architectural evolution: (a) bus, (b) crossbar, and (c) 4� 4 mesh-based NoC.
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with an all-input-all-output [8, 9]. Nonetheless, the design complexity of a
crossbar-based architecture is high owing to the layout of wire that is complex [8].

2.3 Network-on-chip architecture

NoC offers an alternative and modular nature platform with high scalability.
Besides, it supports efficient on-chip communication that facilitates NoC-based
multiprocessor architectures with high functional diversity and structural com-
plexity [3]. This makes it a de facto on-chip communication standard for highly
integrated SoC architectures. Besides, it supports parallel (multiple concurrent)
communications by enabling pipelining irrespective of the network size. Also,
rather than establishing a connection between all IP blocks, in the NoC, a network is
created within the chip. This enables each IP to function as a network node. For
instance, to ensure effective communication, a network of routers is employed to
connect the associated huge cores. In this regard, the bus in SoC has been replaced
by a network of routers that controls the communication process among nodes in
the established network. Based on this, NoC presents a number of characteristics
such as low-latency, high-bandwidth, and scalability [10, 11].

In the NoC, the interconnections are suitably organized to form appropriate topol-
ogies. Moreover, communication in it normally transpires between IP cores and in
accordance with the employed topology. Also, this can be achieved using asynchro-
nous or synchronous modes [11]. So, with these topologies, certain routing techniques
can be employed for packet routing between nodes [10]. As depicted in Figure 1(c),
components such as routers and channels (interconnection links) are required for
packet routing [11]. It is noteworthy that some routing techniques are specially
intended for NoC. As a result, they are well-designed to be deadlock1-free [10].

Furthermore, Figure 1(c) illustrates a 4� 4 mesh-based NoC architecture with a
number of processing cores/processing elements (PEs) connected via regular-sized
wires and routers. The PEs can be components such as application-specific integrated
circuit (ASIC) block and microprocessor [12]. Moreover, different types of cores such
as the manager, regular, and spare can be employed. Also, depending on the applica-
tion, these cores can be homogeneous and heterogeneous. The regular cores normally
execute the task of a specified application, the spare cores are additional cores that
can be employed in case of failure of either regular or manager core, and the manager
cores are used to track and manage all processing cores. Besides, when a processing
core fails, the manager core performs the task migration [13].

Moreover, a network interface (NI) is placed at the edge of each PE and on-chip
interfaces such as high-definition multimedia interface (HDMI), I2C, USB, and
UART are supported. The routers are employed to packetize the generated data by
the PE. The NI is subsequently connected to a router that buffers the packets from
the PE or other connected routers [12]. In this regard, the NI connects the NoC
routers and hardware IP blocks. Consequently, NI facilitates the modular property
and ensures seamless communication between different IP with related housekeep-
ing operations, irrespective of their communication protocol [8].

In addition, it is noteworthy that the experienced design problems in the NoC
architectures are similar to the ones in the bus-based architectures. In this context,
to establish a communication fabric capable of meeting the requirements of a
particular application, a trade-off between reliability, power, area, cost, and per-
formance is demanded [12]. For instance, asymptotic cost functions for a shared

1 A deadlock happens in the NoCs when one or more packets remain blocked for an indefinite time. It

can be addressed either by imposing routing restrictions or by employing additional hardware resources.

42

Network-on-Chip - Architecture, Optimization, and Design Explorations



bus, segmented bus, point-to-point, and NoC interconnect with n system modules
are presented in Table 1. This shows that with a growing n, NoC architecture
dissipates less power, requires less wiring area, and offers excellent operating
frequency, making it a scalable and attractive architecture [14].

3. Advanced on-chip bus architectures

Since there are various IPs with distinct standard interfaces from different pro-
viders, the chip designers have to adapt to connect through common standard or in-
house interfaces. Consequently, a flexible and open standard for IP core interface is
essential for practical on-chip interconnection design and SoC integration. This can
be achieved by employing standard interface protocols that offer reusable profiles
that can support diverse on-chip interconnection design and SoC integration. Also,
the operation of an on-chip interconnection depends on the bus architecture effi-
ciency. So, bus architecture with additional data transfer cycle, faster clock speed,
enhanced throughput, and width is highly attractive for a reduced time-to-market,
low cost, and efficient SoC. This section presents an overview of standard on-chip
bus structures and protocols such as ARM Advanced Microcontroller Bus Architec-
ture (AMBA), IBM CoreConnect, and Altera Avalon.

3.1 AMBA-based bus protocol architecture

The AMBA bus protocols are the ARM interconnect specifications for on-chip
communication between a number of functional blocks. In these designs, one or
more microprocessors/microcontrollers can be integrated on a single chip with
various other components and peripherals. Figure 2 depicts a traditional AMBA 2.0
based SoC design with Advanced System Bus (ASB) or Advanced High perfor-
mance (AHB) protocols and an Advanced Peripheral Bus (APB) protocol for high
bandwidth and low bandwidth peripheral interconnections, respectively [15].

Moreover, to scaling up connectivity and address the limitations regarding the
number of IPs that can be effectively supported by the AHB/ASB protocols, AMBA
3 presents Advanced Extensible Interface (AXI) interconnect for point-to-point

Power Dissipation Operation Frequency Total area

Shared bus O n
ffiffiffi
n

pð Þ O 1
n2
� � O n3

ffiffiffi
n

pð Þ
Segmented bus O n

ffiffiffi
n

pð Þ O 1
n

� � O n2
ffiffiffi
n

pð Þ
Point-to-Point O n

ffiffiffi
n

pð Þ O 1
n

� � O n2
ffiffiffi
n

pð Þ
NoC (Mesh) O nð Þ O 1ð Þ O nð Þ

Table 1.
Asymptotic cost functions for interconnection architectures.

Figure 2.
A typical AMBA based SoC design. PIO: Peripheral I/O, UART: Universal asynchronous receiver/transmitter,
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connectivity protocol. Some of the main features of the AXI protocol are the capa-
bility to issue multiple outstanding transactions, unaligned data transfers with byte
strobes, separate control/address and data phases, simultaneous read and write data
channels to guarantee low-cost Direct Memory Access (DMA), and out-of-order
data capability. Figure 3 shows AXI interconnect enabling IPs communication with
a master–slave protocol. It is noteworthy that the interconnect such as a switch
design, a convention crossbar, or an off-the-shelve NoC capable of supporting
multiple AXI masters and slaves can be employed. Also, an array of peripherals
supported on an APB bus are connected through an AXI to APB bridge [15, 16].

Furthermore, the emergent of portable mobile devices such as smartphones in
which SoCs are equipped with dual/quad/octa-core processors and shared inte-
grated caches demand hardware managed coherency within the memory
subsystem, resulting in the development of AXI Coherency Protocol Extension
(ACE) in the AMBA 4. Also, with the current trend towards heterogeneous
computing for improving the performance of data center, parallel, and High-
Performance Computing (HPC) applications, numerous heterogeneous computing
elements, processor cores, and IO subsystems are demanded. To support the
requirements, the Coherent Hub Interconnect (CHI) protocol was presented in the
AMBA 5 protocol to improve the AXI/ACE protocol design. For instance, for better
scalability, the associated signal-based protocol in the AXI/ACE was changed to a
packet-based layered protocol in the CHI. Some of the supported features are Cache
stashing, Cache de-allocation transactions, atomic transactions, and Persistent
Cache Maintenance Operations (CMO). Other AMBA specifications with additional
efficient translation services and higher performance are Distributed Translation
Interface (DTI) and Local Translation Interface (LTI) protocols [16, 17].

3.2 WishBone bus protocol architecture

WishBone interconnect primarily focuses on design reuse to address integration
problems by establishing a general-purpose interface between IP cores. This helps
in improving the system’s portability and reliability. This interconnect comprises
two interfaces which are master and slave. The IPs are master interfaces that can
initiate bus cycles. Also, the slave interfaces accept the initiated bus cycles. Besides,
its hardware implementations are compatible with varieties of interconnection such
as dataflow, crossbar-switch, shared bus, and point-to-point [16].

Furthermore, WISHBONE specifies a single, simple, logical, synchronous MAS-
TER/SLAVE bus and IP core interfaces that demand very few logic gates. Also, it
supports some standard data transfer protocols such as BLOCK READ/WRITE
cycles, SINGLE READ/WRITE cycles, and read-modify-write (RMW) cycles.

Figure 3.
An AXI interconnect. GPIO: General purpose input/output.
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Moreover, the related flow control and communication among the cores are facili-
tated by the handshake mechanism. Besides, its multiprocessing capabilities enable
a broad range of SoC configurations [17, 18].

3.3 Open core protocol

Open core protocol (OCP) is an open standard, non-proprietary, core-centric
protocol for attending to the requirements of IP core system-level integration. Also,
it defines a clocked system that offers unidirectional data transfer that helps in
simplified core integration, implementation, and timing analysis. Moreover, based
on its high configurability and flexibility, it supports independent IP cores design
and facilitates IP reuse. Based on this, it enhances and ensures IP modularity with-
out the need for redesign. Besides, all test/debug and sideband signals are offered by
the OCP for a number of functions, such as protections or interrupts. Also, some of
its features and signals are optional. This helps the users in choosing the configura-
tion that best suits their IP cores [17].

A typical OCP operation across an on-chip interconnect is shown in Figure 4. In
this configuration, an OCP master/slave element is integrated into IP cores. The
implementation comprises a request and a response channel. The master IP core
issues read command that causes a transfer on the request channel. On the response
channel, the slave IP core responds to the master IP core. Also, some supported
extensions by the OCP protocol are the transfer of a burst of data, data handshake
extensions, out-of-order responses, and test control extension [16].

3.4 IBM CoreConnect architecture

IBM CoreConnect™ architecture is another open on-chip bus structure that
offers the framework for efficient realization of complex SoC designs. As illustrated
in Figure 5, it has three separate busses for interconnecting cores, custom logic, and

Figure 4.
Typical block diagram of OCP.

Figure 5.
Typical block diagram of CoreConnect.

45

Network-on-Chip Topologies: Potentials,Technical Challenges, Recent Advances…
DOI: http://dx.doi.org/10.5772/intechopen.97262



library macros are On-Chip Peripheral Bus (OPB), Processor Local Bus (PLB), and
Device Control Register Bus (DCR). The architecture can be employed for different
customer-specific and application-specific SoC designs in high-performance
embedded applications, storage, networking, wired/wireless communications, and
low-power pervasive applications. In this context, high-performance peripherals
can be connected to the low latency, high bandwidth PLB. Also, device-paced
peripheral cores are normally connected to the OPB. This helps in reducing traffic
on the PLB and consequently, enhancing the system performance. Also, a relatively
low-speed data path is offered by the DCR bus for control, initialization, and status
information [16, 18].

3.5 Altera Avalon architecture

Avalon presents a simple bus architecture for the connection of on-chip periph-
erals and processors to a system-on-a-programmable chip (SOPC). Also, the offered
interface defines a port for connecting the master and slave components and the
timing for the components’ communication. Besides, it supports multiple masters
that present construction flexibility for SOPC systems. The slave-side arbitration is
used in the masters and slaves interaction. So, if multiple masters try to access the
same slave simultaneously, slave-side arbitration logic controls the master that gains
access to the slave to complete the requested transactions. Figure 6 illustrates a
typical block diagram of an Avalon bus module with a collection of connected
peripherals [17, 19].

Moreover, the Avalon bus module comprises data, address, and control signals,
and arbitration logic that are needed for connecting the peripheral components.
Also, its operation comprises address decoding for the selection of peripheral and
wait-state generation for supporting slow peripherals. Furthermore, apart from the
simplicity and optimized resource utilization, the bus also offers synchronous oper-
ation and dynamic sizing. Also, different transactions can be realized between a
master and slave peripheral. Likewise, different advanced features such as multiple
bus masters, streaming peripherals, and latency-aware peripherals are supported.
Based on this, during a single bus transaction, multiple data units can be conveyed
between peripherals [18, 19]. Table 2 compares different SoC busses.

Figure 6.
Typical block diagram of Avalon.

46

Network-on-Chip - Architecture, Optimization, and Design Explorations



P
ro
to
co

l
B
us

O
w
ne

r
B
us

T
op

ol
og

y
A
rb

it
ra
ti
on

B
us

W
id
th

(b
it
s)

T
ra
ns

fe
rs

D
at
a

A
dd

re
ss

A
X
I

A
R
M

B
us
-M

at
ri
x
&

H
ie
ra
rc
hi
ca
l

St
at
ic
Pr
io
ri
ty
,T

D
M
A
,L

ot
te
ry
,

R
ou

nd
-R

ob
in
,T

ok
en

-p
as
si
ng

an
d

C
D
M
A

8,
16
,3

2,
64

,1
28
,2

56
,5

12
,o

r
10

24
32

H
an

ds
ha

ki
ng

,S
pl
it
,

Pi
pe

lin
ed

an
d
B
ur
st

W
is
hb

on
e

O
pe

nC
or
es
.o
rg

&
Si
lic

or
e

C
oo

pe
ra
ti
on

Po
in
t-
to
-P
oi
nt
,C

ro
ss
ba

r
C
on

ne
ct
io
n,

Sh
ar
ed

&
D
at
a-
fl
ow

In
te
rc
on

ne
ct
io
n

St
at
ic
Pr
io
ri
ty
,T

D
M
A
,L

ot
te
ry
,

R
ou

nd
-R

ob
in
,T

ok
en

-p
as
si
ng

an
d

C
D
M
A
.

8,
16
,3
2,
64

1–
64

H
an

ds
ha

ki
ng

&
B
ur
st

O
C
P

O
C
P
In
t.

Pa
rt
ne

rs
hi
p

In
te
rc
on

ne
ct

T
op

ol
og

y
V
ar
y
de

pe
nd

in
g
on

lo
gi
c
on

th
e
bu

s
si
de

of
O
C
P.

C
on

fi
gu

ra
bl
e

C
on

fi
gu

ra
bl
e

H
an

ds
ha

ki
ng

,S
pl
it
,

Pi
pe

lin
ed

&
B
ur
st

A
va

lo
n

A
lt
er
a

Po
in
t-
to
-P
oi
nt
,P

ip
el
in
ed

,
M
ul
ti
pl
ex
ed

St
at
ic

Pr
io
ri
ty
,T

D
M
A
,C

D
M
A
,

R
ou

nd
-R

ob
in
,L

ot
te
ry
,T

ok
en

-
pa

ss
in
g

1–
12
8

1–
32

Pi
pe

lin
ed

an
d
B
ur
st

C
or
eC

on
ne

ct
IB
M

H
ie
ra
rc
hi
ca
l

St
at
ic
Pr
io
ri
ty

PL
B
(3
2,

64
,1

28
or

25
6)
;

O
C
B
(8
,1

6
or

32
)
an

d
D
C
R

(3
2)

PL
B
an

d
O
PB

(3
2)

an
d
D
C
R

(1
0)

H
an

ds
ha

ki
ng

,S
pl
it
,

Pi
pe

lin
ed

an
d
B
ur
st

T
ab

le
2.

C
om

pa
ri
so
n
of

So
C

bu
ss
es
.

47

Network-on-Chip Topologies: Potentials,Technical Challenges, Recent Advances…
DOI: http://dx.doi.org/10.5772/intechopen.97262



4. Network-on-chip components

As aforementioned, a network of routers is employed in the NoC for controlling
the communication process among nodes. Several topologies along with different
routing algorithms have been presented for NoC architectures. It is noteworthy that
the network topology selection is a primary step in the network design. Besides, the
flow-control techniques and routing strategy depend greatly on the topology. This
section focuses on typical architectural components such as network topology,
switching, and routing algorithm. Besides, task representation and application
mapping are presented.

4.1 Network-on-chip topologies

The NoC topology denotes the physical organization of its architecture and it
signifies a key design criterion. In this context, the means by which its elements are
interconnected are characterized. The NoCs have been considered as regular tile-
based topologies that are appropriate for connecting homogeneous cores. Besides,
much attention has been given to custom-based, domain-specific irregular topolo-
gies to support heterogeneous cores with diverse size, functionality, and communi-
cation requirements [3]. Some of these topologies are discussed in this subsection.

4.1.1 Regular topologies

In regular topologies, the power consumption and network area scalability with
an increase in the size can be predicted. It should be noted that regular network
topologies are usually adapted for the majority NoCs [20]. This subsection focuses
on the most popular regular topologies along with their advantages and drawbacks.

Ring Toplogy:
Ring topology is one of the widely employed NoC topologies. In this topology, a

single wire is used to connect each node. Consequently, irrespective of the ring size,
each of the nodes has neighboring nodes as depicted in Figure 7(a). Based on this,
in the ring topology, the degree2 of each node is two. This implies a corresponding
available bandwidth to every node. Although deployment and troubleshooting are
comparatively easier, the main drawback of the ring topology is that its diameter
increases with an increase in the number of nodes. So, besides the fact that network
expansion degrades the performance (scalability issue), ring topology is also prone
to a single point of failure (poor path diversity) [1, 21].

Octagon Topology: Another prevalent NoC topology is the octagon. A typical
octagon topology comprises eight (8) nodes and twelve (12) bidirectional links.
Also, just like the ring topology, each node is connected to the preceding and
succeeding nodes. So, between a node pair, there are two-hop communications.
Also, to route a packet between the network, a simple shortest-path routing can be
employed. Besides, compared with a shared bus topology, higher aggregate
throughput can be achieved. Furthermore, the architecture can be connected to
support bigger designs, resulting in better scalability.

Star Topology: The star topology in which the entire nodes are connected to a
central node is shown in Figure 7(c). Assume an N nodes with N � 1 connected
nodes to the central node. In this architecture, the central node has an N � 1 degree

2 Router degree is a parameter that specifies the number of on-chip components and neighboring routers

that it is connected to. It is noteworthy that the router microarchitecture complexity increases with an

increase in its degree.
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while others have a degree of 1. Therefore, regardless of its size, the star topology
diameter is 2. In this regard, its main benefit is the offered simplicity and the
presented minimum hop count of two due to the associated small diameter [21].
Although the nodes are separated and free of the potential impact from the failed
nodes, the central node failure can result in the entire network failure. Furthermore,
as the diameter of the central node increases with the number of nodes, a commu-
nication bottleneck can take place in the central node [1].

Mesh Topology: The mesh architecture is the widely employed interconnection
topology. A typical 4� 4mesh topology with 16 functional IP blocks is illustrated in
Figure 7(d). Besides the router at the edges, each router in the mesh topology is
connected to one computation resource and four neighboring routers through com-
munication channels. With mesh topology, a huge number of IP cores can be
incorporated in a regular-shape structure [4]. So, this topology offers an attractive
solution for path diversity and scalability. Likewise, this topology can tolerate link
failure due to multiple paths that connect a pair of nodes [21]. Nevertheless, one of
the main challenges of this topology is that its diameter increases significantly with
the number of nodes. This is owing to irregularity in the degree [1]. For instance,
the degree of corner, edge, and inner nodes are 2, 3, and 4, respectively [21].
Besides, the associated bandwidth often varies from one node to another, with
corner and edge nodes having lesser bandwidth [1, 21].

Torus Topology: A typical torus topology is depicted in Figure 7(e). The archi-
tecture is very similar to a mesh topology. However, mesh topology offers a reduced
diameter. Consequently, the challenge of diameter increase of mesh topology with
the network size is addressed by the torus topology. This is achieved through the
addition of direct connections between the end nodes that are in the same column
or row [21]. For instance, in the torus topology, wrap-around channels are
employed for the connection of the edge routers to those at the opposite edge,
resulting in a better bisection bandwidth and reduced average number of hops.
However, considerable latency is incurred by the torus topology due to the
employed lengthy wrap-around connections [1, 4].

In addition, an alternative to the torus is the folded torus topology. The folded
torus topology offers a shorter link length, resulting in reduced implementation area

Figure 7.
NoC topologies: (a) ring, (b) octagon (c) star, (d) 4� 4 mesh, (e) 4� 4 torus, (f) 4� 4 folded torus,
(g) butterfly, (h) binary tree, (i) fat tree.
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and traverse time for the packet between the interconnected links. Compared with
the torus, folded torus offers more path diversity, making it more fault-tolerant.
Besides, as aforementioned, torus topology helps in reducing the associated mesh
latency. Nevertheless, its long wrap-around links can cause undue delay. This chal-
lenge can be addressed by folding the torus as depicted in Figure 7(f).

Butterfly Topology: A typical butterfly topology is illustrated in Figure 7(g). It
offers a fixed hop distance between any source to the destination node pair and the
router degree is 2, resulting in low-cost routers. Owing to the single path that exists
from the source to the destination node, the topology lacks path diversity, resulting
in low link fault tolerance and low bandwidth. Besides, this topology normally
entails lengthy wires and the related complex wire layout can lead to more energy
consumption [1, 21].

Binary Tree Topology: The binary tree topology consists of a top (root) node and
bottom (leaves) nodes illustrated in Figure 7(h). In this configuration, besides the
root node, each of the others has two offspring nodes. Also, besides the root node
that has no parent, each of the other nodes has its parent and children directly above
and beneath itself, respectively. The nodes in this topology have access to broader
network resources and it is supported by several vendors. However, its bottleneck is
the root node, whose failure can bring about the entire network failure. Also, with
an increase in the tree length, network configuration becomes more intricate.

Fat Tree Topology: The concept of fat tree topology is based on using interme-
diate routers as forwarding routers and connecting the leave routers to the clients as
illustrated in Figure 7(i). Although this topology offers excellent path diversity and
better bandwidth, the router to clients ratio is extremely high and the wiring layout
is complex. Therefore, a number of routers should be integrated to connect with
fewer clients [1].

Cube-Based Topology: There are a number of cube-based topologies that have
been designed. One such appropriate architecture is a hypercube topology. How-
ever, its main disadvantage is that there are restrictions in its network size because
of the degree limitation. To address the limitation, various variations such as folded
hypercube, dual cube, crossed cube, cube-connected cycles, hierarchical cube, and
metacube have been presented. A number of these topologies are depicted in
Figure 8 and are mainly focusing on reducing the associated node degree and/or
minimizing the network diameter while the diameter is kept as small as possible
[10, 21, 22].

In a folded hypercube, each node is connected to the farthest distinct node.
Based on this, there is a considerable reduction in its diameter compared with the
hypercube topology. However, this is at the expense of additional links. Further-
more, a crossed cube can be realized through the transposition of some edges in the
hypercube. This helps in the diameter reduction without causing additional link
complexity. In a reduced-hypercube, to minimize node degree, the edges are
reduced from an n-dimensional hypercube [22]. An (n, n) hierarchical cubic
network consists of n cluster and each of the clusters has n-cube. Furthermore, a
hierarchical hypercube is a dual cube structure. This topology comprises two classes

Figure 8.
Cube-based topologies: (a) cube, (b) crossed cube, (c) hypercube and (d) reduced hypercube.
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(0 and 1) with clusters. Also, each of the clusters contains 2m nodes. Likewise, in an
m-dual cube, the binary address of each node is 1þ 2m bit long. Similarly, cube-
connected cycles offer a hypercube implementation with virtual nodes. In this
topology, rather than a single node, each virtual node is a circle with three ports.
Also, a metacube topology is a two-level hypercube architecture. It is a symmetric
network with a short diameter and small node degree. Structurally, this multi-class
topology is an extended form of the dual cube [21].

4.1.2 Irregular topologies

Irregular topologies are based on the integration of various forms, usually regu-
lar structures, in different fashions. In this regard, a hybrid, hierarchical, or asym-
metric approach can be adopted. Moreover, irregular topologies aims at increasing
the available bandwidth compared with the traditional shared busses. Besides,
compared with the regular topologies, it helps in reducing the distance among nodes
[12]. Also, irregular topologies typically scale nonlinearly with area and power.
They are usually based on the concept of clustering and adapted for specific appli-
cations [20]. Figure 9 illustrates some irregular topologies such as reduced (opti-
mized) mesh (Figure 9(a)- i and ii) and cluster-based hybrid (mesh þ ring-
Figure 9(b)).

In addition, apart from the classification discussed in subSection 4.1.2, NoC
topology can also be categorized as direct3 and indirect4 topologies. For instance,
ring, bus, mesh, and torus topologies are direct topology. On the other hand, a clos,
butterfly, benes, and fat-tree are good instances of indirect topology [11, 12].

4.2 Network-on-chip routing

With suitable topology, a network will be established among the on-chip IPs to
ensure effective communication. The communication can be achieved using appro-
priate algorithms for routing the packets from the source to the destination nodes.
In this context, routing algorithms control efficient and correct packet routing as
they traverse through the nodes. As aforementioned, starvation5-free and deadlock-
free routing algorithms are of utmost importance in NoC [10]. Furthermore, the
routing algorithm can be selected based on a number of interrelated features,

Figure 9.
Irregular topologies: (a) reduced mesh structures and (b) cluster-based hybrid.

3 In this topology, there is a direct connection of each router to at least a core.
4 In this topology, some of the employed routers are not directly connected to any of the cores.
5 Starvation usually occurs in NoCs when specified priority rules are employed for routing, mainly in

favor of the high priority packets, making low priority packets wandering in the network. It can be

attended to by reserving some resources for the low priority packets and adopting fair routing

algorithms.
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resulting in trade-offs between related metrics such as the power consumption,
packet latency, and footprint that determine the routing algorithm quality. For
instance, when the routing circuit is kept simple, the required power for routing can
be minimized, and consequently, the power consumption can be reduced. Besides,
to increase the performance, the routing tables should be minimized. This will help
in ensuring low latency, enhanced robustness low footprint, and effective network
utilization [8, 12]. In general, the NoC routing algorithms can be classified based on
factors such as the routing path, distance, and decision states. In this context, its
NoC routing algorithms can be mainly classified as static and dynamic routing
algorithms. Besides, the routing decisions can also be based on distributed, source,
minimal, and non-minimal routing algorithms. This subsection focuses on the static
and dynamic routing algorithms.

4.2.1 Static routing

Static routing, also known as the oblivious or deterministic routing is the sim-
plest and extensively used routing algorithm in NoCs. It employs fixed (predefined)
paths for data transfer between a specific source and destination. Also, the current
state of the network is not taken into account in the static routing. So, when making
routing decisions, it is oblivious of the load on the links and routers. Static routing
requires very little router logic, making its implementation easy. Besides, packets
can be split in a scheduled way among several paths between the source and
destination. Also, in-order packet delivery can be guaranteed by the static routing in
a scenario where just a path is employed. Based on this, the addition of bits to
packets at the NI is not required for correct identification and reordering at the
destination [12]. Schemes such as random walk routing, directed flood, probabilistic
flood, dimension order routing (DOR), destination tag, turn model, XY, surround-
ing XY, and pseudo-adaptive XY, are examples of static routing algorithms.

XY routing is a distributive deterministic routing algorithm. In this algorithm,
the coordinates of the destination address are employed in delivering the packet
through a network. The packet is initially routed along the X coordinate (horizontal
direction) to reach the column. Then, is routed vertically along the Y coordinate to
its destination [5]. XY routing is a preferred algorithm for torus- based and mesh-
based topologies [10, 11] and it is deadlock-free. Nevertheless, the associated traffic
can be irregular due to the load that is normally created in the middle of the
network [10] while XY algorithm is not capable of avoiding congested and busy
links [5].

4.2.2 Dynamic routing

The routing decisions in adaptive or dynamic routing are based on the existing
state of the underlying network. To make routing decisions in this routing scheme,
factors like system availability and load condition of the links are considered.
Consequently, as the application requirements and traffic conditions change, there
can be a corresponding change in the path between the source and destination.
Compare with static routing, traffic can be distributed more efficiently across
various routers in dynamic routing. Besides, in case of network congestion in
certain NoC links, it can exploit alternative paths. In this regard, more traffic can be
supported by its topology and the network bandwidth utilization can be maximized.
These salient features of the adaptive routing are owing to its ability to exploit the
global knowledge of the current traffic state in the optimal path selection [23].
However, this scheme’s adaptivity is at the expense of additional resources required
for continuous monitoring of the network state to ensure a corresponding dynamic
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change in the routing paths. This usually presents additional complexity to the
router design. Besides, there is a limitation on the effectiveness of adaptive routing
due to the constraint on the amount of global knowledge that can be forwarded to
each of the routers and also owing to interference [23]. As aforementioned, a static
routing scheme is normally employed in scenarios with steady and known traffic
requirements, while dynamic routing is primarily applicable to unpredictable and
irregular traffic conditions [8, 12]. Schemes such as congestion look-ahead, slack
time aware, fully adaptive, minimal adaptive, turnback when possible, turnaround–
turnback, odd-even, deflection (hot potato), are examples of adaptive routing
algorithms.

In the NoC, to communicate between the source and destination, both adaptive
and deterministic routing algorithms can be employed. The odd-even routing algo-
rithm is an adaptive routing and it is a deadlock-free turn model. In this regard, in a
grid network, east to south and east to north turns are prohibited in the even
columns. Also, north to west and south to west turns are prohibited in the odd
columns. So, the odd-even routing algorithm helps in eliminating potential livelock6

in the system [5, 10].
The deflection routing technique is cost-effective since no buffers are employed.

Consequently, the incoming packets received by the routers are not buffered and
move simultaneously towards their destinations based on the routing table. How-
ever, misrouting can occur when a busy router receives another packet. In a severe
situation, the misrouted packets in the network can cause additional misrouting,
making each packet to be bouncing around like a hot potato across the network [12].
The misrouting can be alleviated considerably with sufficient intervals between the
packets [10].

4.3 Network-on-chip switching

The NoC switching scheme denotes the employed switching technique for data
control in the routers and specifies the data transfer granularity. Packet switching
and circuit switching are the key switching techniques in the NoCs. The switching
schemes are illustrated in Figure 10 and discussed in this subsection.

4.3.1 Circuit switching

The circuit switching is based on the establishment of a reserved physical path
(link reservation), consisting of routers and links, between the source and destination
before data transmission. Although circuit switching offers low latency transfers due
to the full link bandwidth utilization, it wastes the established links when there is no

6 A livelock arises in NoCs when a packet bounces around indefinitely between routers without reaching

its destination. It is typically associated with adaptive routing and can be addressed by employing

uncomplicated priority rules.

Figure 10.
NoC switching schemes.
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data transmission, resulting in scalability issues. Furthermore, to improve network
scalability, virtual-circuit switching can be employed. It helps in multiplexing multi-
ple virtual links on a single physical link. Also, the allocated buffers determine the
total number of virtual links that the physical link can support [12].

4.3.2 Packet switching

Packet switching is another popular switching mode. Unlike circuit switching in
which a path is established prior to the data transmission, in packet switching, there is
no need to create a path (no link reservation) before packet transmission. In this
context, the transmitted packets follow independent paths (different routes) from
the source to the destination. As a result, different delays will be experienced by the
packets. Besides, unlike circuit switching in which a start-up waiting time and a fixed
minimal latency are normally incurred, in packet switching, a zero start-up time and
a variable delay owing to contention are generally incurred. Moreover, due to the
contention, Quality of Service7 (QoS) in packet switching is challenging to guarantee
compared with circuit-based switching. Wormhole, virtual cut through as well as
store and forward are the extensively employed packet switching schemes [12].

4.4 Network-on-chip application mapping

In supercomputing and parallel computing, application mapping is usually
employed for mapping applications that share resources to be in close proximity to
minimize the network latency. This is also applicable to the shared bus-based Chip
Multi-Processor architectures in which the application mapping should consider the
fundamental on-chip interconnect design. Depending on the adopted topology,
mapping algorithm implementation helps in the positioning of the IP cores to the
NoC tiles. Besides, its performance is highly contingent on the employed routing
interface and shared memory architecture [8].

In MPSoC, quite a lot of techniques can be employed for application mapping.
Also, the presence of several and diverse MPSoC architectures further complicate the
issue. Consequently, in practice, it is advisable to rebuild the mapping approach based
on the application-architecture category [8]. Furthermore, as depicted in Figure 11,
the NoC application mapping algorithms are broadly grouped into static and dynamic
based on the assigned task time. In this context, the time at which the tasks are
allocated to the IP cores for processing is considered. For instance, in dynamic
mapping, the application task clustering, ordering, and assignment to the cores are

Figure 11.
NoC mapping algorithms classification.

7 Quality of Service implies performance bounds regarding the delay, bandwidth, and jitter; and can be

categorized into differentiated service, guaranteed service, and best effort.
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implemented in the course of application execution (real-time). Also, dynamic map-
ping is an efficient solution due to its ability for mapping based on the cores’ runtime
load. Besides, through the analyzes of the traffic load, the workload can be distributed
between the cores to address network congestion. Based on this, the performance
bottleneck can be identified at any core. Nonetheless, owing to its related computa-
tional complexity (overhead), implementation of the real-time mapping algorithm
incurs not only execution delay but also consumes more energy [24, 25].

In static mapping, during the design time, the application task mapping is
performed in the off-line. In this context, the mapping is usually finalized prior to
the application execution. Since the related application scenarios are known in the
design period, optimal or at least near-optimal solutions can be formulated. This
makes the static mapping algorithm a good solution for attending to the associated
additional communication overhead of the dynamic mapping. Consequently, the
related delay and energy consumption can be minimized. However, static mapping
can not handle dynamic scenarios that are usually encountered in nature. Further-
more, static mapping is mainly grouped into exact (mathematical based) and
search-based algorithms. Search-based mapping algorithms can be further catego-
rized as heuristic and deterministic (systematic) [24, 25].

In addition, hybrid application mapping algorithms have been presented to
address the challenges of the aforementioned mapping algorithms by exploiting
their advantages. In this regard, hybrid algorithms offer efficient application map-
ping solutions. Further information on the NoC mapping algorithmsÂ´ classifica-
tion can be found in [24, 25]. Besides, another promising area is the multiple layer
processing core integration into a 3D design. This can considerably help in reducing
the power, area, and delay in signal transmission. Based on this, 3D multicore
architectures have been considered as a potential solution for future high-
performance systems. However, the related high integration density of the 3D pre-
sents additional concern regarding the temperature increase. This effect can bring
about high-temperature gradients and thermal hot spots that can make the system
unreliable and consequently degraded performance. Therefore, the 3D thermal
management demands further research attention [24].

5. Topology performance assessment

Some features determine the performance of the NoC-based system and influ-
ence the effectiveness of the related topology implementation. This section presents
various topology performance assessment and metrics.

5.1 Topology parameters

Various factors such as bisection width, diameter, degree, and link complexity
are some of the parameters that distinguish and characterize one topology from the
others. Some of these parameters are discussed in the following subsections.

5.1.1 Node degree

As aforementioned, a network can be regular or irregular if the entire node
exhibits the same degree or not. The node degree is the number of edges connected
to the node. Moreover, the node degree defines the node’s I/O complexity, and
depending on the topology, it can vary or constant with the network size. Also,
topological features such as constant node degree and smaller degree are normally
desirable for a more scalable network. For instance, the required effort in adding
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new nodes to the existing network is eased by the former feature while the latter
facilitates less hardware cost on links. Besides, a constraint always exists on the
node degree regarding the number of a node’s direct neighbors. Furthermore, it is
noteworthy that the node constraint increases due to the communication protocol
and hardware limitations. These relate to node degree and port numbers that a node
can support. Other factors such as network scalability and space complexity are
performance considerations that limit effective node communication.

5.1.2 Diameter

In network topology, the diameter is the maximum shortest distance (path)
between the node pairs. Also, in a situation where no direct connection exists
between two nodes, the message from the source has to transfers through a number
of intermediate nodes to get to its destination. Based on this, multiple hops delay is
introduced. Moreover, this delay corresponds to the total number of hops to the
destination. Consequently, in network topology, the maximum shortest path length
is an important metric. In general, apart from its capability of providing predictable
traffic flow and routing paths, a small diameter helps in offering low latency and
facilitates network troubleshooting.

5.1.3 Link complexity

In a topology, link complexity defines the aggregate number of links or inter-
connects. It should be noted that the link complexity is proportional to the network
scale and the highest complexity is presented by fully connected networks. Fur-
thermore, when extra links are added to certain networks, their diameters reduce.
This can help in offering better communication with lower latency between nodes.
However, apart from the introduced complexity, additional links are expensive.
Besides, high overhead (i.e. cost, area, etc.) and hardware complexity can also be
induced by a high link complexity.

5.1.4 Bisection width

The bisection width is the minimum number of required edges that should be
removed so as to divide a network topology into two halves (sub-network) with
virtually equal size. It should be noted that a large bisection width is usually desir-
able for better network stability. This is due to the offered more paths between two
sub-network entities and consequently helps in enhancing the overall performance.
Also, a large bisection bandwidth can be achieved with a large bisection width.
Bisection bandwidth, Bb, can be expressed as

Bb ¼ Wb � Bc (1)

where Wb denotes the bisection width and Bc represents the communication
channel’s bandwidth.

5.2 Performance metrics

There are a number of metrics/parameters that can be employed for assessing
the NoC’s performance. Some of the performance metrics are presented in this
section.
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5.2.1 Max end-to-end latency

Latency is the time taken for delivering the packet from the source to the
destination. Also, the maximum latency experienced by a given pair of source-
destination nodes located at the farthest distance in the network is known as the
Max End-to-End latency [4, 21], while the metric used to describe the lower latency
bound, when there is no other network traffic is the zero-load latency [8]. Consider
the wormhole switching based NoC, the zero-load latency can be expressed as [26].

Tz ¼ Γ � tr|ffl{zffl}
Routing

delay

þ tc þ Lp=Bc|fflffl{zfflffl}
Seriali‐
zation

delay

(2)

where tr ¼ ta þ ts represents the router delay, with ta being the arbitration logic
delay and ts, the switch delay, Γ denotes the average number of routers traversed by
a packet to the destination node, tc, denotes the propagation delay due to commu-
nication channel, and Lp represents the length of the packet in bits.

The average latency (delay) can be determined by taking the end-to-enddelaymean
of each successfully transmitted packet. In the computation of NoC performance, the
average network latency is normally employed and can be expressed as [27].

Tav ¼
Pp

i¼1Li

P
(3)

where P denotes the number of transmitted flits8, Li represents the network
latency of the flit i.

It is noteworthy that in the estimation of average end-to-end latency, the
packets lost during transmission are not taken into consideration. Also, how swift
the packets can be delivered to their destinations indicates the average end-to-end
latency, and the larger the value, the less efficient the network [21].

5.2.2 Dropping probability

When packets traverse in network topology, there may be packet loss due to
network overloading and transmission errors. The packet loss can be determined by
estimating the difference between the total sent packets by the source nodes and
those received by the destination nodes. Similarly, the ratio of the dropped (lost)
packets to the total sent packets by the source nodes is the dropping probability of
the topology. The packet loss, Pl, and the dropping probability, Dp, can be
expressed, respectively as [21].

Pl ¼
X

Pg �
X

Pr, (4)

Dp ¼
P

PdP
Pg

, (5)

where Pg denotes the generated packets by the source, Pr represents the packets
received by the destination, and Pd is the dropped packets.

8 The flits are fundamental packets for the execution of link flow control operations and synchronization

between routers.
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Moreover, owing to the QoS, a low dropping probability rate is preferred. For
instance, 0 dropping probability implies no packet drop in the topology, while a 100
dropping probability denotes that the entire packets are dropped [4]. Also, there
exist maximum acceptable loss rates for different applications.

5.2.3 Throughput

Throughput, χ, is the rate of packets that are delivered successfully to the
destination nodes [4] and can be expressed as [27].

χ ¼
PS

i¼1Pi

τζ
(6)

where ζ represents the number of routing nodes, τ denotes the total execution
time (total time taken), Pi represents the number of flits that information i contains
in time τ, and s is the number of information sent or received in time τ.

Furthermore, the average throughput can be estimated by averaging the number
of successfully received packets per second during transmission [21]. Also, when
the traffic rate in the NoC is high, the traversing packets in the network will be
contending, leading to transmission latency. Then, there will be an injection rate at
which the latency will be prohibitively high. This instant is known as the saturation
throughput point [8].

It is noteworthy that the throughput is mainly contingent on several parameters
such as the flow control, employed routing algorithm, available signal-to-noise
ratio, available bandwidth, data loss, hardware utilization, buffering, and employed
protocol [8]. Also, throughput is based on link utilization in the network. This
parameter signifies the number of supported flits by each link in unit time and can
be defined as [27].

Uℓ ¼
Xs

i¼1

Piτ
Γmin

Ψ
(7)

where Γmin is the minimum number of routers traversed by data i and Ψ
represents the number of links.

5.2.4 Average queue occupancy

The mean queue length measured as regards packets is the average queue length.
Moreover, it can be used to indicates buffer utilization. Therefore, a shorter queue
signifies a lower buffer utilization as well as shorter queuing delay. Also, to get the
utilization ratio, the queue length is sampled at every time slot [21]. Furthermore,
different active queue management techniques such as random early detection,
deficit round-robin, fair queuing, drop-tail, stochastic fair queue, and random
exponential marking can be employed for packet flow control between various
source nodes and destination nodes. This can be achieved through the management
of the intermediate routers’ buffers [28].

6. NoC challenges

As aforementioned, NoC offers a scalable and modular platform for offering
efficient on-chip communication for addressing the trend of SoC integration,
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however, certain related challenges still demand attention to further enhance
the system performance. In this section, we discuss a number of on-chip
challenges.

6.1 Links

The choice of parallel or serial links for the data transfer has been one of the
primary issues in the NoC due to their associated features. For instance, serial
links can considerably save the area, alleviate noise, and reduce interference.
However, serializer and de-serializer circuits are required for data transport. On the
other hand, the parallel link helps in reducing the power dissipation nevertheless, it
consumes more area owing to its buffer-based architecture [10, 29].

6.2 Router architecture

One of the main factors for the embedded systems is the product cost. Besides,
the underlying architecture is essential to be small in size and consequently con-
sume less power. Based on this, the routing protocol design presents a tradeoff
between cost and performance. For instance, router design will be complicated by a
complex routing protocol. In this context, more area and power will be consumed,
making it uneconomical. On the other hand, a simpler routing protocol will be a
cost-effective solution however, its performance in traffic routing will not be
effective [10, 29].

6.3 NoC area/space optimization

In the NoC architecture, communication takes place through the connected
modules through the router network by means of long links. Besides, the various
schemes such as link sizing, packet sizing, buffer sizing, flow/congestion control,
and switching protocol for different topologies not only demand enormous space
for NoC design but also make open benchmarks challenging. Consequently, to
enhance system performance, link optimization is very imperative. Although the
issue can be addressed with repeater implementation, more chip area will be
consumed [10, 29]. Similarly, efficient design tools for space evaluation and
implementation that can be seamlessly integrated with the current standard
tools are required to facilitate extensive employment of NoC technology.
Also, because of the complexity of NoC systems, network simulation time
will be prohibitive. Therefore, to optimize the simulation speed, innovative
techniques are required. Besides, to ensure appropriate architecture selection for an
application, open benchmarks are required for different performance features
comparison [12].

6.4 Latency

In NoCs, latency increase happens due to additional delay for data
packetization/de-packetization at the NIs. It can also be attributed to the fault
tolerance protocol overheads and flow/congestion control delays. Besides, owing to
contention and buffering, routing delays can also affect network performance.
Consequently, to enhance network performance (i.e. to satisfy the stringent latency
constraints), native NoC support, low diameter topologies, and advanced flow
control approaches are demanded [12].
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6.5 Power consumption leakage

Depending on the application, the link utilization in the NoC may vary and in
several cases, it is very low. To meet the worst-case scenario requirements, the
NoCs are designed to keep redundant links and function at low link utilization.
Nevertheless, even with ideal links, NoC consumes relatively much power owing to
the associated complex routing logic blocks and NI. As a result, to further enhance
its performance regarding leakage power consumption reduction, innovative
architecture and circuit techniques are required [10, 29].

7. Simulation analysis and results

In this section, we consider a 4�4 2D mesh, torus, and fat-tree-based NoCs in
the simulation analysis and present results regarding their performance. The simu-
lation is based on the OPNET network simulator. We assumed that there is inde-
pendent packet generation by the functional cores at time intervals that follow a
negative exponential distribution. Also, we assumed a uniform traffic pattern where
each processor forwards packets to others with equal probability. Likewise, we use
payload packet sizes range from 256 to 1024 bytes for a diverse offered load.
End-to-end (ETE) delay (latency) and throughput are the considered performance
metrics.

There are general drift patterns in the considered NoCs, resulting in a similar
performance exhibition. Figure 12(a) depicts the average latency and indicates it
increases with an increase in the offered load and rises faster after saturation. For
instance, with mesh topology, the average latency is less than 2 μs before the offered
load of 0.2 then grows intensely later. This rapid increase after saturation load can
be attributed to network congestion. Also, at 70 μs, the offered load for mesh, torus,
and fat-tree are about 0.45, 0.48, and 0.56, respectively. Also, Figure 12(a) illus-
trates the throughput with various offered loads and shows it increases with an
increase in the offered loads before saturation. For instance, at 0.6 offered load,
the throughput of mesh, torus, and fat-tree are about 150, 160, and 180 Gbit/s,
respectively.

Furthermore, the average latency considering various offered loads and packet
lengths is illustrated in Figure 13(a). It is noteworthy that based on the packet sizes,
the network saturates at different loads. For instance, the average latency is com-
paratively low before the saturation load and a considerable surge occurs after it. So,
the saturation load for 256 bytes is lower compared with larger packets. Also, with
an increase in the packet size, the variation between the average latency curves of

Figure 12.
Performance analysis of the considered topologies under different offered loads and at 256 bytes packet.
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the adjacent packet sizes turns out to be smaller. Similarly, the network throughput
based on different offered loads and packet sizes is illustrated in Figure 13(b).

In general, larger packet length results in lower average latency and higher
saturation load. This is owing to the required more transmission time and inter-
packet arrival interval by the larger packets compared with smaller ones given the
same offered load. Based on this, the path-setup packets blocking possibility can be
minimized. Consequently, the destination can effectively receive more packets,
resulting in higher throughput and saturation loads.

8. Conclusion

The current and the next-generation applications demand reliable and high-
performance on-chip communication for various domain-specific/architecture-
aware large-scale multiprocessor system-on-chips/embedded systems. Some of the
major research areas in the NoC are topology, routing, and switching. In this
chapter, we have presented a comprehensive overview of the evolution of its archi-
tectures and have highlighted their associated features. In this context, we have
focused mainly on some defining features such as the topology, routing algorithms,
and switching arrangements that are promising for the current and future on-chip
architectures. Besides, we have presented different application mapping algorithms
that are capable of influencing the NoC overall performance, mainly regarding the
power requirement and network latency. Also, we have discussed various open
problems in its design and implementation. It is noteworthy that the choice of NoC
depends mainly on the use cases that will determine the trade-offs between the
area, cost, power consumption, and overall performance.
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Chapter 4

A Novel Approach for the Design
of Fault-Tolerant Routing
Algorithms in NoCs: Passage of
Faulty Nodes, Not Always Detour
Masaru Fukushi and Yota Kurokawa

Abstract

Due to the faults in system fabrication and run time, designing an efficient
fault-tolerant routing algorithm with the property of deadlock-freeness is crucial
for realizing dependable Network-on-Chip (NoC) systems with high communica-
tion performance. In this chapter, we introduce a novel approach for the design of
fault-tolerant routing algorithms in NoCs. The common idea of the fault-tolerant
routing has been undoubtedly to detour faulty nodes, while our approach allows
passing through faulty nodes with the slight modification of NoC architecture.
As a design example, we present an XY-based routing algorithm with the passage
function. To investigate the effect of the approach, we compare the communication
performance (i.e. average latency) of the XY-based algorithm with well-known
region-based algorithms under the condition of with and without virtual channels.
Finally, we provide possible directions of future research on the fault-tolerant
routing with the passage function.

Keywords: network-on-chip (NoC), fault-tolerant routing, two-dimensional mesh,
passage, dependability

1. Introduction

Demand for computation power will never stop, and it is ever increasing year by
year in a variety of scientific research fields. As can be seen in the modern multi-
processor system-on-chips and many core systems [1–3], this makes computing
hardware devices equip with hundreds or thousands of processor cores for provid-
ing high computation power by parallel processing on a chip. For the implementa-
tion of such highly-integrated parallel systems, Network-on-Chip (NoC) has
emerged as a promising paradigm. In NoCs, each node (i.e. a processor core with a
router) is connected by an on-chip network and communication among them are
done by transferring packets on the network. Using global interconnection struc-
ture reduces the difficulty of wiring design and latency of signal transmission and
offers high scalability, in comparison with point-to-point signal wires or shared
busses [4].

One of the most important and fundamental issues that must be addressed for
NoCs is fault-tolerant routing. Definitely, routing of packets plays a key role in
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parallel systems because it has significant impact on the overall system perfor-
mance. Meanwhile, the occurrence of faults during system fabrication and run time
is inevitable, and it is almost impossible to completely remove their adverse effects
from the systems even if some redundancy is incorporated. A single faulty node
disrupts packet routing between many pairs of nodes, resulting in the failure of the
entire system. Besides, a deadlock (i.e. circular waiting of packets) will occur if an
adopted routing algorithm is imperfect. Once the deadlock occurs, packets can
never proceed to the destinations, and thus resulting in the malfunction of the
entire system. Therefore, designing an efficient fault-tolerant routing algorithm
with the property of deadlock-freeness is crucial for realizing dependable NoC
systems with high communication performance.

So far, extensive research has been devoted to fault-tolerant routing not only for
NoCs but for traditional parallel computers. Although there exist several basic
approaches, as we reviewed in Section 2, the common idea of the fault-tolerant
routing remains unchanged from the earliest, and it has been undoubtedly to detour
faulty nodes. This is quite natural because the purpose of the fault-tolerant routing
is to route packets from source to destination nodes without entering faulty parts.
Meanwhile, it is also obvious that detouring faulty nodes increases the communica-
tion latency as the packet is misrouted apart from the minimal path to the destina-
tion. One may consider that the increase in the communication latency is very little.
This is true if packets are routed without interfered by other packets. However, it
can be substantial increase under the situation where a number of packets are
routed simultaneously and thus frequently blocked by others.

In this chapter, we introduce a novel approach for the design of fault-tolerant
routing algorithms. In contrast to the common idea of detouring faulty nodes, our
approach allows passing through them with the slight modification of NoC archi-
tecture. We provide a general methodology for designing a fault-tolerant routing
algorithm with the passage of faulty nodes. As a design example, we describe an
XY-based routing algorithm with the passage function. By computer simulations,
we reveal the communication performance of the algorithm under the condition
of with and without Virtual Channels (VCs), in comparison with well-known
region-based routing algorithms.

The rest of this chapter is organized as follows: Section 2 presents the architec-
ture of NoC, the basis of packet routing, and the related works of fault-tolerant
routing algorithms. Section 3 presents the basic idea of the proposed approach and
XY-based fault-tolerant routing algorithm, inclusive of the proof of the deadlock-
freeness. Section 4 presents the results of the performance evaluation. Finally,
Section 5 concludes the chapter with some possible direction of future research.

2. NoC architecture and fault-tolerant routing

2.1 2D mesh NoC

Target NoC topology in this chapter is a popular 2D mesh which has nodes of m
rows and n columns. Figure 1 shows the general architecture of the 2D mesh NoC.
Each node is composed of a processor core and a router. The processor core runs
assigned computation tasks, which can be either independent one or a part of
parallel programs, while the router forwards packets to one of the neighbor routers
or its local processor core to support the communication among cores. Each node
has a unique address i, jð Þ, where i∈X ¼ 1, 2,⋯,mf g and j∈Y ¼ 1, 2,⋯, nf g. In the
2D mesh NoC, a node i, jð Þ is connected to at most four neighbor nodes, i� 1, jð Þ and
i, j� 1ð Þ, via two unidirectional links, if i� 1∈X and j� 1∈Y. For the ease of
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explanation, positive/negative directions of x (row) and y (column) axes are called
east/west and north/south, respectively.

Figure 2 shows the block diagram of the router. In the typical wormhole routing
adopted in NoCs, a packet is divided into a sequence of fixed-size units of data,
called flits, and transferred by routers one after another. Each router consists of five
input/output units, five routing circuits, a VCs allocator, a crossbar switch, and a
switch allocator. When a head flit (i.e. a flit having routing information) is trans-
ferred to a router and stored into a buffer in the input unit, the following processes
are applied.

1.An output port to which the flit is forwarded is determined by the routing
circuit.

2.A VC (i.e. buffer) to be used is determined by the VC allocator.

Figure 1.
Architecture of 2D mesh NoC.

Figure 2.
Architecture of router.
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3.The crossbar switch is set up by the switch allocator to connect the input unit
and the output unit associated with the determined output port.

4.The flit is moved from the input to the output units.

5.Finally, the flit is forwarded to the corresponding input unit of the next router.

The incoming head flit moves to the next router at the fifth cycle if there are no
contentions, and the subsequent flits follow it in a pipeline fashion. This is a
standard five-cycle router [5]. If no VC is used in an adopted routing algorithm, the
router is reduced to a four-cycle router, as the second process (i.e. VC allocation) is
omitted.

2.2 Deadlock

In routing packets in accordance with a routing algorithm, the algorithm must
care about the occurrence of deadlocks. Deadlock is a situation where packets wait
on one another to release the buffers. Figure 3 shows an example of a deadlock. In
this example, a packet A is routed to the node 2, 1ð Þ via 1, 1ð Þ, which is blocked by a
packet B at 1, 1ð Þ. The packet B is also routed to 2, 2ð Þ via 2, 1ð Þ, which is blocked by
a packet C. The packets C and D are also routed similarly, but blocked by the
packets D and A, respectively, resulting in circular waiting of packets. Once a
deadlock occurs, packets involved in the circular waiting cannot proceed toward the
destinations forever. Therefore, deadlock-freeness must be guaranteed in the
routing algorithm.

There have been two approaches to preventing deadlocks; approaches with and
without VCs. In the approach with VCs, the original network is multiplexed into
several virtual networks by VCs. For example, in Figure 3, if packets A and C are
supposed to be routed on a virtual network with a VC and packets B and D are on a
different virtual network with other VC, then the circular waiting is decomposed
and packets get to proceed to the destinations. In the approach without VCs, a
routing algorithm is carefully designed so that deadlocks never occur in the original

Figure 3.
Example of a deadlock.
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physical network. For example, in Figure 3, if packets A and C are routed via 2, 2ð Þ
and 1, 1ð Þ, respectively, i.e., forced to move in x-direction first, then no deadlocks
occur. This approach has an area advantage over the former approach because the
implementation of VCs involves the replication of buffers and control circuits in all
input/output units in all routers.

2.3 Related works

Fault-tolerant routing has been the subject of extensive research not only for
NoCs but for traditional parallel computers over the past few decades. Most of
the existing fault-tolerant routing algorithms for 2D mesh networks fall into the
following three categories: (1) those employ a routing table, (2) those relax the
constraints of guaranteed delivery or deadlock-freeness, and (3) those define
some form of fault information on routers and detour paths.

In the first category, a routing table is employed in each router to route packets
to the destinations. Routing tables contain routing information such as next hops for
destinations, status of the network, and/or fault information. Hsin et al. [6] pro-
posed an algorithm which employs ant colony optimization for traffic balancing.
Liu et al. [7] proposed an algorithm which introduces coarse and fine-grained look-
ahead schemes to obtain the information of other routers within the range of four
hops. This algorithm requires two VCs for each input/output port to route packets.
Zhao et al. [8] proposed an algorithm to provide minimal paths using the informa-
tion of whole network. In general, those algorithms offer flexible route selection;
however, they require a large amount of circuits to implement a routing table and
complex calculation mechanism to create/update the table in all routers.

In the second category, constraints of guaranteed delivery or deadlock-freeness
is relaxed to ease the design of routing algorithms. Janfaza et al. [9] proposed an
adaptive routing algorithm which employs timeout and packet reinjection. Infor-
mation of intermediate nodes is recorded in each packet and two VCs are used to
route packets. Sinha et al. [10] proposed an algorithm based on the common XY and
YX routing. This algorithm allows U-turn using several VCs. Wang et al. [11]
proposed an algorithm which relaxes transmission accuracy for the applications that
allow lossy communication. This algorithm discards conflicting approximate flits
without retransmission and recovers them after packet transmission. Those algo-
rithms are imperfect in that 100% packet reachability or deadlock-freeness are not
guaranteed by the routing algorithms. Retransmission of packets generally results in
a high communication latency.

In the third category, some form of fault information is defined for routers to
detour faulty parts. Usually, clusters of faulty nodes, called fault blocks, are defined
in the networks with the detour paths. Chen et al. [12], Holsmark et al. [13], Fu et al.
[14], and Fukushima et al. [15] proposed routing algorithms which generate rect-
angular fault blocks and detour them without using VCs. Wu [16] and Chalasani
et al. [17] proposed routing algorithms which can deal with convex and nonconvex
fault blocks, respectively. In [17], four VCs are used to choose shorter detour paths.
Those algorithms called region-based algorithms provide simple but strict routing
rules to guarantee the deadlock-freeness and 100% packet reachability, and thus,
they can be implemented as a small circuit in the routing circuit of each router.
They are practical and suitable for NoCs. However, one drawback is that fault
blocks may include several non-faulty nodes, which are to be deactivated (i.e.
unused nodes); therefore, the number of unused nodes and the length of detour
paths are prone to increase if there exist a number of faulty nodes in the network.

Although extensive research has been devoted to designing fault-tolerant
routing algorithms inclusive of the above ones, the common idea remains
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unchanged from the earliest, and it has been undoubtedly to detour faulty nodes.
If a packet must detour a faulty node i, jð Þ, the hop count between i� 1, jð Þ and
iþ 1, jð Þ is increased by two, which increases the communication latency by at least
ten cycles in an NoC with five-cycle routers. This can be substantial increase in the
situation where the network gets congested (i.e. by packet blocking) or includes a
number of faulty nodes (i.e. by detouring). This is a serious problem for a
large-scale parallel system on a single VLSI chip.

3. Proposed method

3.1 Basic approach and NoC architecture

Motivated by the problem presented in the previous section, we introduce a
novel approach based on the opposite idea of the common approach; our approach
allows packets to pass through the faulty nodes with slight modification of NoC
architecture (originally proposed in [18]). Basic idea behind this approach is to
reduce communication latency by saving detouring as much as possible.

Figure 4 shows the modified NoC architecture for supporting the proposed
approach. Four electrical switches, bypass links, buffers to store one flit are added
around each router. Each switch has two states, either normal or passage, as shown
in this figure. In the state of passage, packets from the neighbor node are input to
the bypass link not to the node. The switch states can be determined easily, once the
node is tested and judged as faulty or not. In other words, they are determined so
that the node becomes passage state if it is faulty or remains normal state otherwise.
It is worth to note that buffers can be removed if packets are transmitted between
routers in an asynchronous way.

3.2 Design methodology for fault-tolerant routing algorithms

Here, we provide a design methodology for fault-tolerant routing algorithms
based on the passage of faulty nodes.

First, we clarify the fault model. A common assumption is made for faults
[6, 12–16, 18, 19]; that is, permanent faults are considered to be associated only with
nodes. In practice, the probabilities of links, switches, and buffers being faulty are
not zero, though they will be substantially small because of the simplicity of their

Figure 4.
Modified NoC architecture.
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circuits [19]. For the faults on those circuits, one can employ some popular
redundancy technique such as duplication and triplication if necessary.

Below is the general methodology for designing fault-tolerant routing algorithms
with the passage function.

Step 1 Choose a base routing algorithm from the existing algorithms or design a
new one. This algorithm is not necessary to be fault-tolerant, but should be
deadlock-free.

Step 2 Decide which faulty nodes can be passed through and define routing rules
for the remaining faulty nodes to be detoured. The resultant routing algorithm,
denoted by R, is a candidate for the final algorithm.

Step 3 Verify if the candidate routing algorithm R is deadlock-free or not. If not,
return to Step 2 to modify R.

Step 4 Repeat Steps 2 and 3 until a fault-tolerant and deadlock-free routing
algorithm R is obtained.

3.3 Routing algorithm based on XY routing

As a design example, we introduce a new fault-tolerant routing algorithm based
on the popular dimension order routing (i.e. XY routing for 2D meshes) [18]. In the
following, we explain the details of each step in the design methodology.

In Step 1, we choose XY routing as a base routing algorithm. In XY routing,
packets first proceed along x-direction until they reach the nodes having the same
x-coordinates as the destinations, then proceed to the destinations along y-direction
without changing the x-coordinates.

In Step 2, we must consider the case where passage must be restricted. For
example, suppose that a packet moves from node i� 1, jð Þ to iþ 1, jð Þ passing
through a faulty node i, jð Þ. If the destination node is i, j0ð Þ where j0 6¼ j, the packet
keeps moving between i� 1, jð Þ and iþ 1, jð Þ because the x-coordinate of the cur-
rent node will never be the same as that of the destination node. The same kind of
thing never happens in the y-direction. Therefore, we allow packets passing
through faulty nodes only in the y-direction and let them detour faulty nodes
through the south side in the x-directional movement. (This restriction is relaxed a
bit in the final routing algorithm).

Then, we need to consider the case where a faulty node is on the south boundary
of the network. In this case, packets cannot detour it through the south side, as they
face the south boundary. To cope with this, we give the following definitions.

Definition 1 A faulty node i, jð Þ which is on the south boundary of a mesh
network is defined as a South Faulty (SF) node, where j ¼ 0.

Definition 2 A faulty node i, jð Þ which exists in the eight neighbor of any SF
node i0, j0ð Þ is also defined as an SF node, where i0 � 1≤ i≤ i0 þ 1ð Þ and i∈X, and
j0 � 1≤ j≤ j0 þ 1ð Þ and j∈Y.
The process in Definition 2 is repeated until no SF nodes are generated. For SF

nodes, we give a new routing rule such that packets must detour them through the
north side.

In Step 3, we check the deadlock-freeness of the resultant routing algorithm
R where packets detour faulty nodes/SF nodes through south/north side in the
x-directional movement of XY routing and always pass through faulty nodes in the y-
directional movement. Unfortunately, it is not hard to find the case where a deadlock
occurs. Figure 5 illustrates the example of a possible deadlock. Packets generated at
nodes S1/S2 detour faulty and SF nodes in accordance with the routing algorithm R,
but finally they are blocked by each other, resulting in circular waiting. Note that,
generally, the deadlock in Figure 5 can be occurred by more than two packets.
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To cope with the deadlock, we give the following definitions.
Definition 3 Let i0, j0ð Þ be the coordinates of the north most SF node generated

by repeating Definition 2. SF area is defined as the area consisting of all nodes i, jð Þ
such that j≤ j0 for any i∈X. All faulty nodes in the SF area are changed to SF nodes.

For the newly generated SF nodes in Definition 3, the processes in Definitions 2
and 3 are repeated until no SF nodes are generated.

Figure 6 illustrates examples of the SF area. In the case of Figure 6 (a), faulty
node (2, 0) is changed to an SF node by Definition 1 and subsequently (3, 1) is
changed to an SF node by Definition 2. Then, faulty node (0, 1) on the west
boundary is included in the SF area and thus changed to an SF node by Definition 3.
Finally, faulty node (0, 2) is changed to an SF node by Definition 2. According to the
above processes, the SF area is configured as shown in the figure. In the case of
Figure 6 (b), faulty node (4, 1) is not included in the SF area; hence, faulty nodes
(0, 1) and (0, 2) are not changed to SF nodes.

By the above definitions, the deadlock in Figure 5 can be solved. By Definition 3,
two faulty nodes in Figure 5 are changed to SF nodes and the SF area is defined as
shown in Figure 7. Then, two packets detour the SF nodes, not faulty nodes,
through the north side and get to proceed to the destinations as shown in the figure.

Figure 8 describes the finally obtained proposed routing algorithm. In this
figure, C and D represent a current and a destination node, respectively. The

Figure 5.
Example of a possible deadlock.

Figure 6.
SF area for xy-based routing algorithm.
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proposed routing algorithm allows packets to pass through faulty and SF nodes in
the movement of x-directions only if C and D are on the same row (i.e. lines 8 and
18 in Figure 8), while it always allows passage in the movement of y-directions.

Next, we prove the deadlock-freeness of the proposed algorithm described in
Figure 8. First, we define turns of packets.

Definition 4 ES turn is a turn in which an incoming packet from the East
neighbor is sent to the South neighbor at a router. Other seven turns are also defined
similarly as shown in Figure 9.

Theorem 1 The routing algorithm in Figure 8 is deadlock-free.
Proof. We prove that circular waiting of packets never occurs in both clockwise

and counter-clockwise directions.
For the clockwise direction, we show that an SW turn is never aligned with an

NE turn. The SW turn occurs in a non-SF area; however, the NE turn never occurs

Figure 7.
Routing example without deadlocks.

Figure 8.
A pseudo-code of the proposed routing algorithm.
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in the area because it only occurs in an SF area. Conversely, the NE turn occurs in an
SF area; however, the SW turn only occurs in a non-SF area. From the above,
circular waiting never occurs in the clockwise direction.

For the counter-clockwise direction, we omit the proof because it is symmetrical
to the proof for the clockwise direction.

Thus, the proposed routing algorithm is proved to be deadlock-free. □

4. Performance evaluation

4.1 Evaluation condition

To investigate the effect of the proposed approach, we have conducted
computer simulations with a cycle-accurate custom simulator developed in C.
This simulator accurately simulates the behavior of flits in all routers in a 2D mesh
NoC. As explained in Section 2, if there are no contentions, each flit takes five
(or four) cycles to move to the next node when VCs are used (or not used) in the
adopted routing algorithm. Note that, as flits are transmitted in a pipeline fashion,
a subsequent flit moves to the next node one cycle after the movement of the
precedent flit if buffer space is available in the input unit of the router. It also takes
one cycle to pass through a faulty node, as a buffer is placed on the bypass link.

Following three methods are evaluated in the simulations with the parameters
listed in Table 1.

• Fukushima’s method [15]: packets detour rectangular fault blocks with no
additional VCs (denoted by Mr).

Figure 9.
Possible eight turns of packets.

Parameter Value Unit

Network size 10�10 Nodes

Fault rate (f ) 2, 4, 6, 8, 10 %

Packet length 16 Flits

Packet generation rate (p) 0.05 � 1.0 Packets/cycle/network

Input (Output) buffer depth 8 (1) Flits

Simulation (Stabilization) cycle 50,000 (5000) Cycles

Table 1.
Simulation parameters.
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• Chalasani’s method [17]: packets detour nonconvex fault blocks, such as L, T,
and + shapes, as well as rectangular one using four VCs per link (denoted
by Mnc).

• Our method [18]: packets can pass through or detour faulty nodes with no
additional VCs (denoted by Mp).

The number of VCs required for each algorithm is different, and VCs can also be
employed in the algorithms which require no VCs for the purpose of congestion
avoidance. We use the notation ofM-n to indicate the number of VCs (i.e. buffers),
where M is either Mr, Mnc or Mp and n represents the number of VCs. For example,
Mnc-4 denotes Chalasani’s method with four VCs; Mp-1 denotes our proposed
method with one buffer (i.e. no additional VCs).

In the simulations, faulty nodes are generated randomly according to the fault
rate f , and packets are also generated randomly at each cycle according to the
packet generation rate p during the simulation time of 50,000 cycles. Latency is not
measured up to 5000 cycles to stabilize the network. The same fault patterns are
used for all methods for fair comparison. The above trial is repeated 1000 times and
the following metrics are measured.

Average latency is defined by the average cycles required for packets from the
generation to the arrival.

Average node utilization rate is defined as the percentage of available nodes
among all non-faulty nodes, i.e., given by mn 1� fð Þ � uf g=mn 1� fð Þ, where m and
n is the number of rows and columns, respectively, f is the fault rate, and u is the
number of unused nodes.

To make a quantitative evaluation of average latency, we define maximum
latency reduction rate of an algorithm Ma for an algorithm Mb by

R Ma,Mbð Þ ¼ max p rp Ma,Mbð Þ, (1)

where rp Ma,Mbð Þ represents latency reduction rate of Ma for Mb at the packet
generation rate p and is defined by the following expression.

rp Ma,Mbð Þ ¼ Lb � La

max La,Lbð Þ � 100, (2)

where La and Lb is the average latency of Ma and Mb at p, respectively, and
max La,Lbð Þ is a function to return the larger of La and Lb.

4.2 Evaluation results

4.2.1 Overall trend

Figures 10–14 show the average latency as a function of packet generation rate
p for each fault rate f . In the figures, x axis represents p, and a larger value indicates
a higher request load; meanwhile, y axis represents average latency, and a larger
value indicates higher delay in delivery of packets. When p is relatively low, the
average latency of three algorithms is almost the same. On the other hand, when it is
high, the difference becomes significant. The average latency of Mp and Mnc is
smaller than that of Mnc and Mr, respectively, regardless of f and the number of
VCs. Mp outperforms Mnc without using VCs, indicating that passage of faulty
nodes has a significant impact on reducing average latency. As f increases, the
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Figure 10.
Average latency for f ¼ 2%.

Figure 11.
Average latency for f ¼ 4%.

Figure 12.
Average latency for f ¼ 6%.
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average latency of those algorithms is increased due to the increased number of
faulty nodes.

Figure 15 shows the average node utilization rate. Mr and Mnc generate rectan-
gular and nonconvex fault blocks, and accordingly, about 7% and 3% of non-faulty
nodes become unused nodes, respectively. This is a cause of longer detour paths.
Meanwhile, Mp does not generate any fault blocks and always keeps 100%
utilization rate.

For the results shown in Figures 10–14, we make performance comparison of
the routing algorithms in the following three conditions.

4.2.2 Performance comparison of the original routing algorithms

The average latency of the original routing algorithms is compared numerically
(i.e. comparison ofMr-1,Mnc-4, andMp-1). Table 2 shows the maximum reduction
rate of Mr-1 and Mp-1 for Mnc-4. The value of p at which the maximum reduction
rate is attained is noted in parenthesis. As we saw in Figures 10–14, average latency
of Mr is higher than that of Mnc; hence, all rates of R Mrð -1, Mnc-4) are negative

Figure 13.
Average latency for f ¼ 8%.

Figure 14.
Average latency for f ¼ 10%.
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values for any f . From this table, we found thatMp-1 reduces the average latency of
Mnc-4 by about at least 79% without using additional VCs.

4.2.3 Performance comparison of routing algorithms with increased VCs

Next, the average latency of the three algorithms is compared by increasing the
number of VCs twofold, threefold, and fourfold from the original (i.e. comparison
ofM ∗ -n,M ∗ -2n,M ∗ -3n, andM ∗ -4n). Table 3 shows the results. The following can
be found in the evaluation results:

1.With twofold VCs, the average latency can be reduced by about at least 66%
and 33% for f ¼ 2 and 10, respectively, compared with the original.

2.Fourfold increase in the number of VCs have only a marginal effect in
reducing average latency.

3.Effect of latency reduction is higher in the algorithms with no VCs (i.e.Mr and
Mp), and Mp shows the highest reduction rate for any f .

4.2.4 Performance comparison of routing algorithms with fixed number of VCs

Finally, the average latency of the three algorithms is compared under the same
number of VCs (i.e. comparison of Mr-4, Mnc-4, and Mp-4). Table 4 shows the
maximum reduction rates of Mr-4 and Mp-4 for Mnc-4. By using four VCs, the

Figure 15.
Average node utilization rate vs. fault rate.

f

Ma Mb 2% 4% 6% 8% 10%

Mr-1 Mnc-4 �94 (0.55) �93 (0.45) �92 (0.40) �91 (0.35) �89 (0.30)

Mp-1 Mnc-4 82 (0.75) 82 (0.60) 79 (0.50) 81 (0.45) 83 (0.40)

Table 2.
Maximum latency reduction rate R Ma,Mbð Þ for the original algorithms.
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maximum reduction rates ofMr-4 andMp-4 can be improved from the rates shown
in Table 2, and Mp-4 always achieves more than 94% reduction rates for any f.

From the above results, we can conclude that, for reducing average latency of
packet transmission, the reduction of hop count by the passage of faulty nodes,
not always detour, is more effective than the avoidance of congestion using
additional VCs.

4.3 Circuit amount

To evaluate the overhead of additional circuits such as switches, buffers, and
links in the proposed approach, we designed two routers for Mr-1 and Mp-1 with
Verilog HDL. In those routers, Mr andMp are implemented into the routing circuits
and the depth of input/output buffers is eight/one flits, respectively, as in the
simulation setting. We used Xilinx Vivado EDA tool for synthesizing the routers for
the target FPGA device of Vertex 7 xc7vx485tffg1761–2.

From the EDA tool, the router for Mr needs 1865 Look Up Tables (LUTs) in the
FPGA device, while that for Mp needs 664 LUTs, which indicates about 64% LUT
reduction. This is mainly because of the difference in the routing circuit; one
routing circuit costs 193 LUTs for Mr and 18 LUTs for Mp. The small routing circuit
is also benefit from the passage function. The additional circuits require only 27
LUTs, which is substantially small compared with the overall router circuit.

5. Conclusion and future work

We have introduced a novel approach for the design of fault-tolerant routing
algorithms in 2D mesh NoCs. In contrast to the common idea of detouring faulty

f

Ma Mb 2% 4% 6% 8% 10%

Mr-1 Mr-2 67 (0.40) 63 (0.40) 55 (0.30) 55 (0.30) 55 (0.25)

Mr-3 81 (0.45) 75 (0.40) 69 (0.35) 67 (0.30) 65 (0.30)

Mr-4 84 (0.45) 78 (0.40) 73 (0.35) 71 (0.30) 69 (0.30)

Mnc-4 Mnc-8 66 (0.70) 54 (0.60) 40 (0.45) 35 (0.45) 33 (0.35)

Mnc-12 73 (0.75) 60 (0.60) 47 (0.50) 38 (0.45) 41 (0.35)

Mnc-16 76 (0.75) 62 (0.60) 49 (0.50) 40 (0.45) 44 (0.35)

Mp-1 Mp-2 88 (0.95) 82 (0.75) 78 (0.70) 76 (0.60) 75 (0.55)

Mp-3 92 (1.00) 90 (0.80) 85 (0.70) 85 (0.65) 82 (0.55)

Mp-4 92 (1.00) 91 (0.80) 89 (0.70) 87 (0.65) 86 (0.55)

Table 3.
Maximum latency reduction rate R Ma,Mbð Þ for the algorithms with increased VCs.

f

Ma Mb 2% 4% 6% 8% 10%

Mr-4 Mnc-4 �76 (0.60) �75 (0.45) �76 (0.40) �75 (0.35) �69 (0.35)

Mp-4 Mnc-4 96 (0.90) 96 (0.75) 94 (0.70) 94 (0.60) 94 (0.50)

Table 4.
Maximum latency reduction rate R Ma,Mbð Þ for the algorithms with four VCs.
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nodes, our approach allows passing through them with the slight modification of
NoC architecture. We have provided a general methodology for designing fault-
tolerant routing algorithms with the passage of faulty nodes, and as a design exam-
ple, we have described the XY-based routing algorithm, showing how to prevent
deadlocks in the routing rules. The XY-based routing algorithm allows passage of
faulty nodes in the x-directional movement if the current and destination nodes are
on the same row, while always allows in the y-directional movement.

To demonstrate the effect of the XY-based routing algorithm, we measured the
average latency of packet transmission by computer simulations and compared with
those of the well-known region-based algorithms proposed by Fukushima et al. and
Chalasani et al. The results revealed that the XY-based algorithm reduced average
latency of Chalasani’s algorithm by about 79% without additional VCs and 94% with
the same number of VCs. From the evaluation, we have found that passage is highly
effective approach to reducing the average latency rather than employing VCs for
congestion avoidance. We have also designed router circuit for the XY-based algo-
rithm and showed that the overhead of additional circuit required for the proposed
approach is substantially small compared with the overall router circuit.

As the passage of faulty nodes is a simple but effective approach, we have even
more room to fully investigate the effect. For example, in this chapter, we selected
popular XY routing as a base algorithm, which is a deterministic routing algorithm.
Designing a new routing algorithm with the passage function based on some adap-
tive routing algorithm is a possible future research. As the passage is not limited to
2D mesh NoCs, designing passage-based fault-tolerant routing algorithms for other
popular topology such as 2D torus, 3D mesh/torus is also one of the interesting
future researches.
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Chapter 5

Digital Control of Active Network
Microstructures on Silicon Wafers
Zhongjing Ren, Jianping Yuan and Peng Yan

Abstract

This chapter presents a promising digital control of active microstructures
developed and tested on silicon chips by current division and thus independent
Joule heating powers, especially for planar submillimeter two-dimensional (2-D)
grid microstructures built on silicon wafers by surface microfabrication. Current
division on such 2-D grid networks with 2 � 2, 3 � 3, and n � n loops was modeled
and analyzed theoretically by employing Kirchhoff’s voltage law (KVL) and
Kirchhoff’s current law (KCL), which demonstrated the feasibility of active control
of the networks by Joule heating effect. Furthermore, in situ testing of a typical 2-D
microstructure with 2 � 2 loops by different DC sources was carried out, and the
thermomechanical deformation due to Joule heating was recorded. As a result,
active control of the current division has been proven to be a reliable and efficient
approach to achieving the digital actuation of 2-D microstructures on silicon chips.
Digital control of such microstructural networks on silicon chips envisions great
potential applications in active reconfigurable buses for microrobots and flexible
electronics.

Keywords: surface microfabrication, current division, joule heating, digital control,
grid microstructures

1. Introduction

Silicon-based microelectromechanical systems (MEMS) devices, including sen-
sors, actuators, and generators, show wide applications in microrobots [1], medical
devices [2, 3], and flexible electronics [4]. Such miniaturized systems, on one hand,
offer great potentials for improving the abilities of micromanipulation and func-
tioning in some extreme conditions, such as limited working space and large dis-
placements; On the other hand, however, the strong requirement of precise and
effective control of these kinds of devices is not easy. Therefore, microstructures
allowing for reliable and efficient actuation and large displacement are worth
investigating.

Thermal microactuators have been proven to be able to realize large displace-
ments more efficiently, and a variety of materials, for example, ceramics [5–7],
polymers [8], composites [1, 9, 10], and metals [11–14], are available for building
such active microstructures. Moreover, the geometries of these microstructures
heavily depend on the selected materials, among which electrothermal bilayer
beams have obvious advantages on large displacements, low costs, and high com-
patibility with mature microfabrication processes. Many efforts have been paid to
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develop electrothermal microstructures based on different applications and
requirements. A safety and arming device composed of two V-shape electrothermal
actuators was built, and the design of a cascaded V-beam amplification and two
mechanical sliders enabled large deformation. As a result, a large planar displace-
ment of 231.78 μm was achieved by applying a voltage of 15 V [15]. A typical U-
shape electrothermal actuator made of a single material allowing for planar bending
due to the thermal mismatch between the cold and hot arms was developed. Since
the Joule heating power on the narrower arm was smaller than the wider one, the
thermal expansion on the narrower (or hot) arm is larger than that of the wider (or
cold) arm [16]. Another representative study is related to high frequency, low
power, electrothermal bimorph actuators with shape memory effects, and the
significant thermal mismatch and shape memory effect contributed to very large
out-of-plane deformation [17].

However, previous research on electrothermal actuators usually focused on
development beams with simple geometries, such as bridges, V-shape, U-shape, etc.
The current flows through the beams were the same, which limited their ability of
reconfiguration. To accomplish diverse reconfiguration of such electrothermal
microstructures, active current division across planar (or 2-D) bilayer
microstructures offers a promising approach to digital control of microstructures
for distributed thermal balance and thus various deformations.

Our group has been endeavoring to design, fabrication, and characterization of
2-D multilayered microstructure consisting of beams for out-of-plane deflection,
vertical deployment [18–24], and twisting under electrothermal actuation [9]. These
microstructures can be created on whole wafers and tested separately by cutting the
silicon wafer into chip-scale pieces [18]. Active parts of such microstructures are
released by selective etching on the silicon substrates, while the anchored parts are
protected from being etched. Different Joule heating powers and balanced tempera-
tures on the grid networks could be obtained. However, instead of qualitative analy-
sis, it is more important and meaningful to quantify the effect of electrothermal effect
of bilayer 2-D microstructures, which will lay a solid foundation for modeling and
predicting their potentials for large out-of-plane displacement.

The rest of this chapter is organized as follows. In Section 2, theoretical analysis of
current divisions in some typical 2-D grid microstructures is firstly carried out,
followed by the quantitative analysis of the equivalent resistance and Joule heating
power. After that, fabrication and characterization of electrothermal and thermome-
chanical performances are presented experimentally in Section 3. The results are then
shown and discussed in Section 4. Finally, the chapter is concluded in Section 5.

2. Theoretical analysis of current divisions

In this section, Kirchhoff’s Voltage Law (KVL) and Kirchhoff’s Current Law
(KCL) are employed appropriately to figure out the feasible current division in
several representative 2-D grid structures. Note that the scale of the 2-D structures
does not change the relative division ratios between these beams. So, we consider
more general structures, instead of only microstructures, in this section. It also hints
that such cross-scale research on the current distribution is applicable to multiple
surroundings and uses. For the sake of simplicity, all the grid structures presented
in this chapter are composed of bilayer beams with the same materials and dimen-
sions. Furthermore, these beams are incorporated into grid networks with different
geometries. Two representative 2-D grid structures with the 2 � 2 loops and 3 � 3
loops are shown in Figure 1, where the candidate input ports are marked as red
dots. The 2� 2 grid structure consists of 12 beams for the current division, while the
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3 � 3 one consists of 24 beams. Besides that, it is worth noting that grid structures
with n � n loops can be similarly proven to be made of 2n(n + 1) beams.

Let us start with studying the current division through 2 � 2 grid structures by
assuming that a constant voltage V is applied to any two outer red nodes, as seen in
Figure 1. To ensure the stable connection between the voltage source and the red
input nodes, another two supporting beams with fixed ends anchored on silicon
wafers are designed. Hence, it can be derived simply that there are six independent
cases in total for voltage inputs, as illustrated in Figure 2. The resistances of the
beams in grid structures, as well as those of the two supporting beams, are assumed
to be the same R. To acquire the current distribution through these beams of all the
cases, KCL and KVL are adopted to the nodes and loops, respectively. Taking Case 1
as an example, as presented in Figure 3, nine independent KCL equations at the
nodes Ni (i = 1, 2,… ,9) and five independent KVL ones at the loops Ci (i = 1,2,… ,5)
are established, as shown in Eq. [1].

Specifically, the KCL equations could be written as

I1 � I2 � I4 ¼ 0

I2 � I3 � I5 ¼ 0

I3 � I6 ¼ 0

I4 � I7 þ I8 þ I10 ¼ 0

I5 � I8 þ I9 � I11 ¼ 0

I6 � I9 � I12 ¼ 0

�I10 þ I13 ¼ 0

I11 � I13 þ I14 ¼ 0

I12 � I14 ¼ 0

8>>>>>>>>>>>>>>>><
>>>>>>>>>>>>>>>>:

(1)

while the KVL equations are formulated as

V � I1 þ I4 þ I7ð Þ � R ¼ 0

I4 � R� I2 þ I5 þ I8ð Þ � R ¼ 0

I5 � R� I3 þ I6 þ I9ð Þ � R ¼ 0

I8 � R� I10 þ I11 þ I13ð Þ � R ¼ 0

I9 þ I11ð Þ � R� I12 þ I14ð Þ � R ¼ 0

8>>>>>>><
>>>>>>>:

(2)

As a result, the 14 unknowns Ii (i = 1, 2, … , 14) can be uniquely solved by the
derived 14 independent equations, that is,

Figure 1.
Schematic views of two planar grid structures for the current division.
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Figure 2.
Six independent cases of voltage inputs into grid structures with 2 � 2 loops. The red arrows denote the current
directions, while the red numbers represent the current division factors between different beams in each case.
Note that factors of beams without current flow are 0.

Figure 3.
KCL and KVL on case 1 of the grid structures with 2 � 2 loops and two supporting beams.
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I1 ¼ I7 ¼ 24
65

� V
R

I2 ¼ 7
65

� V
R

I3 ¼ I6 ¼ I10 ¼ I13 ¼ 2
65

� V
R

I4 ¼ 17
65

� V
R

I5 ¼ I8 ¼ 5
65

� V
R

I9 ¼ I11 ¼ I12 ¼ I14 ¼ 1
65

� V
R

8>>>>>>>>>>>>>>>>>>>>>>><
>>>>>>>>>>>>>>>>>>>>>>>:

(3)

which demonstrates the determination of current division factors for all the beams
in Case 1. Similarly, the current division factors in Cases 2–6 can be obtained
uniquely, as seen in Figure 2.

Further investigation on the current distribution across planar structures with
3 � 3 loops was taken, and the division factors and directions of the current flows
had been proved to be unique. Generally, there are 12 independent cases for voltage
inputs, as seen in Figure 4. Particularly, current distributions of two representative
geometries with 3 � 3 loops, Case 3 and Case 6, are solved and illustrated in
Figure 5. A very interesting phenomenon observed in Case 3 of the 3 � 3 loops
structure is that the current division factors are symmetric about the central axis
marked as a green dashed line in Figure 5. Further exploration reveals that the

Figure 4.
Twelve independent cases of voltage inputs into grid structures with 3 � 3 loops.
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directions of current flows symmetrical about the green line are opposite, and the
magnitudes of the currents closer to the input ports tend to be larger. In addition,
though the distribution regularity of Case 6 is a little more complicated than that of

Figure 5.
Current distributions of two representative cases of voltage inputs into grid structures with 3 � 3 loops.

Figure 6.
Current distribution across an n � n loops geometry like Case 6 in Figure 5.
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the Case 3, a very interesting symmetric current distribution about the diagonal of
the geometry is found. Similarly, current flows through more complex geometries
with n� n loops like Case 6 are shown in Figures 6 and 7. It is worth noting that the
corresponding current division factors in Figure 6 are represented by Ei

(E2 = 2E1, En = En-1 + En-2 when n ≥ 3 and n is odd, En = (En-1 + En-2)/2 when n ≥ 3
and n is even). Generally, there are (2n � 2) different currents through the n � n
grid network, enabling digital control of diverse and regional Joule heating powers
across such a 2-D network.

Based on the current divisions of 2 � 2 loops structures with diverse
voltage inputs’ cases presented and discussed in this section, the effect of Joule
heating on such conductive grid structures is available to be quantified and evaluated.

Assuming that the resistances of a single beam in the 2 � 2 loops, as well as each
of the supporting beams, are the same, R, and the external voltages applied are V,
The equivalent resistances of each case of the 2 � 2 grid structures shown in
Figure 2 can be solved using KCL and KVL laws, which was presented in the
previous research. The Joule heating power of the grid structures and supporting
beams can be then determined and listed in Table 1, where Ri represents the
resistance in case i, while the Pi represents the heating power when a voltage of V
applied. It can be seen clearly from Table 1 that equivalent resistances are approx-
imately three times over the resistance of a single beam, and thus the expected Joule
heating power is about one-third of the power when a single beam is applied by a
voltage of V.

Similarly, the equivalent resistances of the 3 � 3 loops structure in Case 3 and
Case 6 can be derived to be 293/56�R and 27/7�R, respectively.

Figure 7.
SEM image of a representative 2-D microstructure consisting of bilayer beams.

Case (i) 1 2 3 4 5 6

Equivalent Resistance (R) 65/24 13/4 77/24 7/2 3 17/6

Heating Power (V2/R) 24/65 4/13 24/77 2/7 1/3 6/17

Table 1.
Equivalent resistances and joule heating powers of the six cases of 2 � 2 loops with two supporting beams.
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3. Experimental validation of 2-D microstructures

3.1 Fabrication of 2-D grid microstructures

To demonstrate the effect of electrothermal actuation of the 2-D structures, a
series of ultrathin (or 2-D) microstructures consisting of grid beams and supporting
beams that are mentioned in Section 2 are designed, fabricated, and tested.

Several previous research by our group can be referred to on a typical design and
fabrication processes of such 2-D microstructures with two different materials.
Specifically, aluminum and NiTi alloys (which are in the austenite phase in the
range of testing temperatures) are selected as the bottom layer and top layer,
respectively. What needs to be emphasized here is that although NiTi alloys show
great potential for shape memory effects, this effect is not introduced intentionally
in this research. It is the effect of digital Joule heating that we want to present in this
chapter. Aluminum was chosen due to its significantly larger coefficient of thermal
expansion than that of the NiTi alloys in the austenite phase.

As a result, a typical 2-D microstructure with the geometry presented in
Figure 3 was imaged by the SEM after being selectively released from the silicon
chip, as seen in Figure 7. It is worth noting that these two contact pads attached to
the silicon chip were connected to gold wires with a diameter of 20 μm. The gold
wire was used for electrical signal transfer from the logic printed circuit board after
being fixed on the in situ imaging stage in SEM.

3.2 Results and discussion of in situ test of the microstructure

The experimental setup for in situ electrothermal actuation of the microstructure
is illustrated in Figure 8. The stage of the SEM was tilted from zero degree to 45
degree for easier observation and measurement, and the configuration of the
microstructure without heating was reimaged as shown in Figure 9. The in situ
electrothermal testing of such a microstructure on the silicon chip started with the

Figure 8.
Experimental setup of microstructures on the silicon chip for testing.

92

Network-on-Chip - Architecture, Optimization, and Design Explorations



application of a DC source by the Agilent 4155C Semiconductor Parameter Ana-
lyzer. The shapes of the microstructure under constant voltages of 12 mV, 15 mV,
18 mV, and 19 mV were imaged and presented in Figure 10, and a supplementary

Figure 9.
SEM image of the microstructure after being tilted by 45 degrees.

Figure 10.
SEM images of microstructures under different driving voltages in electrothermal testing.
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video about this process was recorded simultaneously. It can be seen from
Figure 10, as well as the video, that the microstructure could be digitally actuated
by distributed currents for diverse and regional Joule heating. Therefore, the effect
of active control of microstructures using digitally distributed currents is demon-
strated. It is important to highlight that although the “digital currents” were inher-
ently ensured, the thermomechanical reconfiguration of corresponding beams does
not seem to be that “digital”. It could be explained by the effect of scaling which
could have a significant influence on the thermal conduction between the beams.
The scaling effect is expected to be alleviated gradually with structural scale-up.
Generally, such silicon chip-based microfabrication processes show great
compatibility, effectivity, and efficiency in the development and validation of 2-D
microstructures.

4. Conclusions

In conclusion, effective and efficient development of active control of 2-D
microstructures based on silicon chips is presented in this chapter. Representative
planar structures composed of grid beams are introduced to quantitatively analyze
possible current distribution across the conductive geometry using KCL and KVL.
Diverse current divisions of structures with different loops and voltage inputs have
been proven to be available for digital control of electrothermal actuators. Besides
that, the determination of equivalent resistances and resulting Joule heating powers
have contributed to the evaluation of in situ experiments on the representative
microstructure created on silicon chips by microfabrication. The process and critical
steps of thermomechanical deformation of such a microstructure are shown to
demonstrate the effect of digital control by Joule heating. The unsignificant digital
deformation could be attributed to the scale effect of thermal conduction.

It is worth highlighting that much more various and precise current divisions
can be obtained by superposition of different voltage inputs, which can be an
attractive topic in the future. Another promising research is to investigate the scale
effect on Joule heating in different current distributions.
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