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Critical infrastructure (CI) provides, better than any other metaphor, the representation of a large “System of Systems” providing primary functions and vital services for societal life. They support citizens’ activities and constitute a necessary component for all industrial and economical value chains. Their protection and the enhancement of systemic resilience must be thus a primary concern of modern countries. CI, together with technological functions and essential services, carries on a strong social value as it transports psychological side images related to the perception of public security, social cohesion, and technological efficiency, in a way that the safeguard and optimal management are elemental in contributing to the citizens’ trust in public institutions.

Such multiple relevances are, however, accompanied by a number of issues that make CI management and protection difficult, leaving them prone to their intrinsic and extrinsic vulnerabilities of natural and anthropic events that continuously threaten their integrity; for example, voluntary attacks to the physical and the cyber scale are threats. This further increases their complexity leading to the need for identifying new strategies to overcome limitations and achieve their “smart management.”

The major issues enhancing complexity and vulnerability in the CI domain are related on the one hand to their mutual interdependencies and, on the other hand, to the current linearization of their management. Dependencies and inter-dependencies are due to the intense exchange of services among CI with the consequent emergence of dangerous perturbations that can propagate from one system to other connected systems. Perturbations might expand instabilities, reduce functionality in time and space, and consequently transform a local impact into consequences that might extend on larger scales and last for longer periods of time.

Management linearization results from the current ownership fragmentation of CI: different operators own and manage their CI independently from the others (even from those that provide services to them) as if the bundle of CI was only weakly interacting. Only in this case would linearized management be effective; however, this is not the case and the strong coupling between CI operators makes the linearized management strategy much less effective and unable to produce optimal results, particularly in the case of strong perturbations occurring in extended crises.

In order to overcome the negative effects produced by these issues, technology must provide new tools and new ideas for smarter management of CI that, although accounting for the unavoidable constraints (i.e., ownership fragmentation, industrial competitions among players insisting on the same CI, etc.), can improve the current management efficacy and enhance the resilience at the “systemic” scale. Resilience, by far, is the more important endpoint of all efforts: after having abandoned the unrealistic claim of enduring complete invulnerability to the assets, resilience offers a smart, adaptive property that allows a system to regain its equilibrium configuration, rapidly and effectively, after a reduction (or even the loss of it) due to some perturbations.
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Although providing direct services on their own (electricity and other energy products, telecommunication for voice and data, water, and distribution of other products, etc.), specific added-value combinations of CI do allow to realize and dispatch a number of other services (logistics, financial and public health services, etc.); these services, on the one hand, increase the CI relevance as they essentially embrace all domains of a citizen’s life but, on the other hand, increases their “attack surface” (i.e., the functions and the points from where they can be hit and receive perturbations).

This volume spans over several areas and highlights a number of different issues related to the management and the protection of CI.

As resilience is the most relevant property, it is described as being enhanced by improving capabilities in the modeling and simulation approach (Foglietta and Panzieri), by improving risk analysis in infrastructure projects (Tepeli), by introducing a criticality index to estimate the economic damage associated to all the hazards (Gerboni et al.), by improving situational awareness (Jovanovic et al.), and by stressing the importance of integrating dependency mechanisms linking different infrastructures in a unique system of systems (Rosato et al.). All efforts should be addressed to improve the survivability of critical elements (Oliva et al.); this book describes the attempts of simulating networks, such as gas pipelines, at the specific infrastructure scales (Rehak et al.), and also their subsea installation (Lepikhim et al.). Several contributions deal with the different classes of hazards that menace the physical and control integrity of the assets: the case of threats coming from the cyber domain (Klaver and Luijff) and other cases coming from flooding and similar natural events that could either intensify damage due to climatic changes or hit underdeveloped countries (Nkwunonwo). Critical infrastructure might impact tourism (Mazurekova) and other activities, as it occurred in 2020, the year of the worldwide pandemic (its report in Italy has been described by Inzerilli et al.).

A major outcome of the last ten years’ activities in the research domain of critical infrastructure protection is the understanding of the need for a coherent action at the level of large, international communities, for instance at the level of the European Union (EU), to elaborate a homogeneous level of protection to the most critical infrastructure. The system of critical infrastructure has assumed a transnational identity and cannot be treated anymore as if it were composed of separate entities with local (i.e., at the level of a single country) dimension. To this end, the EU is preparing a new directive (which will be issued in late 2021/early 2022) with the aim of supporting member states to more proactive management of their strategic assets and to a more homogeneous protection level (particularly against the cyber risk and toward new threats that are going to arise due to climatic change).

This new EU initiative calls, with renewed strength, to the establishment of some EU-wide initiative allowing to cope with such new ambitious, albeit unavoidable, goals. A relevant and appropriate suggestion has been proposed, in a far-sighted way, by EU FP7 Project CIPRnet in 2014 (ciprnet.eu): the establishment of a constellation of National Competence Centers devoted to the support of CI operators and public authorities dealing with critical infrastructure protection. The initiative called the European Infrastructure Simulation and Analysis Centre (EISAC) has been boosted by advanced technological systems enabling EISAC centers to provide the needed support: the overviewing of the system of interconnected critical infrastructure through continuous monitoring and 24/7 risk analysis, providing a shareable systemic awareness to all operators to be used to manage them in ordinary times and to recover their functions after a crisis by allowing the establishment of a global optimum
configuration rather than of a sequence of local optima. The establishment of the first node of the constellation, EISAC.it (the Italian node), is underway. This will also nucleate and support the birth of new EISAC centers in the other EU member states in the coming years.

These types of initiatives have a two-fold beneficial impact: on the one hand, they can gather new technological platforms and instruments from the R&D domains and provide them an operational endpoint that could effectively provide a significant benefit to citizens. On the other hand, they carry on the idea of better collaboration and cooperation among the different CI owners by adopting a systemic perspective for the protection of critical assets. We must all collaborate on the well-being and the progress of societies. There should be no further return to a “divide and rule” strategy. It should no longer be allowed and must be replaced by a new cooperative model. This is the only appropriate management strategy to manage strategic assets within modern, entangled structures.

Vittorio Rosato and Antonio Di Pietro
ENEA Casaccia Research Centre,
Department of Energy Technologies and Renewable Sources,
Rome, Italy
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Resilience in Critical Infrastructures: The Role of Modelling and Simulation
Chiara Foglietta and Stefano Panzieri

Abstract
Resilience and risk are fundamental concepts for critical infrastructure protection, but it is complex to assess them. Modelling critical infrastructure interdependency helps in evaluating the resilience and risk metrics. We propose the MHR approach as a road-map to model infrastructures and it is implemented using CISIApro 2.0. MHR suggests considering three different layers in each infrastructure: holistic, service and reductionist agents. In this chapter, this framework has been tested in a scenario made of a modern telecommunication network, a hospital ward and a smart factory. The scenario takes into account cyber attacks and their consequences on the components, services and holistic nodes. The proposed framework is under validation within the EU H2020 RESISTO project with good results and in various test-beds.

Keywords: resilience metric, risk management, critical infrastructure modelling, simulation

1. Introduction
Critical Infrastructure is an evolving concept. Critical infrastructure was linked to aging public works in the 1980s: the National Council on Public Works Improvement in 1988 focused on public sector infrastructure. In the 1990s, infrastructure was redefined in terms of national security as a consequence of increased international terrorism. The number of critical infrastructure sectors in the National Infrastructure Protection Plan [1] has been enlarged to 17 since 9/11: it includes agriculture and food systems, the defense-industrial base, electricity systems, public health and health care facilities, national monuments, banking and financial systems, drinking water systems, chemical services, commercial buildings, dams, emergency services, nuclear power plants, information technology networks, telecommunications systems, postal and shipping services, transportation systems, and government facilities. Critical infrastructure is identified in Europe under the term "essential services" [2].

Shifting the concept of critical infrastructures has led to more flexibility and adaptability. The sophistication of an already complicated field, on the other hand, is increased, creating more confusion and more doubts. The definition of "lifeline system," [3] was then established by some researchers to assess the efficiency of large, geographically distributed networks during crises caused by adverse events,
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Shifting the concept of critical infrastructures has led to more flexibility and adaptability. The sophistication of an already complicated field, on the other hand, is increased, creating more confusion and more doubts. The definition of “lifeline system”, [3] was then established by some researchers to assess the efficiency of large, geographically distributed networks during crises caused by adverse events,
such as natural disasters or cyber-attacks. Lifelines are classified into six major systems: electricity, gas and liquid fuels, telecommunications, transportation, waste management, and water provision. The economic well-being, security, and protection of our lives are closely related to those systems. Thinking of critical infrastructure across the sub-set of lifelines helps to simplify features common to important support structures and to enhance the performance of large networks, offering visibility into the technical challenges.

Lifeline systems, mostly on the basis of physical proximity and operational interaction, are interdependent. Cables and pipes are placed alongside each other in crowded area, resulting in an elevated risk due to proximity. Damage to one infrastructure component, such as an electrical cable, will easily ripple into damage to adjacent components, such as telecommunications cables and gas mains, with system-wide implications.

Lifeline systems are dependent on each other. Electric power networks, for example, supply electricity for pumping stations, storage facilities, and equipment control for transmission and distribution systems for oil and natural gas. Oil provides fuel and lubricants for generators, and natural gas provides energy for generating stations, compressors, and storage, all of which are required for the operation of electric power networks.

In the Merriam-Webster Dictionary, resilience is defined as “the capability of a strained body to recover its size and shape after deformation caused especially by compressive stress” [4]. Definitions vary slight, but all of them relate the principle of resilience to physical stress recovery.

A notable change from securing critical infrastructures to ensuring that communities are resilient has taken place following Hurricane Katrina. Furthermore, the concept of resilience is evolving, as the idea of critical infrastructures. In its present form, a society’s resilience is an overarching attribute that reflects the degree of community preparedness and the ability to respond to a crisis and rebound from it. Since lifelines are intimately linked to the economic well-being, security, and social fabric of a community, community resilience is closely related to the initial strength and gradual recovery of lifelines.

Debate over the concept of resilience is likely to persist, and refinements and elaborations of the term are to be expected. A framework for defining resilience has been suggested by the Multidisciplinary Center for Earthquake Engineering Research (MCEER) [5]. Resilience for both physical and social systems can be conceptualized as having four infrastructural qualities:

- Robustness: the inherent strength or resistance in a system to withstand external demands without degradation or loss of functionality.

- Redundancy: system property that under stress allows for alternate solutions, decisions, and substitutions.

- Resourcefulness: the capacity to coordinate needed assets and services in crises.

- Rapidity: the speed at which disruption can be overcome and safety, services, and financial stability restored.

As shown in Figure 1, an infrastructural performance, such as robustness, \( Q(t) \), can be visualized as a percentage that varies with time. For buildings, \( Q(t) \) may be the percentage of structural or functional integrity. For lifelines, \( Q(t) \) may be the percentage of customers that successfully receive power or drinking water. Prior to a natural hazard, severe accident, terrorist act, or a general disruption, \( Q(t) \) is at 100
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percent; in picture is defined as normal performance. If the system is fully robust, it remains at 100 percent even during disruptions. Total loss of service results in 0 percent of $Q(t)$. If system disturbance occurs at time $t_0$, in response to, for example, an earthquake or hurricane, damage to the infrastructure may reduce the performance to less than 100 percent, the emergency threshold. Level of service, as reflected by the robustness of the system, is a function of the probability and consequences of damage. Robustness is restored over time; at time $t_1$, the system is returned to its original capacity. We called “duration of degradation” the time for the system to bounce back to an acceptable performance.

For a community or an infrastructure, the loss of resilience, $R$, can be measured as the expected loss in quality (probability of failure) over the time to recovery, $t_1 - t_0$. Thus, mathematically, $R$ is defined as:

$$R = \int_{t_0}^{t_1} Q(t) \, dt$$

The resilience indicator, $R$, is a simple measure for quantifying resilience. In [5], additional mathematical developments of this notion cover the probabilistic and multidimensional aspects of resilience.

1.1 Contributions

The modeling method used in this chapter is based on the methodology of Mixed Holistic Reductionist (MHR), where each infrastructure is divided into components (reductionist layer), services (service layer) and holistic nodes (holistic layer). The MHR approach is a guideline on how we can decompose each infrastructure and how we can define the interconnection among the different components. It also allows the identification of the right abstraction level due to the available information.

The agent-based simulator, called CISIApro 2.0, is then used to implement this approach. This simulator presents the consequences of adverse and positive events in an interdependent scenario. In real-time, this simulator runs connected to a SCADA (Supervisory Control And Data Acquisition) control center to receive current information on faults and linked to an Intrusion Detection System (IDS) to acquire actual threats and on-going cyber-attacks. CISIApro 2.0 integrates heterogeneous data to improve the situational awareness of operators and their

![Figure 1. The resilience profile.](image)
decision-making process. This version of the simulator has been improved considering the telecommunication features. Specifically they are:

- Elements with multiple services
- Dynamic links
- Routing links
- Propagation models for ring topologies
- Continuous and discrete dynamics simulation inside the agents
- The possibility of co-simulating external dynamics
- The ability of revoke services

1.2 Organizations

This chapter is composed of the following sections: Section 2 analyses the idea of risk and resilience; Section 3 reviews the literature on critical infrastructures simulator; Section 4 presents the MHR approach while the simulator CISIApro 2.0 is described in Section 5; a telecommunication case study is summarised in Section 6; conclusions and future works are in Section 7.

2. The concepts of risk and resilience

The concepts of risk and resilience are similar and generally closely linked: improving the system's resilience requires reducing risk. Risk is commonly structured in terms of preparedness, mitigation measures, reaction capabilities, and recovery processes; anticipation, absorption, adaptation and recovery are the typical components of resilience.

Owners and operators can improve the resilience of critical infrastructures by specific operations: withstanding specific threats, reducing or mitigating potential impacts, returning to normal operations if such degradation occurs. A resilience methodology includes increasing preparedness for an incident, implementing redundancy to mitigate the effects of an incident, and strengthening the coordination and execution of response and recovery procedures, for emergency action and business continuity.

There are five main steps in the resilience cycle: prepare, prevent, protect, response and recover. The resilience cycle must consider the consequences of interdependencies among critical infrastructures. The tool we present in this chapter, called CISIApro 2.0, aims to assess the consequences of adverse events on critical infrastructures in terms of components, services and also holistic agents. CISIApro 2.0 usually helps the operators in the recovery phase, knowing which are the possible consequences of actual adverse events.

The Department of Homeland Security (DHS) defines risk as “the potential for an unwanted outcome resulting from an incident, event, or occurrence, as determined by its likelihood and the associated consequences” [6]. Thus, risk is historically characterized as a function of three elements: the threats to which an asset is susceptible, the vulnerabilities of the asset to the threat, and the consequences potentially generated by the asset’s deterioration.
Threat is a “natural or man-made occurrence, individual, entity, or action that has or indicates the potential to harm life, information, operations, the environment, and/or property” [6]. Sometimes the term hazard, which can be defined as a “natural or man-made source or cause of harm or difficulty” [6], is used instead of threat. However, a “hazard differs from a threat in that a threat is directed at an entity, asset, system, network, or geographic area, while a hazard is not directed” [6]. Vulnerability is a “physical feature or operational attribute that renders an entity open to exploitation or susceptible to a given hazard” [6]. Consequences are the “effects of an event, incident, or occurrence” [6].

The challenge is to determine where and how resilience integrates into risk assessment as risk is a feature of threats and hazards, weaknesses, and consequences. Resilience, as defined by DHS, is the “ability to resist, absorb, recover from or successfully adapt to adversity or a change in conditions” [6]. The DHS lexicon also states that “Resilience can be factored into vulnerability and consequence estimates when measuring risk” [6]. Therefore, the resilience will have an effect on both vulnerability and consequences.

On the basis of these characteristics, it is possible to develop specific indicators and metrics to assess the risk to an organization or an infrastructure. Considering a threat or hazard (man-made or natural), the vulnerability and resilience of an organization will impact the potential consequences of an event. The interaction between the elements of risk is complex and made more so when one considers the transfer of risk between assets in the case of a threat by an intelligent adversary.

3. Literature review on modelling interdependency

In literature, three main methodologies for the modelling approaches of critical infrastructure modelling are presented: agent-based simulation, input–output analysis and network modelling. Please refer to [7] for heterogeneous and/or unclassified approaches.

Each infrastructure is considered by agent-based simulations to be a complex adaptive structure, consisting of agents representing single aspects of the infrastructure itself. Different agents can be modelled at different degrees of abstraction based on the proposed level of resolution modelling. The primary benefit of agent-based simulation is the ability to establish synergistic behaviors as agents begin to work together [8].

The second method is based on the economic theory of Input–Output proposed by Leontief in the early 1930s, but later adapted to modelling infrastructures. Haimes and Jiang developed the linear input–output inoperability model (IIM) to research the impact of interdependencies on the inoperability of interconnected networked systems [9]. The key benefit of the IIM and its improvements is that the suggested solution is simple and flexible. IIM is usually confined to the financial costs of interdependencies.

In recent years, researchers have investigated new approaches to interdependency modelling of infrastructures. The most promising technique is based on graph and network theory. This approach uses abstract graphs made of nodes and arcs to describe infrastructures, representing links between components within infrastructures. The key benefit is to leverage closed form expressions and numerical simulations to characterise their topology, performance and uncertainty.

4. Mixed Holistic Reductionist (MHR) approach

In this chapter, we propose an already applied approach, for helping during the modelling phase. To maximize the benefits of holistic and reductionist approaches,
the Mixed Holistic Reductionist (MHR) [10] methodology was developed. The key
goal of MHR approach is to provide a potential road-map to model critical infra-
structures and their interdependencies properly.

In holistic modeling, infrastructures are seen as specific agents with defined
boundaries and functional properties, creating a global and overall analysis. The
purpose of presenting an infrastructure as a single element is to define the various
infrastructures and their geographical extent. The volume of data needed for
modeling activities is very limited at this stage and can be found in public data-sets.

In the other hand, to better appreciate the overall infrastructure, the reductionist
approach stresses the need to thoroughly understand the roles and behaviours of
individual components. The reductionist approach drills down to each component
in terms of inputs and outputs. At this level of abstraction is easy to find depen-
dencies between equipment and single components.

Various levels of analysis are required in modelled systems and their boundaries
are lost in the event of complex case studies. For the MHR model, either a top-down
or bottom-up approach might see relationships between infrastructures at different
levels. The other key benefit is to model infrastructures at at multiple complexity
levels, taking into account the quantity of data available.

The connection point between the two abstraction levels, i.e. holistic and reduc-
tionist approaches, is the quality of services (in the following, abbreviated as “ser-
tice”) which is a key element for operators. This layer describes functional
relationships between components and infrastructure at different levels of granu-
larity. Services to clients and to other interconnected infrastructures are specifically
treated in MHR as a middle layer between holistic and reductionist agents.

The MHR allows us to reach the right level of detail with minimal data and
collected information. Some important considerations can be summarised in the
following:

• Each infrastructure is modelled starting from the identification of components
  and their interactions;

• Each layer is defined with an appropriate level of abstraction based on
  information coming from end-users, stakeholders and open documents;

• Each component (we called it entity or agent) must be described in a way to
decouple it from other components: the behaviour of the component must
  depend on the valued explicitly exchanged with the other components;

• The simulator must be able to represent any type of agent’s behaviour for
  adapting to the specific reference scenario.

MHR approach allows to define three different typologies of agents: holistic
agent, service agent and reductionist agents.

The infrastructure as a whole (or its general organizational divisions) is
represented by a holistic agent (Figure 2) to provide a model that can understand
the global interactions between infrastructures.

A service agent represents a logical or organizational aspect, that provides an
aggregate resource as the remote control: the remote control generally provides
supervision, by means of software and data collection. Data can be collected
through telecommunication network or field equipment in case of a geographically
distributed infrastructure. In Figure 3, a service component is depicted considering
the classical model of an agent in CiSIApro 2.0. Some examples of service are: the
ability to supply customers, the ability to produce resources, the ability to
change topology, the aggregate state of a subset of specific and important components.

Finally, with a reductionist agent, we can represent, with the right degree of abstraction, all physical or aggregated entities of the overall system. In Figure 4, the representation of a reductionist component is depicted. The picture does not explicitly consider a cyber threat: this malicious event can be represented in the same way as an input failure with a suitable “cyber dynamic”.

Finally, we can represent, with the right degree of abstraction, physical or aggregated components of the overall system with a reductionist agent. The
representation of a reductionist aspect is represented in the Figure 4. The input failure contains natural disaster events, failures and faults, but also cyber threats.

5. CISIApro 2.0 simulator

In this chapter, CISIApro 2.0 simulates the impact of anomalies and security attacks on the communication infrastructure and on the interlinked CIs. It will also support the decision-making process allowing a “what-if analysis” by simulating the application of countermeasures and reconfiguration and their impact on system resilience.

CISIApro 2.0 (Critical Infrastructure Simulation by Interdependent Agents) [11] is a software engine able to calculate complex cascading effects, taking into account (inter)dependencies and faults propagation among the involved complex systems.

CISIApro 2.0 is an Agent-Based simulation software consisting primarily of two modules, see Figure 5. The first one is the off-line tool in which it is possible to design and implement complex and highly interdependent scenarios. While the second one is the on-line tool which is implemented in Simulink (Mathworks).

CISIApro 2.0 is a database-centric architecture in which the database plays a key role as demonstrated in Figure 5. This implies a centralized asynchronous design that allows good modularity and scalability where each part of the IT infrastructure interacts, independently, with the centralized database in order to access the last data from the field (e.g. SCADA Systems), Complex Event Processing and generic IoT (Internet of Things) data systems, but also the simulation’s outputs.

Using the Mixed-Holistic-Reductionist (MHR) approach, modelling complex interdependent systems is a prerequisite to produce an effective model. Once modelled the involved scenario, with MHR methodology can be applied with CISIApro 2.0.

From this point of view, CISIApro 2.0 engine does not only analyze actual situation and calculate the risk projected in the possible near future but, first, it
plays the important role of Hybrid Risk Evaluation Tool. Hybrid because it is able to get information of different natures (sensor and data acquisition and complex event processing systems) and translating them in operational levels of resources, faults or services for the entities introduced in the critical infrastructure model.

With the proposed architecture, through CISIApro 2.0 modelling software, it is possible to dynamically change the interdependencies model and plug other modules in order to have a pseudo-real-time scalable and flexible system, which can be changed at any time. The DB stores the information needed for the representation of several Critical Infrastructures, such as:

Figure 5. 
CISIApro 2.0 architecture.

Figure 6. 
CISIApro 2.0 Graphical User Interface.
• Each entity is a specific instance of an entity type;

• Each entity has a status made of variables with values;

• Each entity has ports for exchanging resources;

• Each resource is associated with a MHR layer/net;

• Each layer has proper interdependencies;

• Each interconnection is made of a couple of ports, associated to two entities.

It should be noted that CISIApro 2.0 has introduced efficient ways to model, execute and debug simulations and cascading effects. In particular, an intuitive Graphical User Interface, Figure 6, is provided to create entities and connect them in easy way.

6. Case study and results

The proposed scenario consists of three major components: the telecommunication network, the hospital ward and the smart factory. For industrial automation and possible remote operations, the fifth generation of telecommunication networks would be an essential improvement [12].

The telecommunication network of the reference scenario is represented in Figure 7. The purpose of this network is to manufacture and deliver services and it has a hierarchical structure consisting of three main sectors: backbone, metro and access networks.

The Optical Packet Backbone (OPB) is a multi-service network that exchanges voice, data and video services. This network is based on IP/MPLS (Multi-Protocol Label Switching) technology and the network is fully redundant in all its components and resistant to failure conditions to ensure a high level of the delivered services.

The Optical Packet Metro (OPM) network is a metropolitan and regional collection and aggregation network capable, depending on the configuration, of managing traffic flows at the Ethernet, IP or MPLS level. Like OPB, the OPM network is a multi-service network in which both fixed and mobile services combine and, as such, guarantee the requirements of scalability, reliability, availability, and flexibility. The access network meets end-users in the telecommunications industry and greatly influences the features of the service offered.

There are several systems, each with varying efficiency and coverage zones, to build “the last mile”, which is the part of the network that stretches from the client site to the first access node. The latest generation of access network (GPON-Gigabit Passive Optical Network) based on fiber optic infrastructure with OLT (Optical Line Terminal) and ONU (Optical Network Unit) is briefly described at the bottom left of Figure 7.

The distinctive aspect of this technology is the development of a network in which many recipients are reached by a single optical fiber: this enables you to prohibit the introduction of individual fiber ties between the control panel and the receiver, thus minimizing the cost of infrastructure.

In the central part of the figure, we have a broadband network. The strength of this technology, which has encouraged its growth and proliferation, lies in the fact that voice and data services use the same copper cables as the conventional telephone network. Data traffic received by the consumer is isolated by a splitter from voice traffic and processed by a Digital Subscriber Line Access Multiplexer.
(DSLAM) where the users’ broadband lines connected to that particular central station are terminated.

On the right side of the picture, we insert the mobile network with the Base Transceiver Station (BTS) of the GSM networks that consist of antennas and transceivers responsible for the radio coverage of the territory.

The security fabric and data-center layer are achieved using a few next-generation security devices and application controllers as:

- Fortinet FortiGate (URL Filtering, Centralised Antivirus, Intrusion Detection and Protection System, E-mail filtering, Layer 4 Firewall)

- F5 BIGIP (Web Application Firewall).
Linked to the telecommunication network, we have a hospital ward represented in Figure 8 that has been simplified to be modeled. This ward consists of a portion of the electrical grid in the yellow blocks, the water networks in blue blocks, the HVAC (Heating, Ventilation, and Air Conditioning) system in green blocks. We also add the building, made of eight rooms, where two are the operating rooms, and six are other rooms. These are the physicians’ room, the staff room, the rooms used for visits, the surgery, and the waiting room, and the storage of medication and surgical supplies. These two types of rooms are modeled distinctly to underline their different relevance in the ward: while the medical and operating rooms are dedicated to patient care, must continue to provide the services requested optimally even after a failure, on the contrary, a malfunction of ordinary rooms does not drastically affect the quality of the service offered by the entire department.

The telecommunication network facilitates electrical hospital records to be processed in the clouds and relies on network-connected medical devices and systems.

Linked to the telecommunication network, a smart factor is present and is modeled in Figure 9. The smart factory for this scenario was modeled with reference to the radio access network architecture implemented in the factories of the future. Figure 9 shows a completely autonomous local architecture, characterized by a pico site and an on-premises data center hub, which stores and performs data processing locally. The pico site is a small cellular base station typically covering a small area.

The 5G network is the best solution for this scenario [13, 14], which also makes it possible to incorporate the remote control of robots: according to this model, in a cloud environment, rather than in the robot itself, various functions aimed at regulating motion can be stored. It is thus assumed that the security of the networks in which the control modules work from cyber attacks is of vital importance.

The scenario contains also several services, modeled as service agents in CISIApro 2.0. Among those services, we focus our attention on the “5G Service”, which is also included in Figure 7. 5G technology helps you to manage and control the movements of the programmable robotic arms remotely, increase human-machine interaction, capture the information processed by these intelligent systems and handle them in real-time. With regards to the hospital, the goal is to pervasively
interconnect healthcare structures, doctors, patients, and healthcare personnel, to increase efficiency and effectiveness. In this context, the capabilities of 5G are useful for remote surgery, for remote control of the vital parameters of patients recovering from or suffering from chronic conditions and for exchanging medical data in real-time between the different technical figures.

The case study aims to examine the effects of a cyber-attack on the 5G core component, explicitly a DoS (Denial of Service). In this situation, we are not interested in how this attack was carried out, but we are more interested in the possible consequences of interconnected facilities.

The operative level of the “5G Core” agent is zero, as depicted in Figure 10, because it is the node that cannot produce any output resource. The other entities of the telecommunications are not affected by this cyber-attack, because they don’t need this service to properly work.

Different consequences affect the hospital and the smart factory. The domino effect on the smart factory is depicted in Figure 11. In the factory, there are four entities that need the 5G Core services to work: those entities are 5G-PGW-SGW, 5G-Pico, and the two antennas RU. Those elements are the red blocks in Figure 11, and they have an operative level equal to zero because they cannot properly produce their outputs.
Unlike the aforementioned elements, the two robots have an operative level of 0.4: although they cannot be controlled remotely or the information processed by them can be collected, however, these intelligent systems continue to operate.

In Figure 12, the output for the hospital is depicted. The absence of the 5G service has a more significant impact on medical rooms and operating rooms, due to the importance that hospital infrastructure has. In fact, despite following the cyber attack, it is no longer possible to carry out remote surgery, remotely monitor the vital parameters of patients and manage electronic medical records, these health rooms are still available for use and to ensure adequate care for patients.

7. Conclusions

This chapter analyses the concept of risk and resilience for critical infrastructures. The two concepts are tied together: minimizing risk means improving...
resilience. In critical infrastructure protection world, assessing risk is very complex due to, among the others, due to interdependency: managing risk is well-established in each infrastructure, but the risk of interconnected infrastructures is still an open problem without a single solution.

Modelling infrastructures and their interdependencies could help in managing risk and also resilience. The proposed approach is called MHR and it is implemented with CISIAPRO 2.0, an agent-based simulator, which assesses the consequences of events on the reference scenario. We test the proposed approach into a telecommunication scenario, with a hospital ward and a smart factory. The results demonstrate the correctness of this approach that is currently under validation within the EU H2020 RESISTO project. During the project, the system will be integrated into real test-bed provided by various telecommunication providers.
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Chapter 2

Risk Analysis in Early Phase of Complex Infrastructure Projects

Esra Tepeli

Abstract

Infrastructure construction projects are complex with a very long life-cycle, a complex organizational plan, a complex resource management, technical complexities, contractual complexities and macro-environmental factors. The complexity of an infrastructure project leads to the existence of interdependent risks, which are hard to anticipate and control. As the investment is major for these types of projects, the risks and opportunities are critical to the project success or failure, the risk factors need to be identified and analyzed before any decision-making process. While upfront planning is important, not all events and scenarios can be foreseen as the project can take several years to complete and may involve many companies and stakeholders. In this planning stage of the project, a robust risk analysis method is indispensable for identifying and analyzing the major risk and opportunity factors. In this paper, a formalized multi-criteria decision-making process is developed based on a strategic risk analysis in a complex environment: (1) in a very early stage and at a strategic level, (2) before the contracting phase in order to develop a risk allocation plan and negotiate it with the project owner.

Keywords: risk management, complex projects, infrastructure projects, environmental risk analysis, risk breakdown structure, multi-criteria analysis, decision-making process

1. Introduction - risk management context for complex infrastructure projects

Risk is defined, according to ISO 31000, as the effect of uncertainty on the objectives to be achieved [1]. The last decades have been marked by notable developments in terms of infrastructure construction projects but also by unfulfilled objectives which challenge the construction industry. Strong gaps are identified in terms of organization and general management at the project level, in particular relating to the interfaces between the project actors whose specific objectives may be different or even contradict. This results in a persistent difficulty for controlling risks with the increase of the number of stakeholders. These difficulties are further heightened for complex and strategic projects. A complex and strategic project is a project that requires during its life cycle, an organization and a specific approach to manage the project, risk and opportunities [2]. Whether a project is classified as complex and strategic depends on several criteria. These criteria may relate to the organization or company which manages the project such as the level of fit with the general strategy, the main objectives of the organization, its culture and financial
state. Other criteria relate to the nature of the project such as the commercial environment, the financial plan, the brand image, the organizational plan, and the technical features. External criteria are the environmental factors such as politic factors, legal factors, social factors, international aspects when the project is abroad. External factors occur outside the organization but can lead to internal changes and are, for the most part, beyond the control of the organization [3].

Infrastructure construction projects belong to this type of strategic and complex projects as they focus on the development and maintenance of services, facilities, and systems. Infrastructure construction projects include bridges, power & energy infrastructures, roads and railroads, airports, water infrastructures and dams, and waste management plants. Infrastructure projects have a long life-cycle including the maintenance-exploitation phase. Moreover, infrastructure projects must manage complex organizational aspects, complex resource management, and complex technical and financial aspects. Such projects can be also affected easily by the environmental factors, for instance the macro-economic conditions or the politic factors of the country. These types of projects are major investment projects and can be funded by private companies, publicly, or combined as a public-private partnership (a collaboration of government entities and private sector companies).

Because of all these aspects, the risk and opportunities to the project are critical and need to be identified and analyzed before any decision-making process takes place. The ITA/AITES report highlights how risk management is important in the early phase of complex tunneling projects. The report recommends a set of good practices with include the shared analysis of the risk of both the client and the potential contractors [4].

In addition, the contractual framework of infrastructure projects can be very complex; it leads to redefining the role of the project actors, their responsibilities and missions. Risk management is essential in order to identify and assess the risk and opportunity events throughout the project life cycle. Especially for the private contractor, identification of the risk and opportunity events is crucial in the early phase of the project. In this phase, the candidate contractor needs to make a strategic decision for making an offer to the tender for the project or to pull out. This decision will lead to the initial risk assessment, then offer submission with a detailed risk analysis to be able to negotiate the contract terms with the client, and to define the risk allocation plan when contract awarded [5, 6].

The risk analysis in the early phase enriches the decision-making process. The risk analysis provides rational arguments which help to avoid or mitigate the probability or impacts of negative risk events and to increase the probability and impacts of positive events which are called opportunities [7]. However, literature review shows a gap in terms of risk identification and assessment methods concerning the early phase of a complex infrastructure project [2]. The project risk identification and assessment methods in the literature consider the risk factors in a static way. Therefore, these methods have some limitations in term of adaptability and even applicability to the early phase. The difficulty is that, in the early phase of a complex project, the identification of risk events can be limited because of a scarce level of information about the project and uncertainties. With the project progresses, more information becomes available, and more precise risk identification and assessment can be performed. For this reason, developing a formalized risk management method in the early phase is necessary to identify and analyze the major risks and opportunities of an infrastructure project and to make a strategic decision for the project’s future.

Therefore, the purpose of this paper is to propose a strategic and environmental risk analysis process which is applicable to the early stage and at the strategic level of an infrastructure project. In the process, the environmental risk and opportunity
factors are analyzed using a formalized multi-criteria approach. This approach supports to take an optimal strategic decision for assigning some resources to a given (possible) project and later, after preliminary studies, to adequately consider detailed studies. For the client or project owner, the strategic decision corresponds to the validation of the project program and starting the step “call for tenders.” For the contractor, the strategic decision corresponds to the decision to respond to the call for tenders or to pull out of the project. Then, various possible projects can be compared in order to choose and pursue the most beneficial ones, allocate the project risk optimally and control it as the project progresses. On the other hand, the strategic and environmental risk analysis process can be adapted to the evolving nature of the infrastructure project, refining the first identification of risk factors performed in the early phase of the project [8]. In the method proposed, special attention will be paid to the point of view of a private contractor with the option of adapting for multiple stakeholders if necessary.

In this perspective, Section 2 of the book chapter provides the modeling of the strategic and environmental risk analysis process in early phase of complex infrastructure projects. In the development of the process, we emphasized on a hybrid approach for the identification and analysis of risk factors which combines literature analysis, case studies of complex infrastructure projects and the Delphi technique. In Section 3, the qualitative risk assessment method and decision-making process will be explained following the principles presented in Section 2.

2. Strategic and environmental risk analysis of a complex infrastructure project

We call “project risks” as the effects of uncertainties on the project objectives in terms of time, cost, performance, quality and safety. The project risks must be managed and controlled optimally in order to achieve the project objectives. Project risk management consists of identifying risk events and analyzing them qualitatively and quantitatively. Risk analysis qualifies and/or quantifies the probability of occurrence of an identified risk and/or opportunity event and their possible negative and/or positive impact(s) on the project objectives. Finally, action plans can be proposed to the risk to a level where the residual risk is accepted. In the development of an effective risk management method, it is necessary to take into account the project objectives, the project’s environmental factors and integrate the vision of the various project partners. The most classic objective of an infrastructure construction project is to manage and optimize costs and deadlines, to ensure quality and performance [9–11]. In the context of infrastructure projects, performance is understood over the long term, because it may include the entire period of maintenance and operation.

For analyzing the environmental factors in a complex project environment and understanding different stakeholders’ perspectives, we followed a hybrid analysis methodology with:

1. a literature review about risk management in the early phase of infrastructure projects,
2. case studies of infrastructure projects for identifying the main risk and opportunity factors,
3. Delphi-technique sessions for understanding the perspectives of the main project stakeholders (project owner, principal contractor, consultant and other
contracted parties) about risk management in a complex project environment in the early phase, defining the process of the strategic and environmental risk analysis method, identifying and assessing main risk and opportunity factors in the early phase of the project.

The results of the literature review and the case studies revealed that in most cases of complex and strategic infrastructure projects, the main risk and opportunity factors are financial, economic, political-legal, organizational, managerial, strategic and technical factors, payment issues, construction design and technical risk, and inappropriate risk allocation across the project stakeholders [12–15].

Then, Delphi-technique sessions were carried out with the main stakeholders of infrastructure projects such as project owner, contractor, financial partners, and external stakeholders for defining a risk management strategy in the early phase.

Following the literature review, analysis of case studies and the Delphi-technique sessions, we developed the strategic and environmental risk analysis method with an external and internal risk analysis. The external risk analysis carries out the identification and analysis of the risk and opportunity factors related to the external environment of the project, such as political-legal, economic, social, technological, contractual, competitive, client’s influence and force majeure factors [15, 16]. In parallel, the internal risk analysis identifies and analyzes the risk and opportunity factors related to the internal environment of the project facing the project stakeholders. These factors comprise the stakeholders’ financial situation, technical strength/weakness, organizational dynamics, relationships with other project stakeholders, project client’s influence, project competitors’ influence and the interface between project stakeholders [17–19].

The life cycle of infrastructure construction projects can be very long with multiple phases such as feasibility studies, preliminary studies, technical studies and design, competitive dialog or tendering and contracting, administrative procedures, construction, maintenance and operation (Figure 1). The aforementioned risk analysis in the early phase of the project which includes strategic studies and the project’s feasibility is essential for managing the risk across the whole project’s life [20–21]. In these phases, project managers do not have detailed information about the project, they have only information about project scope, program and project environment. For this reason, the identification and assessment of project risks can be very challenging because of the lack of knowledge and uncertainties. Therefore, a strategic and environmental analysis can be used for identifying the main risk and opportunity factors to take a strategic decision about the project’s future (GO or STOP decision) and to define a risk allocation strategy or preliminary risk response planning before the contracting phase (Table 1). The goal is to qualify the threats-opportunities and strengths-weaknesses of the project related to its environment [22–24]. Then, we detailed the risk and opportunity factors related to the external and internal environment of an infrastructure project and defined a
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*Figure 1.*  
Life-cycle of an infrastructure construction project.
external and internal environment of an infrastructure project and defined a threats-opportunities and strengths-weaknesses of the project related to its environment. For this reason, the identification and assessment of project risks can be very challenging because of the lack of knowledge and uncertainties. Therefore, a strategic and environmental analysis can be used for identifying the main risk and opportunity factors related to the internal and external environment of the project facing the project stakeholders. These factors comprise the stakeholders interface between project stakeholders. The objective is to identify the risk and opportunity factors of a complex project related to the external and internal environment, to carry out a qualitative or quantitative risk assessment in the early phases, and to make a strategic decision for the project’s future. Then, a risk breakdown structure is developed with factors and sub-factors, and a qualitative evaluation method is proposed for the risk and opportunity assessment.

<table>
<thead>
<tr>
<th>Phase(s)</th>
<th>Strategic studies - feasibility</th>
</tr>
</thead>
<tbody>
<tr>
<td>Objective</td>
<td>Realize the strategic analysis and environmental analysis before the decision GO/STOP for the project, identify the risk and opportunity factors</td>
</tr>
<tr>
<td>Available information</td>
<td>Project scope, program, localization of the project, project life-cycle, client, commercial environment, contract information, budget, competitive environment, technical information, financial information, project life-cycle, organization, resource information, external and internal environmental factors of the project</td>
</tr>
<tr>
<td>Method /tool</td>
<td>Strategic and environmental analysis</td>
</tr>
</tbody>
</table>

Table 1. 
Strategic and environmental analysis in the early phases of an infrastructure construction project.

Table 2. 
External and internal environmental factors.

2.1 External environmental factors

In project management, it is common to analyze the factors that are closer and more directly related to management, such as time management, resource or cost management. It will be more difficult to control the more general factors from the exterior perimeter to the project. It is therefore essential to be aware of the environmental factors that can represent restrictions and favorable circumstances in order to propose accurate risk response planning for the project success. This analysis will also apply to the project risks related to adverse environmental factors. In all cases, organizations must be prepared to mitigate the negative risk. The external environment covers the factors that can influence the project from outside the organizations [25–27]. We can distinguish the macro-environment from the micro-environment. The macro-environment analysis focuses on the broad scope that will
influence the project directly or indirectly, such as political, legal, macro-economic and social factors. The micro-environment analysis highlights the interactions and relationships with other project stakeholders, the influence of the stakeholders on the project, the competitive analysis, and the technological factors. The interface between the macro-environment and the micro-environment includes lobbying, conventions, and contracts which determine the effects of the global environmental factors on the project perimeter.

In the external environmental risk and opportunity analysis, a risk breakdown structure has been elaborated with the external environmental factors and sub-factors of an infrastructure construction project (Table 3).

In the external environment eight risk factors are defined: (1.1) political-legal, (1.2) contractual, (1.3) economic, (1.4) social, (1.5) client influence, (1.6) competitive environment, (1.7) technology, and (1.8) force majeure.

Then, a qualitative multi-criteria evaluation takes place for assessing the risk level of the external environmental factors. As a result, a qualitative risk matrix is obtained. Each criterion is evaluated on a qualitative 5-level Likert scale [28]: High Risk, Risk, Neutral, Opportunity, High Opportunity.

Political-legal factors determine the extent to which government and government policy may impact on an organization or a specific industry as well as trade, fiscal and taxation policies, employment legislation, consumer law, trade regulation, health and safety regulations, unexpected legislation and international rules.

Contractual factors consider complexities and uncertainties which belong to the general contractual frame such as the repartition of roles and missions of stakeholders, responsibility limits and risk allocation between the stakeholders.

Economic factors influence the economy and its performance, which can give impacts on the organization and its profitability directly such as interest rates, unemployment rates, material costs and foreign exchange rates.

Social factors focus on the social environment and help an organization to understand its clients’ needs and requirements. Social factors can include changing education levels, cultural trends, attitude changes and changes in lifestyles, and social security factors such as sabotage against the project, mobbing, strikes, criminal activities.

The influence of the stakeholders on the project and the relationship between project stakeholders is another external environmental factor. Mainly the client or project owner’s needs must be analyzed for the project success. For the client influence factor, nine sub-factors are defined: image of the client, relations with the client, communication frequency with the client, feedback from last common projects, experience of the client for complex and strategic construction projects, project management assistance of the client, project budget allowance, financial capacity, and organizational change management-acceptance for value propositions.

The competitive factor is very challenging in the early phase for analyzing the strengths and weakness of the competitors. For the competitive environment, five sub-factors are defined: the number of competitors, competitor’s size, technical capacity, financial capacity, and partners.

Technological factors indicate the rate of technological innovation and development that could affect a market or industry such as changes in technology, automation, new methods of distribution, manufacturing, logistics, research, and development. For the technology factor, three sub-factors are defined: technical difficulties, special products or innovations requested for the project and material price fluctuations.

Force majeure factor refers to an event or effect that can be neither anticipated nor controlled. There are dozens of circumstances or events that can be classed as examples of force majeure: earthquakes, hurricanes, explosions, floods, energy blackouts, epidemic diseases and war.
2.2 Internal environmental factors

The internal environment covers the risk and opportunity factors that can influence the project from the inside of the organization or company. These factors comprise inter alia the features and complexities related to long project life-cycle, project management issues associated with a long life-cycle, and organizational structure. The organizational structure issues include resources, competences, communication and decision-making flows, corporate missions, corporate culture, technical features and financial properties of the project [17–19].

In the internal environmental risk and opportunity analysis, a risk breakdown structure has been elaborated with the internal environmental factors and sub-factors of an infrastructure project (Table 4).

In the internal environmental analysis four factors are defined: (2.1) project life-cycle, (2.2) organization, (2.3) technical aspects, and (2.4) financial aspects.

Then a qualitative multi-criteria evaluation takes place for assessing the risk level of the internal environmental factors. As a result, a qualitative risk matrix is obtained. Each sub-factor is evaluated on a qualitative 5-level Likert scale alike as in the external environmental analysis: High Risk, Risk, Neutral, Opportunity, High Opportunity.

The project life-cycle can be long for an infrastructure construction project with several phases, tasks, and milestones. For the project life-cycle factor, six sub-factors have been identified: (2.1) project life-cycle, (2.2) organization, (2.3) technical aspects, (2.4) financial aspects, (2.5) competitive environment, and (2.6) force majeure. 

Table 3. Factors and sub-factors of the external environment of a complex project.

<table>
<thead>
<tr>
<th>1. External environmental factors</th>
<th>Sub-factors</th>
<th>Qualitative evaluation</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.1. Political-legal</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1.2. Contractual</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1.3. Economic</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1.4. Social</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1.5. Client influence</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1.6. Competitive environment</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1.7. Technology</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1.8. Force majeure</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 4. Factors and sub-factors of the internal environment of a complex project.

<table>
<thead>
<tr>
<th>2.2 Internal environmental factors</th>
<th>Sub-factors</th>
<th>Qualitative evaluation</th>
</tr>
</thead>
<tbody>
<tr>
<td>2.1. Project life-cycle</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2.2. Organization</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2.3. Technical aspects</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2.4. Financial aspects</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
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<table>
<thead>
<tr>
<th>2. Internal environmental factors</th>
<th>Sub-factors</th>
<th>Qualitative evaluation</th>
</tr>
</thead>
<tbody>
<tr>
<td>2.1. Project life-cycle</td>
<td>2.1.1. Strategic studies</td>
<td>HIGH RISK</td>
</tr>
<tr>
<td></td>
<td>2.1.2. Design-Technical studies</td>
<td>RISK</td>
</tr>
<tr>
<td></td>
<td>2.1.3. Call for tenders-Contracting</td>
<td>MEDIUM</td>
</tr>
<tr>
<td></td>
<td>2.1.4. Construction</td>
<td>OPPORTUNITY</td>
</tr>
<tr>
<td></td>
<td>2.1.5. Maintenance-Exploitation</td>
<td>HIGH OPPORTUNITY</td>
</tr>
<tr>
<td></td>
<td>2.1.6. Demolishing-Removal</td>
<td></td>
</tr>
<tr>
<td>2.2. Organization</td>
<td>2.2.1. Project Management Office</td>
<td></td>
</tr>
<tr>
<td></td>
<td>2.2.2. Engineering Department</td>
<td></td>
</tr>
<tr>
<td></td>
<td>2.2.3. Construction Department</td>
<td></td>
</tr>
<tr>
<td></td>
<td>2.2.4. Financial Department</td>
<td></td>
</tr>
<tr>
<td></td>
<td>2.2.5. Legal Department</td>
<td></td>
</tr>
<tr>
<td></td>
<td>2.2.6. Architecture Office</td>
<td></td>
</tr>
<tr>
<td></td>
<td>2.2.7. Sub-contractors</td>
<td></td>
</tr>
<tr>
<td></td>
<td>2.2.8. Consultants</td>
<td></td>
</tr>
<tr>
<td></td>
<td>2.2.9. Maintainers</td>
<td></td>
</tr>
<tr>
<td></td>
<td>2.2.10. Suppliers</td>
<td></td>
</tr>
<tr>
<td>2.3. Technical aspects</td>
<td>2.3.1. Technical complexity</td>
<td></td>
</tr>
<tr>
<td></td>
<td>2.3.2. Mastery of constructive technique</td>
<td></td>
</tr>
<tr>
<td></td>
<td>2.3.3. Innovation proposition</td>
<td></td>
</tr>
<tr>
<td></td>
<td>2.3.4. Resource availability</td>
<td></td>
</tr>
<tr>
<td></td>
<td>2.3.5. Quality management</td>
<td></td>
</tr>
<tr>
<td></td>
<td>2.3.6. Safety management</td>
<td></td>
</tr>
<tr>
<td>2.4. Financial aspects</td>
<td>2.4.1. Financial resource</td>
<td></td>
</tr>
<tr>
<td></td>
<td>2.4.2. Project cost estimation</td>
<td></td>
</tr>
<tr>
<td></td>
<td>2.4.3. Profitability forecast</td>
<td></td>
</tr>
<tr>
<td></td>
<td>2.4.4. Reserves</td>
<td></td>
</tr>
</tbody>
</table>

Table 4.
Factors and sub-factors of the internal environment of a complex project.
sub-factors are defined: strategic studies, design-technical-price studies, call for tenders-contracting, construction, maintenance-exploitation, and demolishing-removal. The objective is to evaluate the risk and opportunity factors related to the project planning and time management, the cost management for the whole project life-cycle, the complexity of tasks, and the knowledge and/or available information about the project features.

The structural organization is composed of various stakeholders with multiple organizational structures, services, and partners. There are risk and opportunity factors related to stakeholder’s availability, competence, degree of experience, collaboration skills, communication skills, coordination, managerial skills and management of project resources such as resource availability, resource acquisition and transportation, resource planning and optimization.

For the organization factor, ten sub-factors are defined: Project Management Office (PMO), engineering department, construction department, financial department, legal department, architecture office, sub-contractors, consultants, maintainers, and suppliers.

For the technical features, six sub-factors are defined: technical complexity of the project, mastery of construction techniques, innovation proposition, resource availability, quality management, and safety management.

For the financial features, we can consider the factors related to financial resources, project estimation, profitability, managerial costs, and reserves. For the financial features factor, four sub-factors are defined: financial resource, project cost estimation, profitability forecast and, reserves.

3. Qualitative multi-criteria risk analysis and decision-making process

3.1 Qualitative multi-criteria risk analysis

In the definition of the project execution model, a stakeholder uses resources for realizing the project activities or tasks [2]. According to this definition, the main dimensions of a project are the project stakeholders or the structural organization, the project life cycle and the resources. The internal and external environmental factors can induce risk events which may have positive and negative consequences for the project stakeholders, resources and the project progression. In the end, these factors may impact the project objectives in terms of time, cost, quality, and safety [4] (Figure 2).

For instance, the macro-economic factors can influence the project funding or raw material costs; a politic or social factor can influence a stakeholder behavior; a legal factor can influence the project progression; the behavior of the public client can influence the relational flows between the stakeholders; positive public opinion about the project can induce opportunities for the project’s realization.

Following the modeling of the risk breakdown structure of the environmental factors, the next step is to define a qualitative risk evaluation method to assess the external and internal environmental risk factors and to develop a global risk evaluation for the project. This assessment can be conducted at two levels:

1. in an early stage and at a strategic level for taking a strategic decision about the project,

2. before the contracting phase in order to develop a risk allocation plan.
The first assessment corresponds to a qualitative multi-criteria risk analysis, as part of a formalized decision-making process. The definition of the multi-criteria analysis is based on the risk breakdown structure of both sets of environmental risk factors and sub-factors. The qualitative risk assessment is realized by evaluating the environmental factors and the sub-factors in the Likert-scale from High Risk (HR) to High Opportunity (HO) as indicated in Table 5. In this way, we obtain a qualitative risk matrix for the external and internal environmental factors. An example of a risk matrix with the qualitative evaluations is illustrated in Table 6.

After codifying the Likert scale using the values in Table 5, the arithmetic mean “$N_{EnvExt}$” is calculated as the risk evaluation score for the external environment of the project. Alike, the arithmetic mean “$N_{EnvInt}$” is calculated as the risk evaluation score for the internal environment of the project. The following equations are used:

**Evaluation of external environmental factors:**

$$N_{EnvExt} = \frac{1}{8} \sum_{i=1}^{8} N_{cr-env-ext_i} \tag{1}$$

where $N_{cr-env-ext_i}$ is the evaluation score for each external environmental factor. For the factors such as “Client influence” where there are multiple sub-factors attached, the factor’s evaluation “$N_{cr-env-ext_i}$” is calculated using the following formula:

$$N_{cr-env-ext_i} = \frac{1}{n_{env-ext}} \sum_{i}^{n_{env-ext}} n_{env-ext_i} \tag{2}$$

<table>
<thead>
<tr>
<th>Risk/opportunity level</th>
<th>Score</th>
<th>Color code</th>
</tr>
</thead>
<tbody>
<tr>
<td>High risk (HR)</td>
<td>1</td>
<td>Red</td>
</tr>
<tr>
<td>Risk (R)</td>
<td>2</td>
<td>Orange</td>
</tr>
<tr>
<td>Neutral (N)</td>
<td>3</td>
<td>Yellow</td>
</tr>
<tr>
<td>Opportunity (O)</td>
<td>4</td>
<td>Green</td>
</tr>
<tr>
<td>High opportunity (HO)</td>
<td>5</td>
<td>Dark Green</td>
</tr>
</tbody>
</table>

**Table 5.** Qualitative scale for risk and opportunity levels.
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After codifying the Likert scale using the values in Table 5, the arithmetic mean \( N_{\text{EnvExt}} \) is calculated as the risk evaluation score for the external environment of the project. Alike, the arithmetic mean \( N_{\text{EnvInt}} \) is calculated as the risk evaluation score for the internal environment of the project. The following equations are used:

Evaluation of external environmental factors:

\[
N_{\text{EnvExt}} = \frac{1}{8} \sum_{i=1}^{8} N_{\text{cr-env-exti}}
\]

(1)

where \( N_{\text{cr-env-exti}} \) is the evaluation score for each external sub-factor \( i \), and \( n_{\text{env-ext}} \) is the total number of the sub-factors attached to an external factor.

Evaluation of internal environmental factors:

\[
N_{\text{EnvInt}} = \frac{1}{4} \sum_{i=1}^{4} N_{\text{cr-env-inti}}
\]

(3)

where \( N_{\text{cr-env-inti}} \) is the evaluation score for each internal environmental factor.

For the internal factors with multiple sub-factors attached, the calculation of the evaluation score \( N_{\text{cr-env-inti}} \) for an internal environmental factor is similar as in the external environment analysis. The evaluation score of an internal environmental factor \( i \) is calculated using the following formula:

\[
N_{\text{cr-env-inti}} = \frac{1}{n_{\text{env-int}}} \sum n_{\text{env-inti}}
\]

(4)

where \( n_{\text{env-inti}} \) is the evaluation score for the internal sub-factor \( i \), and, \( n_{\text{env-int}} \) is the total number of the sub-factors per internal factor.

<table>
<thead>
<tr>
<th>1. External environmental factors</th>
<th>Sub-factors</th>
<th>Qualitative evaluation</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.1. Political-legal</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1.2. Contractual</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1.3. Economic</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1.4. Social</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1.5. Client influence</td>
<td>1.5.1. Image of the client</td>
<td>X</td>
</tr>
<tr>
<td></td>
<td>1.5.2. Relations with the client</td>
<td>X</td>
</tr>
<tr>
<td></td>
<td>1.5.3. Communication frequency</td>
<td>X</td>
</tr>
<tr>
<td></td>
<td>1.5.4. Feed-back</td>
<td>X</td>
</tr>
<tr>
<td></td>
<td>1.5.5. Experience of the client</td>
<td>X</td>
</tr>
<tr>
<td></td>
<td>1.5.6. PM assistance</td>
<td>X</td>
</tr>
<tr>
<td></td>
<td>1.5.7. Project budget</td>
<td>X</td>
</tr>
<tr>
<td></td>
<td>1.5.8. Financial capacity of the client</td>
<td>X</td>
</tr>
<tr>
<td></td>
<td>1.5.9. Change management ability</td>
<td>X</td>
</tr>
<tr>
<td>1.6. Competitive environment</td>
<td>1.6.1. Number of the competitors</td>
<td>X</td>
</tr>
<tr>
<td></td>
<td>1.6.2. Competitor’s size</td>
<td>X</td>
</tr>
<tr>
<td></td>
<td>1.6.3. Technical capacity</td>
<td>X</td>
</tr>
<tr>
<td></td>
<td>1.6.4. Financial capacity</td>
<td>X</td>
</tr>
<tr>
<td></td>
<td>1.6.5. Partners</td>
<td>X</td>
</tr>
<tr>
<td>1.7. Technology</td>
<td>1.7.1. Technical difficulties</td>
<td>X</td>
</tr>
<tr>
<td></td>
<td>1.7.2. Special products</td>
<td>X</td>
</tr>
<tr>
<td></td>
<td>1.7.3. Material price fluctuation</td>
<td>X</td>
</tr>
<tr>
<td>1.8. Force majeure</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 6. Qualitative risk matrix for environmental risk and opportunity factors.
For the risk matrix example illustrated in Table 6, the resulting evaluation score for the “external risk environment” of the project is:

\[ N_{\text{EnvExt}} = 2.55 \]  

(5)

If the resulting evaluation score \( N_{\text{EnvExt}} \) is smaller than 3, the external environment of the project is qualified as “risky” according to the qualitative scale of Table. If the resulting evaluation score evaluation score is larger than 3, the environment is qualified as “opportune”. The evaluation score \( N_{\text{EnvInt}} \) for the internal environment of the project can be calculated and assessed in a similar way.

### 3.2 Decision-making process

Following the analysis of the project’s external and internal environments, the risk evaluation scores help to assess if the project will be opportune or not for the company. Based on this assessment, the company can take a go/no go decision for the project. Figure 3 shows the decision-making process. If the evaluation score of the external environmental analysis “\( N_{\text{EnvExt}} \)” is larger than or equal to 3, we look at the evaluation score “\( N_{\text{EnvInt}} \)” of the internal environmental analysis. If this evaluation score is also larger than or equal to 3, the project is qualified as an “opportune” project. An opportune project means that the project shows more opportunities than risk aspects. A GO or ACCEPT decision is proposed with a risk monitoring option.

If the evaluation score of the internal environmental analysis “\( N_{\text{EnvInt}} \)” is smaller than 3, a brainstorming session is organized for discussing if the company can deal with the project risk when necessary risk mitigation actions are planned. If the project managers agree that there are more opportunities than risk and the negative risk impacts could be reduced with the application of action plans, they could propose a GO or ACCEPT decision.

If the evaluation score \( N_{\text{EnvExt}} \) is smaller than 3, we look at the evaluation score \( N_{\text{EnvInt}} \). If this score is also smaller than 3, the project is qualified as a “risky” project, which means that there is more risk than opportunities and a STOP or REJECT decision is generally proposed. If the evaluation score is larger than or equal to 3, a brainstorming session is organized for discussing if the company can develop action plans to mitigate the negative risk impacts.

**Figure 3.**
*Decision-making process for the environmental risk analysis.*
The strategic and environmental analysis permits to identify and assess the main opportunity and risk factors in the early phase of the project. With the help of the multi-criteria analysis, project managers can also compare multiple projects and choose the most beneficial ones for the corporate strategy.

When a GO or ACCEPT decision is taken for the project, a response planning should be developed for the risk factors deemed critical. For instance, if a potential risk is identified attached to the contractual frame of the project, this factor should be analyzed in detail. Action plans should be developed to minimize the possible legal and administrative disruptions and prepare a realistic risk allocation agreement.

In the later phases, with the project progress, more information will be available about the project. Then, the strategic and environmental risk analysis of the project evolves towards a formalized risk management process. In this approach, the risk and opportunity factors can be identified and analyzed in a more detailed structure and tracked during the project life-cycle [2, 5].

In Figure 4 some risk events examples are illustrated, attached to the organizational factors in the internal environmental analysis, such as inaction of decision makers, unavailability of stakeholders, communication problems, poor definition and allocation of responsibilities. In this step, a formalized risk register can be developed with the risk and opportunity events, the qualitative or quantitative assessment of probability of occurrence and possible impacts in terms of cost, delay, quality and safety. Then, a risk response planning can be developed and implemented in order to mitigate the risk during the project life-cycle.

4. Conclusion

For complex projects such as infrastructure construction projects, implementing a risk management strategy is essential to achieve the project goals. It is essential to be aware of project risks related to environmental factors in order to develop the appropriate action plans. Structuring a risk management strategy that includes not only risk events but also opportunities will be beneficial for the business strategy. However, developing a robust and reliable risk management strategy can be quite difficult for complex infrastructure construction projects. Complex projects may
have a long and complex life-cycle, multiple stakeholders with a complex organizational plan, and contractual complexities. For these types of projects, the identification and assessment of risks is a difficult task and may depend upon the project’s characteristics and the project’s environmental conditions. Since complex projects can also be of strategic importance, the early project phases play an important role in risk analysis. During this period, the project managers should analyze whether the project could be beneficial or risky to the company, carry out strategic and feasibility studies, and decide to continue or not with the project. In this step, a robust decision-making strategy should be developed for the project’s future, which includes a careful analysis of the risk and possible opportunities. However, the lack of precise information about the project and a large number of uncertainties may lead to certain limitations in the reliable identification and analysis of the risk and possible opportunities during the early project phase.

This paper outlines a formalized process of strategic and project environmental risk analysis at a very early stage of a complex infrastructure construction project. Examples show how this methodology has been put into practice.

In the process, the external and internal environmental risk and opportunity factors are identified and analyzed in a formalized approach to develop an optimal strategic decision to allocate certain resources to a prospective project and later, after preliminary studies, effectively consider the project for detailed studies. Then, a qualitative multi-criteria analysis is undertaken in order to evaluate the risk and opportunity factors attached to the external and internal environment of the project and to assess the overall risk level in the early project phases. At this level, highlighting the presence of uncertainties and the lack of detailed information about the project, the risk evaluation scores cannot present a firm conclusion on the overall risk assessment. However, the methodology can provide important elements to the project management and allows risk managers to discuss in detail the risk and possible opportunities to the project. In fact, the strategic and environmental analysis should be considered as a project analysis element before any decision-making process. The environmental risk analysis may provide insight for a realistic negotiation of risk allocation with the other project stakeholders. In addition, the process may provide an accurate global vision of the project and a good understanding of the project’s environmental factors. The integration proposed in the model between environmental analysis and risk management received good feedback from project experts when applying the process in operational cases.

During later project phases, the project and risk managers can perform a more detailed risk identification and analysis; identify risk and opportunity events in a more detailed breakdown structure, assess them qualitatively and quantitatively, provide risk response planning and monitor risks during the project life-cycle. The analysis can be conducted more thoroughly when the project data permits. The formalized approach integrated into the environmental risk analysis process can provide feedback on the project, and this information could be used in the analysis of future projects.
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Chapter 3
Resilience of Critical Infrastructures: A Risk Assessment Methodology for Energy Corridors
Andrea Carpignano, Daniele Grosso, Raffaella Gerboni and Andrea Bologna

Abstract
The need for scientific methodologies to assess quantitatively the resilience of critical infrastructures against natural hazards (like earthquakes, floods, storms, landslides and wildfires) during the last decade has become a relevant aspect for several countries and for the European Union. In fact, this quantification could allow setting and implementing effective measures to prevent or mitigate the negative socio-economic effects that a possible disruption of these infrastructures, caused by extreme natural events, could cause. This paper focuses, in particular, on energy corridors and proposes a new approach for evaluating their resilience, based on the definition of a criticality index able to estimate the economic damage associated to all the hazards by taking into account the spatial dimension of the infrastructure and by combining different interdependent parameters that could affect the criticality level. The procedure was tested by means of an application to a simplified case study. The obtained results highlighted the main advantages of the defined method, especially in ranking the critical sections of the infrastructure and prioritising the investments for reinforcing and protecting it or in identifying the further tests to be performed, especially in the case of a reassessment of the acceptable risk limit.
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1. Introduction
The reduction in the vulnerability to all the possible hazards (in many cases unpredictable) that could damage Critical Infrastructures (CIs) by improving the level of their protection and by increasing their resilience is one of the main goals of the European Union. The objective is to limit as much as possible the probability of widespread negative effects on EU's citizens and economy by ensuring services even in the case of significant disruptive events, coherently with the objectives of the Stockholm Programme [1] and of the EU Internal Security Strategy [2].

The United Nations International Strategy for Disaster Reduction (UNISDR) defined the resilience as "the ability of a system, community or society exposed to hazards to resist, absorb, accommodate to and recover from the effects of a hazard in a timely and efficient manner, including through the preservation and restoration..."
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1. Introduction

The reduction in the vulnerability to all the possible hazards (in many cases unpredictable) that could damage Critical Infrastructures (CIs) by improving the level of their protection and by increasing their resilience is one of the main goals of the European Union. The objective is to limit as much as possible the probability of widespread negative effects on EU’s citizens and economy by ensuring services even in the case of significant disruptive events, coherently with the objectives of the Stockholm Programme [1] and of the EU Internal Security Strategy [2].

The United Nations International Strategy for Disaster Reduction (UNISDR) defined the resilience as “the ability of a system, community or society exposed to hazards to resist, absorb, accommodate to and recover from the effects of a hazard in a timely and efficient manner, including through the preservation and restoration
of its essential basic structures and functions” [3]. This general statement applies also to the CIs.

According to the definition firstly given by the European Community in the 2004 Communication on “Critical Infrastructure Protection in the fight against terrorism” [4], the Critical Infrastructures are crucial systems, facilities, networks or assets which disruption would lead to relevant impacts on the socio-economic condition and development of a Member State (MS). For enhancing their protection not only against terrorism, but also against all the other hazards (thus including natural disasters), the European Programme for Critical Infrastructure Protections (EPCIP) was set [5, 6]. The aim of this programme was to define a general framework based on several principles including subsidiarity, sector-by-sector approach, complementarity, confidentiality, proportionality and stakeholder cooperation. It focused on the identification of the European Critical Infrastructures (ECI) defined as CIs located in EU’s MS which disruption would significantly affect at least two MS [5]. It also addressed their possible interdependencies, the assessment of their risk by means of common approaches, the measures that could be set to improve their protection, the impacts that hazards and accidents external to EU’s borders could have on the EU, the contingency plans to reduce or mitigate the negative effects of CI disruptions [5].

One of the most relevant documents for the implementation of the ECIP is the 2008 Directive on “the identification and designation of European critical infrastructures and the assessment of the need to improve their protection” [7]. It represents the first approach to identify ECI and to evaluate the need for increasing their protection level, and it refers to only two specific sectors (energy and transport), pointing out the necessity of future reviews meant to include other sectors, like the information and communication technology (ICT) one. It also requires owners/operators of the identified ECI to produce Operator Security Plans (OSP), which define the options existing or being implemented for the ECI protection.

In 2013, a revision of the EPCIP was introduced [8], aiming at organising the implementation of the activities along three work streams (prevention, preparedness and response), at deepening the analysis of the interdependencies (both cross-sector and cross-border) and at taking into account critical ICT infrastructures and their relationship with other CIs (especially electricity generation and transmission infrastructures).

In 2017, an evaluation aiming at assessing the implementation of the 2008 Directive and focusing on its relevance, coherence, effectiveness, efficiency, EU added value and sustainability has been launched by the European Commission. The assessment process ended in 2019. It puts into evidence the need of revising the Directive, including further sectors besides the energy and transport ones and taking into account the interdependencies among sectors. Furthermore, it highlights the relevance that new threats – including those related to the artificial intelligence, the introduction of advanced ICT solutions that can create new vulnerabilities and the involvement of third countries in the ownership and operation of CIs – can assume [9, 10].

In order to effectively enhance the protection of CIs, quantitative methodologies, able to evaluate their resilience and to assess, in a holistic way, the different dimensions involved are needed. In particular, the approaches proposed in the scientific literature focus on some key aspects related to the concept of infrastructure resilience, namely: ad hoc risk assessment methodologies for quantifying the resilience of CIs, interlinks and interdependencies among CIs, analysis of the infrastructure vulnerability with respect to different kind of threats. Some of these approaches also try to assess the multi-dimensional (energy, social, environmental and economic) impacts due to disruptive events involving CIs.
With respect to these aspects, different reviews of the proposed studies are available in literature, as those carried out by Ouyang [11], Griot [12], Wang et al. [13] and Liu et al. [14].

Considering the quantitative methodologies for evaluating the resilience of CIs, two studies prepared by the JRC can be firstly mentioned. In particular, Galbusera et al. [15] proposed a feasibility study for the application of stress tests (like those adopted in the nuclear and economic sectors) to the evaluation of CI resilience against several hazards. Giannopoulos et al. [16] carried out an analysis of the state of the art related to the risk assessment methodologies that could be useful for the protection of CIs. A general approach to risk analysis and management of system-of-systems can be found in the studies performed by Haines et al. [17] and by Ariel Pinto et al. [18]. Eusgeld et al. [19] analysed instead the alternative modelling options (integrated and coupled models) for system-of-systems and proposed a specific High Level Architecture (HLA) for modelling Supervisory Control and Data Acquisition (SCADA) and “System under Control” (SuC, like gas supply system or power supply system). Labaka et al. [20, 21] suggested a holistic framework (based on the identification of resilience policies, on their influence and on the methodology for their implementation) aiming at increasing the resilience of CIs by identifying their resilience level, their weaknesses and the possible improvements to be implemented. Mao et al. [22] highlighted that different measures aiming at increasing the resilience of CIs can be coherent or conflicting among each other, due to a missing systemic approach. Consequently, they proposed a framework based on a quality function deployment (QFD) that takes into account the correlations between resilience improvement actions at different stages of the CIs lifecycle. Nan et al. [23] proposed a method for resilience estimation, which combines a hybrid multi-layer model (for capturing the interaction between different subsystems) and an integrated metric (for the quantification of the resilience, considering the different resilience capabilities). Ouyang et al. [24] focused on the CIs protection, starting from the actions that can be adopted to protect weak system components before a disruptive event happens and comparing the robustness-based approach (mainly related to the remaining functionality level of the system after the event and before the restoration) and the resilience-based approach (which includes the possible restoration path and the related rapidity).

The opportunity to model infrastructure networks as interconnected system-of-systems in order to properly describe the cascade effects due to their strong interdependencies has been underlined by several authors. Theocharidou et al. [25] suggested a new methodology – called CRitical Infrastructures & Systems Risk and Resilience Assessment Methodology (CRISRRAM) – developed in an all-hazard perspective and based on a system-of-systems approach (a definition of system-of-systems can be found in [26]), which introduces three layers (society, asset and system) and evaluates the direct or indirect effects on economy, environment and citizens caused by the hazards considered in each scenario. Another approach based on the system-of-systems concept, a Monte Carlo simulation and a Hierarchical Graph representation of the interdependent CIs is the one described by Ferrario et al. [27], which was applied to two case studies – concerning respectively small electric and gas grids (plus a SCADA system) and a large electrical distribution network – for the evaluation of their robustness. Kröger et al. [28] and Zio [29, 30] furtherly suggested an approach – helpful in CI protection – based on the risk and vulnerability concepts and able to allow the identification of possible vulnerabilities (both evident and hidden), thus avoiding the failures that could originate when the CIs are subject to hazards of multiple nature. Johansson et al. also focused on the opportunity to use vulnerability analyses to complete reliability studies of CIs [31] and demonstrated it by applying a Monte Carlo approach for reliability analyses and
a vulnerability analysis to an electric power system. Moreover, Johansson et al. [32] proposed a model that could be useful in the framework of vulnerability analyses of interdependent infrastructures that are described by both a network model (based on the graph theory) and a functional model. Stergiopoulos et al. [33] explored the interdependencies among CIs that cause cascading effects in the case of failure. For this purpose, the authors started from the dependency risk methodology proposed by Kotzanikolaou et al. [34, 35] and introduced graph centrality metrics in order to identify the nodes that mainly affect the risk paths and that can thus be controlled in order to improve risk mitigation. Furthermore, Stergiopoulos et al. [36] extended the studies performed by Kotzanikolaou et al. [34, 35, 37] by considering the time evolution of each dependency (using fuzzy models) and the concurrent common-cause cascading failures, developing a supporting tool for decision making (named CIDA, i.e. Critical Infrastructure Dependency Analysis). This tool can be useful in assessing the CI’s resilience under different scenarios and the effectiveness of possible mitigation actions. Fu et al. [38] also focused on the opportunity of treating infrastructure networks as interdependent system-of-systems, while Utne et al. [39] proposed a methodological approach to model the interdependencies among CIs built starting from the use of relatively simple cascade diagrams. Furthermore, the JRC developed the Geospatial Risk and Resilience Assessment Platform (GRRASP), a graphical tool for analysing network systems that can be adopted to identify the critical elements of the network and to evaluate the cascading effects of CI disruptions, taking into account cross-sectoral and cross-border interdependencies [40].

Finally, with reference to the impact analysis of different threats on CIs, specific models have been developed in order to assess the physical security and the resilience of CIs themselves against single kinds of hazards. In particular, Khalil et al. [41] focused on the modelling of physical security of CIs under attack scenarios by using a Monte Carlo-based probabilistic dynamic approach. Urlainis et al. [42] implemented instead a supporting tool for decision making suitable to evaluate the risk related to oil & gas critical infrastructures after the occurrence of a seismic event. This tool adopts fault-trees, decision trees and fragility curves and allows the identification of the most critical sections of the analysed system based on the damage state of its components. Shakou et al. [43] proposed a framework for increasing the resilience of CIs with respect to climate change phenomena, based on different timescales and promoting flexibility, modularisation and diversification.

In comparison with the mentioned studies available in the scientific literature, the new methodological approach proposed in this paper mainly focuses on single large infrastructures (like energy corridors for oil and gas supply) and aims at taking into account their geographical dimension, allowing analyses characterised by a high spatial granularity. Furthermore, the proposed procedure is able to consider the most relevant interdependencies among the parameters that could impact on the criticality of an infrastructure with a simple mathematical formulation. Therefore, this work aims at being a supporting tool not only for infrastructures management companies and for the civil protection but also for public administrations.

The paper considers the energy CIs: according to the 2008 EU Directive, this category includes facilities and infrastructures for power generation and transmission, for oil and gas production, treatment, storage and transmission and LNG terminals [7]. In particular, it focuses on the energy corridors (oil and gas pipelines, power lines).

Its goal is to define a methodology for the evaluation of a criticality index, related to the failure of an energy infrastructure due to extreme natural hazards like earthquakes, floods, storms, landslides and wildfires. This criticality index is useful to assess the criticality level of each section of the infrastructure itself (taking into
account its spatial dimension) with respect to the socio-economic damage (measured in economic unit) caused by the failure. Furthermore, the possibility to estimate the distance from the criticality status even in case of non-critical scenarios and to compare the criticality condition with a risk acceptability criterion (identifying – for the most critical sections – the need for undergoing structural tests) could give a valuable support in prioritising investments and in defining suitable countermeasures and protective actions.

2. Methodology

The proposed approach starts from the concept of energy corridor. A corridor can be defined as an extensive infrastructure (like natural gas and oil pipelines and large power lines), characterised by a start point and an end point, that links production/refining facilities with distribution hubs. Energy corridors are usually strategic elements for the economy of the countries that are connected to them, and their influence spreads over a large area not limited to the geographical neighbourhood of the infrastructure. In a future world that is expected to be increasingly interconnected with large scale energy markets, the role of energy corridors could become crucial: the diversification of the sources and the possibility to ensure the functionality of the infrastructures could significantly impact on the security of energy supply and on the economic systems of several countries, especially those characterised by a high level of energy import dependency.

For these reasons, the quantitative evaluation of the resilience of the energy corridors against possible adverse events through the numerical estimation of their criticality level and the simultaneous identification of suitable criteria for risk acceptability are essential in order to identify the sections that require attention and investments for preventing potentially severe failures which could impact on the GDP (Gross Domestic Product) with losses at different scales.

According to the methodology described in the following sections, a set of parameters influencing the criticality status of the corridor and their interdependencies have been firstly defined (Section 2.1). A relationship linking these parameters has then been built to define a new Criticality Index (Section 2.2). A criterion for the risk acceptability (Section 2.3) and the application of the whole procedure to a simplified case study have been eventually discussed (Section 3).

2.1 Identification of the parameters and their interdependencies

The proposed methodology focuses on the quantitative assessment of the criticality of a single section of an energy corridor under an all-hazard perspective, i.e. with respect to all the possible extreme natural events.

For this purpose, the first step has been represented by the definition of a set of parameters that could affect the criticality level of an energy infrastructure, by their clustering into different groups and by the analysis of their interdependencies. Moreover, in order to take into account the spatial dimension of the energy corridors, the possible dependency of each parameter on the geographical position \(z_c\) (ranging between 0 and the corridor length \(l_c\) and measured in km) along the corridor itself has been explored. In fact, an infrastructure like a pipeline can typically run over long lengths and the natural environment surrounding it could significantly change along the route: consequently, certain natural hazards could be considered only for a limited set of branches and not for the overall length of the corridor. Eventually, the effects of a variation in the value of each parameter on the damage have been estimated. In particular, in this study 15 parameters and 4 groups...
(“Event related”, “Corridor related”, “Backup sources related” and “Users related”) have been considered: the parameters taken into account are listed in Table 1 and the dependency matrix is shown in Table 2. The interdependencies are identified assuming as increasing the value of each independent parameter and reporting the effect on the dependent parameter (decreasing or increasing when the independent parameter increases). The table reports also the effect of each parameter on damage.

Referring to Group 1, the seasonality $s$ – that represents the variability of the considered natural event across the year – is the parameter that mainly affects the other ones. The probability $p$ that the natural event could have an impact not only on the analysed corridor but also on other infrastructures supplying the same commodity (backup sources) is strictly related to the magnitude of the event itself and on the geographical context: it depends on the distance between the corridor (or corridor branch) and the considered backup source and on the potential damage area for the considered event, quantified through the damage distance $\lambda$. All the facilities located at a distance lower than or equal to $\lambda$ are certainly involved by the event to such a degree that their functionality is lost.

In general, an increase in all the parameters related to the corridor (Group 2) causes an increase in the potential damage. It has to be highlighted that $RT$ – which includes not only the time needed to repair the infrastructure but also the time for reaching the damaged section of the corridor and the time to get the requested spare parts – depends not only on the season but also on the temporal and spatial scale of

<table>
<thead>
<tr>
<th>Group</th>
<th>Parameter</th>
<th>Description</th>
<th>Unit</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Event related</td>
<td>$p$</td>
<td>Probability to involve more than a single facility</td>
<td>—</td>
</tr>
<tr>
<td></td>
<td>$\lambda$</td>
<td>Damage distance (measure of the potential damage area of the event)</td>
<td>km</td>
</tr>
<tr>
<td></td>
<td>$\tau$</td>
<td>Time scale of the event (measure of its duration)</td>
<td>s</td>
</tr>
<tr>
<td></td>
<td>$s$</td>
<td>Seasonal factor (influence of the season on the event)</td>
<td>—</td>
</tr>
<tr>
<td>2. Corridor related</td>
<td>$l_c$</td>
<td>Length of the corridor</td>
<td>km</td>
</tr>
<tr>
<td></td>
<td>$c_{p,c}$</td>
<td>Peak capacity of the corridor</td>
<td>GJ/s</td>
</tr>
<tr>
<td></td>
<td>$RT$</td>
<td>Repair time</td>
<td>s</td>
</tr>
<tr>
<td>3. Backup sources related</td>
<td>$d_p$</td>
<td>Distance between a single source and the corridor</td>
<td>km</td>
</tr>
<tr>
<td></td>
<td>$c_{p,b}$</td>
<td>Peak capacity of the source</td>
<td>GJ/s</td>
</tr>
<tr>
<td></td>
<td>$r_{m,b}$</td>
<td>Minimum available reserves for the single source</td>
<td>GJ</td>
</tr>
<tr>
<td></td>
<td>$a_b$</td>
<td>Availability of the source</td>
<td>—</td>
</tr>
<tr>
<td></td>
<td>$a_{tec}$</td>
<td>Technical availability of the source</td>
<td>—</td>
</tr>
<tr>
<td>4. Users related</td>
<td>$i$</td>
<td>Interruptible capacity</td>
<td>GJ/s</td>
</tr>
<tr>
<td></td>
<td>$a_i$</td>
<td>Availability of interruptible capacity</td>
<td>—</td>
</tr>
<tr>
<td></td>
<td>$e$</td>
<td>Energy intensity for the considered commodity</td>
<td>€/GJ</td>
</tr>
</tbody>
</table>

Table 1. Considered parameters by group.
the event: the greater the geographical extension of the natural event and its duration, the longer the time needed to reach the damaged section.

As it can be reasonably expected, an increase in the parameters related to the availability of backup sources causes a decrease in the damage. It can be underlined that the average distance between the backup sources provides information about the probability that a backup source could be involved in the considered extreme event: in fact, the higher the value of this parameter, the lower the probability. The availability of these sources depends not only on the seasonality, but also indirectly on the distance between the corridor and the source: in particular, it increases if the source is far from the epicentre of the event.

Considering Group 4, the parameters are related with the reference market: in case of a possible corridor failure, the market operator could decide a supply interruption for some selected users, in order to reduce the load of the considered infrastructure; the interruptible capacity could depend on the season. The energy intensity $e$ (i.e. the amount of energy needed to produce a unit of GDP), instead, gives a measure of the importance of the commodity delivered by the considered corridor, allowing to quantify the economic damage deriving from the supply lost as a consequence of an extreme event.

It can be highlighted that the event related parameters can be evaluated on the basis of geological surveys and studies on natural hazards with respect to the specific site analysed. Among them, the probability of involving more facilities needs ad hoc formulations and cannot be generically expressed by means of a single mathematical relationship (as further discussed in Section 2.2). The majority of the corridor related and the backup sources related parameters are instead technical

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Description</th>
<th>Dependency on the position $x_c$</th>
<th>Effects on damage with $\uparrow \downarrow$</th>
<th>Interdependencies with $\uparrow \downarrow$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$p$</td>
<td>Probability to involve more facilities</td>
<td>X</td>
<td>X</td>
<td>$\lambda$, $d_b$</td>
</tr>
<tr>
<td>$\lambda$</td>
<td>Damage distance</td>
<td>X</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\tau$</td>
<td>Event time scale</td>
<td>X</td>
<td>$s$, $s$</td>
<td></td>
</tr>
<tr>
<td>$s$</td>
<td>Season</td>
<td>X</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$l_c$</td>
<td>Corridor length</td>
<td>X</td>
<td>X</td>
<td></td>
</tr>
<tr>
<td>$c_{p,c}$</td>
<td>Corridor peak capacity</td>
<td>X</td>
<td>$s$, $s$</td>
<td></td>
</tr>
<tr>
<td>$RT$</td>
<td>Repair time</td>
<td>X</td>
<td>$\tau$, $s$, $s$</td>
<td></td>
</tr>
<tr>
<td>$d_{b}$</td>
<td>Distance source-corridor</td>
<td>X</td>
<td>X</td>
<td></td>
</tr>
<tr>
<td>$c_{p,b}$</td>
<td>Source peak capacity</td>
<td>X</td>
<td>$s$, $s$</td>
<td></td>
</tr>
<tr>
<td>$r_{m,b}$</td>
<td>Minimum reserve of the source</td>
<td>X</td>
<td>$s$, $s$</td>
<td></td>
</tr>
<tr>
<td>$a_b$</td>
<td>Availability of the source</td>
<td>X</td>
<td>$s$, $d_b$, $\lambda$, $s$</td>
<td></td>
</tr>
<tr>
<td>$a_{tec}$</td>
<td>Technical availability</td>
<td>X</td>
<td>$s$, $s$</td>
<td></td>
</tr>
<tr>
<td>$i$</td>
<td>Interruptible capacity</td>
<td>X</td>
<td>$s$, $s$</td>
<td></td>
</tr>
<tr>
<td>$a_i$</td>
<td>Availability of $i$</td>
<td>X</td>
<td>$s$, $s$</td>
<td></td>
</tr>
<tr>
<td>$e$</td>
<td>Energy intensity</td>
<td>X</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 2. Interdependencies and effects on damage.
data that are usually available for the specific infrastructures considered. Only the repair time should be estimated by means of suitable databases or specific investigations (Maintainability Analyses). Eventually, referring to the users related parameters, the interruptible capacity is an information that should be known as depending on already signed contracts and agreements, while the energy intensity for the commodity carried by the corridor can be obtained from statistical sources.

Furthermore, for the proposed method, the corridor can be assumed as one-dimensional, i.e. only characterised by the running coordinate $z_c$. This is because only the position along the corridor, the distance between the backup sources with respect to the corridor and the distance between the epicentre of the considered natural hazard and the corridor itself are relevant for the analysis.

### 2.2 Definition of the criticality index

Starting from the parameters and interdependencies identified in Section 2.1, in order to define a criticality index able to quantify the criticality of a single branch/corridor, a relationship expressing the socio-economic damage $D$ due to a certain extreme natural hazard has been defined (Eq. (1)). It expresses the damage $D$ in the section of the branch/corridor identified by the coordinate $z_c$ (running over the corridor length, from 0 to $l_c$).

$$D(s,p,z_c,\tau) = \left\{ RT(s,z_c,\tau) \cdot \left[ c_p(s) - \alpha_i(s) \cdot i(s) - \sum_b \alpha_b(s,p) \cdot \left( \frac{T_b}{RT(s,z_c,\tau)} \right) \right] \frac{1}{e} \right\}$$

(1)

where:

$$\begin{cases} T_b = T_b(s,z_c,\tau) = RT(s,z_c,\tau) & RT(s,z_c,\tau) \leq \frac{r_{m,b}}{c_{p,b}} \\ T_b = T_b(s) = \frac{r_{m,b}}{c_{p,b}} & RT(s,z_c,\tau) > \frac{r_{m,b}}{c_{p,b}} \end{cases}$$

(2)

$$\alpha_b(s,p) = \alpha_{tc}(s) \cdot [1 - p(z_c)]$$

(3)

Eq. (1) defines the economic value of the share of the commodity carried by corridor $c$ over the emergency time period (identified by $RT$) that cannot be directly delivered notwithstanding the contribution of interruptible users and the availability of backup sources. In fact, focusing on the square bracket in the equation:

- the term $c_{p,c}$ identifies the maximum amount of commodity that can be delivered per second in season $s$ and that is lost due to the failure; as a consequence, the product between $c_{p,c}$ and $RT$ defines the amount of energy unavailable during the repair time after the adverse event that caused the corridor failure
- the product between $\alpha_i$, $i$ and $RT$ defines the part of this supply that can be avoided during the emergency due to the fact that some users are interruptible
- the product between $\alpha_b$, $c_{p,b}$ and $T_b$ corresponds to the amount of energy commodity that can be certainly supplied by the backup sources during the repair time.

Referring to the probability that the event could involve other facilities (in particular, the backup sources) than the considered corridor, this can be expressed...
by several relationships or by more complex considerations that do not allow a simple mathematical formulation according to the different classes of natural events. For example, in the case of a river flood, \( p \) is a function not only of the distance between the corridor and the facility but also of the distance between the river and the facility. Furthermore, \( p \) is equal to 0 if the considered facility is outside the boundaries of the natural hazard, regardless of the distance between the source and the corridor. A possible relationship that can be adopted for some classes of events, like earthquakes, is the one expressed in Eq. (4) where the possible involved facilities are supposed to be the backup sources \( b \). If the distance between the backup source and the corridor \( d_b \) is lower than the damage distance \( \lambda \), the facility is assumed to be certainly involved by the event. If the distance \( d_b \) is higher than \( \lambda \) (i.e. the facility is located outside the potential damage area) the probability that the facility is involved by the event decreases in a proportional way with the increase of \( d_b \).

\[
P(z_c) = \begin{cases} \frac{\lambda}{d_b(z_c)} & d_b(z_c) \geq \lambda \\ 1 & d_b(z_c) < \lambda \end{cases}
\]

Moreover, it has to be highlighted that Eq. (1) is defined if

\[
c_{p,e}(s) - \alpha_i(s) \cdot i(s) - \sum_b \alpha_b(s,p) \cdot c_{p,b}(s) \cdot \left( \frac{T_b(s)}{RT(s,z_c,\tau)} \right) > 0
\]

as, from the risk analysis point of view, the damage \( D \) has to be positively defined. A negative value of \( D \) means that the corresponding corridor section is not critical: negative values of this term could be obtained, for instance, in the case that no other facilities are involved by the natural event and the loss of corridor capacity is completely supplied by backup sources.

For this reason, the proposed relationship for defining the criticality index \( CI \) as a function of the socio-economic damage is the one reported in Eq. (5):

\[
CI = \begin{cases} 
[1 + D(s,p,z_c,\tau)] \cdot [1 + e^{-D(s,p,z_c,\tau)}] - 1 & D(s,p,z_c,\tau) \geq 0 \\
\frac{1}{1 - D(s,p,z_c,\tau)} & D(s,p,z_c,\tau) < 0
\end{cases}
\]

In this case, \( CI \) does not correspond to an economic value of the damage caused by the considered event (like \( D \)), but it allows to associate a numerical value also to the corridor sections that are not strictly critical (i.e. those for which \( D \) is negative) thus measuring their “proximity” to a real potential damage and ranking them according to a criticality perspective, as the safety margins progressively reduce when a negative value of \( D \) approximates to 0.

As it can be noticed, the \( CI \) relationship is built in order to have \( \lim_{D \to \infty} CI = D \) and \( CI = 1 \) for \( D = 0 \) (i.e., when the infrastructure status changes from “non-critical” to “critical”).

A graphical representation of \( CI \) as a function of \( D \) can be observed in Figure 1.

2.3 Criteria for risk acceptability

In the scientific literature, few studies are available to identify risk acceptability criteria for the socio-economic risk, and the differences among the economic
systems do not allow to define easy procedures suitable to be applied to different contexts (like developed, developing and less developed countries).

For this reason, in the present paper a specific criterion has been proposed, based on the overall economic estimation of damages due to natural events, which takes into account both direct (i.e. to houses, infrastructures, industrial facilities, etc.) and indirect (i.e. productive losses, lack of basic services to population) damages.

According to the Munich Re insurance company statistical data, related to the global natural loss events worldwide (including geographical, meteorological, hydrological and climatological events) over the period 1980–2015 [44], the 2015 overall losses accounted for about 0.14% of the global GDP (GDP data from World Bank statistics [45]). However, during previous years significantly higher percentage values have been reached, in particular in 2011 (mostly due to the Tōhoku earthquake and tsunami in Japan), when the losses peaked at about 380 billion US dollars, and in 2005, mainly related to the hurricane Katrina in the U.S. These two events, in particular, highlight that extreme events involving developed countries generally lead to more relevant economic effects even at a global scale.

The proposed expression for the acceptable annual economic damage related to a certain corridor is evaluated as a fraction of the annual GDP, by taking into account the contribution of the energy sector to the GDP composition, the contribution of the analysed corridor to the overall energy supply of the country/area, the weight of the economic losses due to an extreme natural event.

In particular:

- The contribution of the energy sector to the GDP is expressed by the \( f_{en} \) factor, defined as:

\[
f_{en} = \frac{VA_{en}}{GDP} \tag{6}
\]
The contribution of the analysed corridor to the regional energy supply is given by the economic value of the commodity carried by the corridor \( c \) per year; the factor \( f_c \), is defined as:

\[
\begin{align*}
\text{(7)}
\end{align*}
\]

\[
\begin{align*}
f_c &= \frac{EV_c}{VA_{en}}
\end{align*}
\]

where:
- \( EV_c \): economic value of energy commodity delivered by corridor \( c \)
- \( VA_{en} \): value added of the energy sector; it has to be noticed that the GDP at market prices is the sum of the gross value added at market prices for all the productive sectors [46, 47].

The contribution of the analysed corridor to the overall energy supply of the country/area, the weight of the contribution of the energy sector to the GDP composition, the contribution of certain corridor is evaluated as a fraction of the annual GDP, by taking into account global scale.

Developed countries generally lead to more relevant economic effects even at a global scale. These two events, in particular, highlight that extreme events involving:
- 2003: the debris flow landslides due to a storm in the U.S., which caused overall losses accounted for about 0.14% of the global GDP (GDP data from World Bank statistics [44]). However, during previous years significantly higher percentage values have been reached, in particular in 2011 (mostly due to the Tōhoku earthquake and tsunami in Japan), when the losses peaked at about 380 billion US dollars, and in 2005, mainly related to the hurricane Katrina in the U.S.
- 2015 overall losses accounted for about 0.14% of the global GDP (GDP data from World Bank statistics [44]). However, during previous years significantly higher percentage values have been reached, in particular in 2011 (mostly due to the Tōhoku earthquake and tsunami in Japan), when the losses peaked at about 380 billion US dollars, and in 2005, mainly related to the hurricane Katrina in the U.S.

As no statistical data is available to evaluate the expenditures and economic losses for a specific natural event \( ne \) causing the failure of corridor \( c \), the average value \( f_{ne} \), defined at regional/country scale, is used as equivalent of the “local” ratio between the annual economic losses and expenditures associated to the failure of corridor \( c \) and the economic value \( EV_c \) of the commodity carried by \( c \) per year.

The previously described steps can be summarised into a single relationship (Eq. (9)), which allows to quantify the current economic risk in terms of monetary losses as a consequence of the adverse natural event \( ne \):

\[
\begin{align*}
\text{(9)}
\end{align*}
\]

\[
\begin{align*}
R_a = f_{ne} \cdot f_{en} \cdot f_c \cdot GDP
\end{align*}
\]

It has to be highlighted that specific estimations of the total economic losses and expenditures \( L_{ne} \) are not commonly available as public data and should be provided by insurance companies.

Once the current risk is defined, the maximum tolerable frequency (number of events per year) for a given damage in the corridor section identified by the coordinate \( z_c \) is assessed by adopting a graphical approach which starts from the previously defined Criticality Index (i.e. the economic value of the damage caused by the service disruption due to the analysed event) (Figure 2).

From the obtained maximum acceptable frequency, the corresponding event intensity can be evaluated using the frequency-intensity curve, which is characteristic for each class of events (Figure 3).

Several studies are available in literature regarding the relationship between the frequency and the intensity (or magnitude) of natural events. For example purpose, the ones performed by Hungr et al. [48], Jakob et al. [49, 50], Riley et al. [51] (related to the debris flow landslides), Hooke [52], Zhang et al. [53] (focusing on floods), and Papadakis [54] (considering earthquakes in Greece) can be mentioned.

In general terms, the intensity is associated to specific characteristics of the considered event (like the peak ground acceleration for the earthquakes, the maximum water level for floods, the maximum wind speed for storms and the heat flux...
for fires) and the link between intensity and frequency is evaluated on the basis of historical data analyses.

The obtained intensity has to be compared with the design limit value for the analysed infrastructure.

It has to be further underlined that $R_a$ represents the current overall risk related to the event $ne$. If a lower limit for risk acceptability for that event is desired, a reassessment (i.e. a reduction) has to be performed, according to Eq. (10).

$$R'_a = \alpha_{ne} \cdot R_a$$  \hspace{1cm} (10)

Figure 2.
Identification of the maximum tolerable frequency according to the CI value.

Figure 3.
Evaluation of the event intensity related to the maximum tolerable frequency according to frequency-intensity curve.

for fires) and the link between intensity and frequency is evaluated on the basis of historical data analyses.

The obtained intensity has to be compared with the design limit value for the analysed infrastructure.

It has to be further underlined that $R_a$ represents the current overall risk related to the event $ne$. If a lower limit for risk acceptability for that event is desired, a reassessment (i.e. a reduction) has to be performed, according to Eq. (10).

$$R'_a = \alpha_{ne} \cdot R_a$$  \hspace{1cm} (10)
where:
$R'_a$: reassessed limit for risk acceptability (see Figure 2)
$\alpha_{ne}$: reassessment factor for the definition of the limit for risk acceptability related to the class of natural events $ne$; $\alpha \in [0,1]$

In this case, the same $CI$ value corresponds to a lower maximum acceptable frequency, which – in turn – corresponds to a higher intensity that could exceed the design conditions of the infrastructure. In such a situation, new structural analyses have to be performed in order to verify its resilience and the possible need for mitigation actions, such as structural reinforcement, redundancy or relocation.

3. Case study and results discussion

The methodological approach described in Section 2 has been tested by applying it to a simplified case study. The main assumptions adopted can be summarised as follows:

- an ideal corridor and related surrounding environment have been taken into account;
- only two classes of extreme natural events (river floods and earthquakes) have been considered;
- three backup sources are available, able to cover the load for the entire period of unavailability of the corridor; these alternative sources are independent from the corridor itself;
- there is no interruptible capacity;
- a reassessment of the limit for risk acceptability has been assumed, with a risk reduction of one order of magnitude.

The spatial layout of the corridor and of the backup sources is shown in Figure 4, while their characterisation and the values of the main parameters are reported in Table 3.

It has to be underlined that, in this simplified case study, the values of the parameters have been chosen in order to be realistic but they are not corresponding to a real case. In particular, all the parameters have been assumed to be seasonally

![Figure 4](http://dx.doi.org/10.5772/intechopen.94755)
independent. Furthermore, the values have been set in order to describe a realistic configuration from a physical point of view, while from the economic perspective a unitary value for current risk limit (1 €/y) has been selected mainly due to the unavailability of specific public data on the total economic losses and expenditures.

In the reassessment of the limit for risk acceptability, the hypothesis of reducing it by an order of magnitude has been made. In general, if the proposed procedure is applied to a real system, the evaluation of the parameters should be performed according to the considerations expressed in Section 2.1.

The obtained CI ($z_c$) is shown in Figure 5 for both earthquake (E) and flooding (F) events. In particular, it can be observed that the corridor sections characterised by the highest CI values are those close to the backup sources in the seismic area (in the case of earthquake event) and to the river (in the case of flooding event). The sections where $CI < 1$ are those corresponding to a damage $D < 0$, i.e. the capacity of the backup sources is more than the one requested to ensure the coverage of the load in the case of unavailability of the corridor.

However, it has to be remarked that all the sections characterised by CI value slightly lower than 1 have to be considered as they are close to a critical condition.

Referring to the evolution of the availability parameter $\alpha_{t,b}$ ($s, p$) for the three backup sources, it can be noticed (Figure 6) that the lower the distance between the corridor and the source, the lower the availability: this is because if the natural event involves an area in which the corridor and the backup are close to each other, the probability for the backup source to be damaged is higher, and so its availability is lower.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Description</th>
<th>Value</th>
<th>Unit</th>
</tr>
</thead>
<tbody>
<tr>
<td>$p_{1,f}$</td>
<td>Probability to involve backup source 1 – flooding</td>
<td>0.5</td>
<td>—</td>
</tr>
<tr>
<td>$p_{2,f}$</td>
<td>Probability to involve backup source 2 – flooding</td>
<td>0.5</td>
<td>—</td>
</tr>
<tr>
<td>$p_{3,f}$</td>
<td>Probability to involve backup source 3 – flooding</td>
<td>0</td>
<td>—</td>
</tr>
<tr>
<td>$\lambda_e$</td>
<td>Earthquake damage distance</td>
<td>5</td>
<td>km</td>
</tr>
<tr>
<td>$\lambda_f$</td>
<td>Flooding damage distance</td>
<td>5</td>
<td>km</td>
</tr>
<tr>
<td>$s$</td>
<td>Seasonal factor (influence of the season on the event)</td>
<td>0</td>
<td>—</td>
</tr>
<tr>
<td>$c_{p,c}$</td>
<td>Peak capacity of the corridor</td>
<td>100</td>
<td>J/h</td>
</tr>
<tr>
<td>$RT$</td>
<td>Repair time</td>
<td>1</td>
<td>h</td>
</tr>
<tr>
<td>$c_{m,b1}$</td>
<td>Minimum operative margin in capacity – backup source 1</td>
<td>50</td>
<td>J/h</td>
</tr>
<tr>
<td>$c_{m,b2}$</td>
<td>Minimum operative margin in capacity – backup source 2</td>
<td>35</td>
<td>J/h</td>
</tr>
<tr>
<td>$c_{m,b3}$</td>
<td>Minimum operative margin in capacity – backup source 3</td>
<td>45</td>
<td>J/h</td>
</tr>
<tr>
<td>$\alpha_{t,b1}$</td>
<td>Technical availability of the backup source 1</td>
<td>0.95</td>
<td>—</td>
</tr>
<tr>
<td>$\alpha_{t,b2}$</td>
<td>Technical availability of the backup source 2</td>
<td>0.95</td>
<td>—</td>
</tr>
<tr>
<td>$\alpha_{t,b3}$</td>
<td>Technical availability of the backup source 3</td>
<td>0.95</td>
<td>—</td>
</tr>
<tr>
<td>$i$</td>
<td>Interruptible capacity</td>
<td>0</td>
<td>J/h</td>
</tr>
<tr>
<td>$e$</td>
<td>Energy intensity for the considered commodity</td>
<td>1</td>
<td>€/J</td>
</tr>
<tr>
<td>$DBE$</td>
<td>Magnitude of the design base earthquake</td>
<td>4.8</td>
<td></td>
</tr>
<tr>
<td>$DBF$</td>
<td>Maximum discharge of the design base flood</td>
<td>2000</td>
<td>m$^3$/s</td>
</tr>
<tr>
<td>$Ra$</td>
<td>Current risk value</td>
<td>1</td>
<td>€/y</td>
</tr>
<tr>
<td>$R'_a$</td>
<td>Reassessed limit for risk acceptability</td>
<td>0.1</td>
<td>€/y</td>
</tr>
</tbody>
</table>

Table 3. Values of the main considered parameters.
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In the reassessment of the limit for risk acceptability, the hypothesis of reducing it by an order of magnitude has been made. In general, if the proposed procedure is applied to a real system, the evaluation of the parameters should be performed according to the considerations expressed in Section 2.1.

The obtained CI(\(z_c\)) is shown in Figure 5 for both earthquake (E) and flooding (F) events. In particular, it can be observed that the corridor sections characterised by the highest CI values are those close to the backup sources in the seismic area (in the case of earthquake event) and to the river (in the case of flooding event). The sections where CI < 1 are those corresponding to a damage D < 0, i.e. the capacity of the backup sources is more than the one requested to ensure the coverage of the load in the case of unavailability of the corridor. However, it has to be remarked that all the sections characterised by CI value slightly lower than 1 have to be considered as they are close to a critical condition.

Referring to the evolution of the availability parameter \(\alpha_{b}(s,p)\) for the three backup sources, it can be noticed (Figure 6) that the lower the distance between the corridor and the source, the lower the availability: this is because if the natural event involves an area in which the corridor and the backup are close to each other, the probability for the backup source to be damaged is higher, and so its availability is lower.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Description</th>
<th>Value</th>
<th>Unit</th>
</tr>
</thead>
<tbody>
<tr>
<td>(p_{1,f})</td>
<td>Probability to involve backup source 1 - flooding</td>
<td>0.5</td>
<td>—</td>
</tr>
<tr>
<td>(p_{2,f})</td>
<td>Probability to involve backup source 2 - flooding</td>
<td>0.5</td>
<td>—</td>
</tr>
<tr>
<td>(p_{3,f})</td>
<td>Probability to involve backup source 3 - flooding</td>
<td>0</td>
<td>—</td>
</tr>
<tr>
<td>(\lambda_{e})</td>
<td>Earthquake damage distance</td>
<td>5 km</td>
<td></td>
</tr>
<tr>
<td>(\lambda_{f})</td>
<td>Flooding damage distance</td>
<td>5 km</td>
<td></td>
</tr>
<tr>
<td>(s)</td>
<td>Seasonal factor (influence of the season on the event)</td>
<td>0</td>
<td>—</td>
</tr>
<tr>
<td>(c_{p,c})</td>
<td>Peak capacity of the corridor</td>
<td>100 J/h</td>
<td></td>
</tr>
<tr>
<td>(R_T)</td>
<td>Repair time</td>
<td>1 h</td>
<td></td>
</tr>
<tr>
<td>(c_{m,b_1})</td>
<td>Minimum operative margin in capacity - backup source 1</td>
<td>50 J/h</td>
<td>—</td>
</tr>
<tr>
<td>(c_{m,b_2})</td>
<td>Minimum operative margin in capacity - backup source 2</td>
<td>35 J/h</td>
<td>—</td>
</tr>
<tr>
<td>(c_{m,b_3})</td>
<td>Minimum operative margin in capacity - backup source 3</td>
<td>45 J/h</td>
<td>—</td>
</tr>
<tr>
<td>(\alpha_{t,b_1})</td>
<td>Technical availability of the backup source 1</td>
<td>0.95</td>
<td>—</td>
</tr>
<tr>
<td>(\alpha_{t,b_2})</td>
<td>Technical availability of the backup source 2</td>
<td>0.95</td>
<td>—</td>
</tr>
<tr>
<td>(\alpha_{t,b_3})</td>
<td>Technical availability of the backup source 3</td>
<td>0.95</td>
<td>—</td>
</tr>
<tr>
<td>(i)</td>
<td>Interruptible capacity</td>
<td>0 J/h</td>
<td></td>
</tr>
<tr>
<td>(e)</td>
<td>Energy intensity for the considered commodity</td>
<td>1 €/J</td>
<td></td>
</tr>
<tr>
<td>(R_{a})</td>
<td>Current risk value</td>
<td>1 €/y</td>
<td></td>
</tr>
<tr>
<td>(R')</td>
<td>Reassessed limit for risk acceptability</td>
<td>0.1 €/y</td>
<td></td>
</tr>
</tbody>
</table>

### Figure 5.
CI evolution with respect to the position along the corridor \(z_c\); CI < 1 corresponds to D < 0.

### Figure 6.
Evolution of the availability of the backup sources with respect to the position along the corridor \(z_c\).

**Figure 7(a)** shows the frequency-CI curves corresponding to the original limit for risk acceptability and to the reassessed one. **Figures 7(b) and (c)** represent the frequency-magnitude curves, which have been built by using two different approaches for the two considered classes of natural events:

- the Gutenberg-Richter law \([55]\) in the case of earthquakes;
- a logarithmic relationship based on the one proposed by Wald et al. \([56]\) in the case of flooding.

The vertical lines correspond to the design base earthquake magnitude (DBE) and flood (DBF) for the corridor.

Starting from these curves and from the previously defined CI evolution, the maximum acceptable frequencies and the related intensities for both earthquake
and flood events and for both the original (E/F old) and reassessed (E/F new) limit for risk acceptability have been estimated, as reported in Figure 8.

As it can be observed in Figure 8a, the maximum acceptable frequency for earthquakes reaches its minimum value (corresponding to the maximum intensity, visible in Figure 8b) in the section where the corridor and the backup source 3 are closest each other and are both affected by the natural event \( p = 1 \) in Eq. (4)). Furthermore, it can be observed that in the case of reassessed risk limit the intensity is beyond the design condition (DBE, Figure 8b), thus leading to the need for performing tests in order to assess the robustness of the involved corridor section and to define suitable mitigation actions. The same considerations are valid for the flood (Figure 8c and d): the main difference is that – in this case – in the most critical corridor section the intensity overcomes the design value also for the original risk limit (DBF, Figure 8d), requiring further resilience tests also without hypothesising a reassessment of the limit for risk acceptability.

As mentioned before, the values of the considered parameters have been assumed without a specific reference to a real case, as the goal of the analysed case study is to show the functioning and the applicability of the proposed methodology through a theoretical example. For this reason, an analysis of the uncertainties has not been performed. Future works aiming at deeply exploring the criticality of existing infrastructures will include this aspect, especially regarding the event related parameters, with a particular attention devoted to the probability that different facilities are involved. As previously discussed, in fact, this probability needs detailed and complex considerations to be properly quantified with respect to the specific natural hazard and site studied.

This simplified case study, however, shows the potentiality of this approach in evaluating the possible critical sections of the infrastructures, prioritising the investments and the interventions in reinforcing them and in making them resilient to adverse extreme natural events.
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Figure 7.
Frequency-CI (a) and frequency-magnitude curves (b, c) for the analysed case study.

On the other hand, it also allows to identify some aspects that could be more deeply investigated in future studies in order to enhance the applicability to real cases and the effectiveness of the obtained results. In particular, among them, the unambiguous definition of the system boundaries can be mentioned. In fact, the identification of boundaries can be not easy in the case of meshed networks like natural gas distribution systems or power lines, for which it is difficult to define a single entry point and a single end point. Another relevant aspect is represented by
the availability of complete and uniform databases for both the technical characteristics of the analysed infrastructures/backup sources and the classes of natural events affecting the environment surrounding the infrastructure.

4. Conclusions

The protection of Critical Infrastructures against extreme natural hazards by evaluating and improving their resilience is one of the main goals for many countries or groups of countries (like the EU). For this reason, methodologies able to quantify the possible criticalities of these infrastructures are needed to better plan and implement actions, countermeasures and investments allowing to limit or avoid the negative energy, social and economic consequences deriving from natural hazards impacts.

With respect to other studies available in the scientific literature, the approach proposed in this paper focuses on energy corridors and aims at defining a criticality index, which is a function of the spatial position along the analysed corridor, and so it is useful to quantify the criticality level for each section of the considered infrastructure. This index is able to take into account a large variety of parameters (related to the natural event, to the corridor, to the availability of alternative sources and to the involved users) and their interdependencies. The developed methodology can be an effective supporting tool for decision makers and public administrations, for companies that have to manage crucial infrastructures for energy commodities transport and for the civil protection, as it allows – through a simple mathematical formulation – to identify the sections of an energy corridor that are critical with respect to a specific natural hazard or that are close to a criticality status, thus defining priority areas of intervention, preventive investments, mitigation actions and ad hoc countermeasures.

The introduced criticality index assesses in a numerical way the socio-economic damage (measured in monetary units) due to the effects of an extreme natural event on the selected infrastructure and can be used to evaluate the maximum acceptable frequency and the corresponding intensity of the event itself, allowing a comparison with the design condition of the corridor.

Furthermore, the possibility to evaluate the criticality index also for negative damage values (i.e. for not critical configurations) permits to measure the distance from the criticality, allowing to pay preventive attention to those sections that are closer to critical situations.

In general, the described approach gives the opportunity of ranking the single branches of a corridor according to their criticality and for all the different natural hazards, and, as a consequence, it gives the authorities in charge of protecting critical infrastructures the opportunity of prioritising the interventions.

The implementation of this methodology on real cases requires specialists from different fields and complex information. This can be deduced also from the application to a simplified case study (considering one corridor and two extreme events). However, the case study has underlined the advantages of the procedure, especially if a reassessment of risk acceptability limit is introduced, because it puts into evidence the safety margin with respect to the design conditions or the need for performing structural tests, quantifying the infrastructure resilience.

Additional aspects should be deeply analysed in the case of an extensive application of the proposed methodology, including – in particular – the availability of complete and homogenous technological and environmental databases and the proper definition of the system boundaries that could be not trivial in the case of meshed networks like the natural gas distribution ones.
Further studies could also be devoted to the analysis of multi-risk scenarios, i.e. to the concurrent occurrence of two or more extreme natural events, defining suitable strategies to allocate the acceptable risk (for instance by taking into account the safety margins of the infrastructure, if they are present), in order to test the infrastructure resilience in the worst (and low-frequency) conceivable conditions.
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Chapter 4

Resilience and Situational Awareness in Critical Infrastructure Protection: An Indicator-Based Approach

Aleksandar S. Jovanovic, Somik Chakravarty and Marjan Jelic

Abstract

The paper proposes a concept enabling quantitative assessment of resilience in critical entities developed in the European projects SmartResilience and InfraStress. The concept aims at combining simple communication-related advantages of simplified assessments results (such as "resilience very high" or "resilience very low") with the advantages of the in-depth assessments (e.g. analysis of multiple sensor data). The paper describes the main elements of the innovative, indicator-based concept, starting with the "resilience cube" at the top, and continuing with the multi-level, hierarchical, indicator-based assessment methodology. The concept allows analyzing and assessing different aspects of practical resilience management. One can assess the resilience level of an entity at a given point in time, monitor their resilience level over time and benchmark it. One can also model and analyze the functionality of a system during a particular (threat) scenario, as well as stress-test it. The same methodology allows to optimize investment in improving resilience (e.g. in further training, in equipment, etc.), in a transparent and intuitive way. A resilience indicator database (over 4,000 indicators available) and a suite of tools (primarily developed within SmartResilience and InfraStress projects) and a repository of over 20 application cases and 300 scenarios, support application of the methodology. The concept has been discussed and agreed with over 50 different organizational stakeholders and is being embedded into the new ISO 31050 standard currently under development. Its "life-after-the-project" will be ensured by the dedicated "resilience rating initiative (ERRA). Although the concept and the tool in the form of the "ResilienceTool" were developed primarily for the resilience assessment of critical infrastructure (the "smart" ones in particular), they can be used for resilience assessment of other systems and through the extension of the, already initiated, implementation of AI techniques (machine learning) to make the ResilienceTool even more versatile and easier to use in the future.

Keywords: resilience, risk assessment, critical infrastructure, resilience indicators, risk and resilience
Chapter 4

Resilience and Situational Awareness in Critical Infrastructure Protection: An Indicator-Based Approach

Aleksandar S. Jovanovic, Somik Chakravarty and Marjan Jelic

Abstract

The paper proposes a concept enabling quantitative assessment of resilience in critical entities developed in the European projects SmartResilience and InfraStress. The concept aims at combining simple communication-related advantages of simplified assessments results (such as “resilience very high” or “resilience very low”) with the advantages of the in-depth assessments (e.g. analysis of multiple sensor data). The paper describes the main elements of the innovative, indicator-based concept, starting with the “resilience cube” at the top, and continuing with the multi-level, hierarchical, indicator-based assessment methodology. The concept allows analyzing and assessing different aspects of practical resilience management. One can assess the resilience level of an entity at a given point in time, monitor their resilience level over time and benchmark it. One can also model and analyze the functionality of a system during a particular (threat) scenario, as well as stress-test it. The same methodology allows to optimize investment in improving resilience (e.g. in further training, in equipment, etc.), in a transparent and intuitive way. A resilience indicator database (over 4,000 indicators available) and a suite of tools (primarily developed within SmartResilience and InfraStress projects) and a repository of over 20 application cases and 300 scenarios, support application of the methodology. The concept has been discussed and agreed with over 50 different organizational stakeholders and is being embedded into the new ISO 31050 standard currently under development. Its “life-after-the-project” will be ensured by the dedicated “resilience rating initiative (ERRA)”. Although the concept and the tool in the form of the “ResilienceTool” were developed primarily for the resilience assessment of critical infrastructure (the “smart” ones in particular), they can be used for resilience assessment of other systems and through the extension of the, already initiated, implementation of AI techniques (machine learning) to make the ResilienceTool even more versatile and easier to use in the future.

Keywords: resilience, risk assessment, critical infrastructure, resilience indicators, risk and resilience
1. Introduction: using indicators to assess and manage resilience of critical infrastructures in SmartResilience and InfraStress projects

Modern critical infrastructures are becoming increasingly smarter (e.g. the smart cities). Making the infrastructures smarter usually means making them smarter in the normal operation and use: more adaptive, more intelligent etc. But will these smart critical infrastructures behave smartly and besmartly resilient also when exposed to extreme threats, such as extreme weather disasters or terrorist attacks? If making an existing infrastructure smarter is achieved by making it more complex, would it also make it more vulnerable? Which aspect of resilience of a critical infrastructure will be affected the most? Its ability to anticipate, to prepare for, to adapt and withstand, respond to, or to recover? What are the resilience indicators (RIs) which one has to look at? These are the main questions tackled by the SmartResilience project [1] to which a methodology based on resilience indicators was developed, complete with the supporting “ResilienceTool” to handle both existing (“conventional”) indicators suitable for assessing the resilience of critical infrastructure as well as new “smart” resilience indicators, e.g. those from Big Data (over 5,000 available in mid-2020). In the InfraStress project [2], the concept and the tools are developed further and integrated with the concept of situational awareness system (focus of the InfraStress project).

2. Resilience as “one number”, ResilienceCube and the main concept

2.1 Resilience and resilience matrix

The definition of resilience, standing in the background of the concept presented in this paper, has evolved along with the work on the development of the concept. It started with the definition of the resilience as “The ability to anticipate, prepare for, and adapt to changing conditions and withstand, respond to, and recover rapidly from disruption”. The main amendment proposed afterward was the inclusion of the ability to understand risks (current and emerging), leading to the definition of “Resilience as the ability to understand risks, anticipate, prepare for, and adapt to changing conditions and withstand, respond to, and recover rapidly from disruption” [3]. In the final stage, the project adopted the elaborated definition of the resilience of an infrastructure is given below [4].

“Resilience of an infrastructure is the ability to understand and anticipate the risks – including new/emerging risks – threatening the critical functionality of the infrastructure, prepare for anticipated or unexpected disruptive events, optimally absorb/withstand their impacts, respond and recover from them, and adapt/transform the infrastructure or its operation based on lessons learned, thus improving the infrastructure anti-fragility.”

This definition enabled the following main advantages:

• Including emerging risks and a natural link to risk assessment

• Including the goals of optimization, adaptation and transformation and

• Including the improvement of anti-fragility, the concept of increased importance for all smart systems, including smart infrastructures, and

• Enabling inclusion of the 5 phases of the resilience cycle and the indicator-based approach within the resilience matrix.
The definition allows analyzing the behavior of an infrastructure exposed to an adverse event over a “scenario timeline” and simultaneously assessing the functionality of an infrastructure over the “resilience cycle” as shown in Figure 1. While the decomposition over the time-axis, i.e., defining the “phases” of the resilience cycle, may be trivial, decomposition over the functionality axis is non-trivial as functionality might have different “dimensions” (see chapter 2.3). The SmartResilience concept proposes the decomposition over a $5 \times 5$ resilience matrix, defining 5 phases and 5 “dimensions”.

The approach allows to represent the overall resilience cycle, and focus on single relevant issues. The issues, in turn, can be described by means of indicators and these can have values, thus, providing the possibility to quantitatively describe each “cell” of the resilience matrix (Figure 2).

Phase I, understand risks, is applicable prior to an adverse event. It emphasizes emerging risks and includes their early identification and monitoring; e.g. what could the “adverse event” be? This is followed by.

Phase II, anticipate/prepare, also applicable before the occurrence of an adverse event. It includes planning and proactive adaptation strategies, possibly also “smartness in preparation” [5].

Phase III, absorb/withstand, comes into action during the initial phase of the event and shall include the vulnerability analysis and the possible cascading/ripple effects; e.g. “how steep” is the absorption curve, and “how deep” down will it go?

Phase IV, respond/ recover, is related to getting the adverse event under control as soon as possible, influencing the “how long” will it last, question. Further, it

![Figure 1](https://example.com/figure1.png)

*Figure 1.* The $5 \times 5$ resilience matrix, mapping the critical infrastructure system functionality over 5 phases of the resilience cycle.

![Figure 2](https://example.com/figure2.png)

*Figure 2.* Possible outcomes of case of an infrastructure exposed to an adverse event: Between improvement and complete failure.
includes the post event recovery; e.g. “how steep up” is the recovery curve for normalization of the functionality? It is followed by.

Phase V, adapt/learn, which encompass all kinds of improvements made on the infrastructure and its environment; e.g. affecting “how well” the infrastructure is adapted after the event, and whether it is more resilient and “sustainable”. The activities in this phase also lead to preparation for future events and hence, this resilience curve also exhibits a reoccurring cycle [5].

The dimensions help in categorizing the indicators. The system/physical dimension includes technological aspects, as well as the physical/technical networks being part of a given infrastructure, and the interconnectedness with other infrastructures and systems. The information/data dimension is related to the technical systems. The organizational/business dimension covers business-related aspects, financial and HR aspects as well as different types of respective organizational networks. The societal/political dimension encompasses broader societal and social contexts. Finally, the cognitive/decision-making dimension, accounts for perception aspects (e.g. perceptions of threats and vulnerabilities) [6].

### 2.2 Difference and relationship between a risk matrix and a resilience matrix

One should distinguish well between the risk matrix and the resilience matrix. Although similar in shape and appearance, their basic purpose and principles are different. The main purpose of a risk matrix is to show the position of a given risk (defined through its scenario) on a 2-dimensional “map”, depicting the likelihood/probability of a given risk and its possible impact/consequences. Risk is then, for a given scenario, calculated as the product of the two. The higher the probability/probability of a given risk and its possible impact/consequences. Risk is then, for a given scenario, calculated as the product of the two. The higher the probability/probability of a given risk and its possible impact/consequences. Risk is then, for a given scenario, calculated as the product of the two. The higher the probability/probability of a given risk and its possible impact/consequences.

Risk-oriented standards (e.g. EN 16991:20181 [7]) provide detailed examples of how to use a risk matrix in given areas. Using a risk matrix (sometimes referred as “risk map”), one can easily compare e.g. two risks – provided that the likelihood/probabilities and impact/consequences can be assessed.

The resilience matrix, on the other hand, serves to map the resilience of a system (e.g. a critical infrastructure such as a large power plant) during an adverse event (e.g. crisis, accident, cyber-attack, etc.). The time of the event is then usually subdivided into phases (Figure 3(a)), usually 4 or 5, of the event, from the time before the very event to the time after the event (the “resilience cycle”). The time of the event/scenario (see also Figure 4) is thus, the first and the main dimension of the resilience matrix. As the adverse event, in a general case, will affect different areas of activities, e.g. business, society, information, management, etc. the event is usually looked at for each of them in terms of their own indicators. These areas are often (e.g. in EU projects such as InfraStress [2] or SmartResilience [1, 8–12]), called dimensions, and their number is usually chosen as equal to the number of phases. The result is then a matrix (the “resilience matrix”, Figure 3(a)), mapping the resilience of the given system – e.g. suggesting the communication “dimension” in the response “phase” of the crisis management of COVID (e.g. in the UK2) was “poor” (Figure 3(b)).

In the approach presented here, we propose that the qualifier “poor” is linked to the measurable indicators (resilience indicators) such as e.g. reliability of numbers communicated to the public, statistic/sentiment in social media, survey results, etc. In such a case, the label “poor” is supported also by quantitative indicators and can be given an aggregated value (e.g. acc. to the value $\times$ weight formula).

---

Generally, the aggregation process for indicators in the method and the tool described (see Figure 5) here offer the following main aggregation options:

1. The simple aggregation of the indicators put on the common 0–5 scale
2. The weighted aggregation as an extension of the simple method
3. The JRC composite indicators and scoreboard (COIN) methodology
4. The Fuzzy-AHP based weight determination [13]
5. The ranking-based weight determination [11]

2.3 “Measuring” resilience by means of issues and indicators

In the concept, an “issue” is a general term referring to anything important in order to be resilient against severe threats such as terror attacks, cyber threats and extreme weather. It is telling what is important, e.g., it can be “training” performed in the anticipate/prepare phase. Obviously, the more indicators one chooses, the better the “coverage” of an issue is going to be (Figure 5), but it is also obvious that

---

Figure 3.
Example of a 5x5 resilience matrix (a) as compared to a risk matrix (b).

---

the larger the number of indicators, the more complex their handling is going to be. The “way out” has two components and these would be:

- finding the “right number” of indicators acc. to the resilience problem tackled (in the usual engineering practice, managed by humans, 120–150 indicators are usually a maximum – the more critical the situation, the smaller the number; in absolute emergency situations humans can hardly look at more than 3 indicators), and

- allowing to “drill-down” in cases when one or more indicators need further explanation.

In order to organize the analysis and enable drilling down to the base assessment elements, the selected scenario is segmented into six levels [1]. This practice is based on several previous methods, notably the ANL/Argonne method [14], the Leading Indicators of Organizational Health (LIOH) method [15–17], the US-DHS method [18], and the Resilience-based Early Warning Indicator (REWI) method [19]. The ANL/Argonne method for assessing a resilience index (RI) is structured in 5 levels, providing indicators on the lowest level and a similar hierarchy is used in the SmartResilience and InfraStress projects for assessing resilience levels, entering the indicators on level six.

The “resilience indicators” are mainly taken from current practices (standards, guidelines, reports, etc.) within safety and risk management, emergency preparedness, business continuity, etc. and in most cases, they exist already as safety indicators, risk indicators, or similar (e.g. those proposed by OECD, GRI, API, HSE, IAEA and other organizations). Collecting the indicators and applying the approach, the theoretical framework for variable selection, weighting, and aggregation must be defined [20] and the basis for this is the context of the assessment, or scenario. An example of a “resilience indicator data sheet” is given Appendix 1.

The values of indicators, often for one and the same indicators, can come from experts (e.g. as qualifiers – “high”, “very low””, etc.), from measured or monitored values (e.g. numbers of accidents), or from big data analysis. Single, real values, from any of the above sources, in the methodology, can be yes/no questions, numbers, percentages, fuzzy numbers, or some other type. Once in the model, for the communication with the end-user, they are, in a general case, transferred into the score, on a scale 0 to 5.
values (e.g. numbers of accidents), or from big data analysis. Single, real values, from any of the above sources, in the methodology, can be yes/no questions, numbers, percentages, fuzzy numbers, or some other type. Once in the model, for the communication with the end-user, they are, in a general case, transferred into the score, on a scale 0 to 5.

2.4 Dynamic checklists of resilience issues and indicators

One of the ways to use resilience issues and indicators practically [21], is to put them into “lists” (checklist) and in the concept it is done in a dynamic way, allowing to dynamically create checklist appropriate for a given case using available indicators or adding new ones to the list. In order to make the creation/drafting of these dynamic checklists (DCLs) easier and allow for comparison and benchmarking of results, the user is encouraged to use the list suggested by the concept, namely (Figure 6):

- The CORE DCLs, containing the indicators suggested for virtually all infrastructures,
- The RECOMMENDED DCLs, containing indicators suggested for the particular type of infrastructures and
- The USER’s DCL, containing indicators specific for a particular infrastructure.
2.5 Assessing resilience an infrastructure during an adverse event: Functionality level (FL)

The indicator-based approach is proposed by the SmartResilience and InfraStress projects also for modeling of the behavior of the infrastructure during a particular disruptive event (scenario). In this case, the (critical) functionality of an infrastructure is analyzed during scenario time (Figure 2). No matter how intuitively one might say that the critical functionality of an infrastructure is easy to define, in practice, especially quantitative terms, it is not. E.g., the functionality of an airport is to “keep the air traffic going” or that the critical functionality of a refinery is “to produce the gasoline”, but these are often difficult to measure. E.g., in the air traffic, one can look at the number of passengers boarding and/or on cargo throughput, but should at the same time look at the compliance with, e.g., safety and environmental norms, because not satisfying the latter could also be a loss of critical functionality. In the concept, these are considered to be

- The ELEMENTS of the functionality (corresponding to the “issues”), and for this one can define
- The (FUNCTIONALITY) INDICATORS, just as in the case of resilience level assessment.

Defining the functionality in the above way enables to precisely and quantitatively define the resilience curve in scenario time, e.g. for the main characteristic points in time [22]:

\[
\begin{align*}
& t_0: \text{time before the event or starting point of the scenario.} \\
& t_1: \text{time at which the event occurs.} \\
& t_2: \text{time at which the infrastructure reaches the minimum functionality level.} \\
& t_3: \text{time at which the infrastructure starts to recover.} \\
& t_4: \text{time at which the infrastructure reaches the initial functionality level or starting point of a new steady-state level.} \\
& t_5: \text{time at which the infrastructure increases its functionality through learning and adapting or at which the scenario ends.}
\end{align*}
\]

Based on the resilience curve (or functionality curve), it is then possible to define the resulting macro-indicators, as illustrated in the notional diagram in Figure 4, such as:

- Robustness [%]
- Absorption time [h]
• Downtime [h]
• Loss of functionality [% over h]
• Recovery time [h]
• Recovery rate [%]
• Disruption time [h]
• Improvement/adaptation/transformation [%]

It should be noted that these are the RESULTING macro-indicators, and not the INPUT indicators as the resilience indicators and functional indicators mentioned above. These macro-indicators can also be used for “stress-testing”, in which case these can be compared with the critical thresholds (e.g. for the maximum loss of functionality, duration or a combination of these, etc.).

**Robustness** characterizes the absorbing capacity of the smart critical infrastructure [23]. NL uses robustness as defined by the National Infrastructure Advisory Council (NIAC) [24], i.e. “the ability to maintain critical operations and functions in the face of crisis” [25]. It can be seen as the protection and preparation of a system facing a specific danger. The objective of the robustness component is to identify measures that can help the system withstand or adapt to a hazard. It emphasizes the ability of an infrastructure to withstand the incident if the protective measures fail. It also integrates the capacity of the infrastructure to function in a degraded state. The importance of robustness is not necessarily defined by how the infrastructure continues to function in the face of an incident but rather by how it is able to continue to accomplish its mission and to provide its products and services through preventative measures, mitigation, or absorption capabilities [25]. Robustness is defined as the capacity of the smart critical infrastructure to endure the effects of a negative event and thereby absorb its impact. As shown in Figure 4, it is measured as the ratio of the percentage of the lowest FL after the disruption, i.e. at time t₂, to the FL during normal operation, i.e. at time t₀.

\[
\text{Robustness} = \frac{FL_{t₂}}{FL_{t₀}} \times 100\% \tag{1}
\]

**Absorption time** is defined as the time during which the smart critical infrastructure absorbs a disruptive event while the smart critical infrastructure undergoes a decrease in its functionality level. As illustrated in Figure 4, it is measured as the difference between t₂ and t₁.

\[
\text{Absorption time} = t₂ - t₁ \tag{2}
\]

**Loss of functionality** is the functionality of the smart critical infrastructure lost in a given threat situation. It is measured by the area of the curve (an approximation) between the time when the smart critical infrastructure starts to lose its functionality (t₁) to the time when it reaches the initial state (t₄) (see Figure 4). The approximation is done for the area above the curve to a well-defined shape, e.g. a triangle. The output would be the percentage loss of functionality in time [26, 27], e.g. losing 10% in 10 hours.

\[
\text{Loss of functionality} = \int_{t₁}^{t₄} [FL_{t₁} - FL(t)]dt \tag{3}
\]
FL in all the formulae (incl. Eq. (3), is calculated as the aggregated score on indicators, in the particular case of FL, as functionality indicators, such as those presented in the sample list in Figure 7).

Next in the scenario is the recovery state of the smart critical infrastructure. The concept of recovery explains the passage of an infrastructure’s functionality from a degraded state to one of acceptable operation. This concept builds on the concept of robustness in that, if measures of robustness fail to fully prevent, mitigate, or allow the asset to absorb the damage event, recovery constrains the impacts of the event to keep the CI functional. For the purpose of modeling the impact of a disruptive event, recovery refers to the ability to not only return to acceptable operating levels but also to recover fully from the effects of an event [25] in the maximum allowable/acceptable recovery time (as described in the stress test methodology [12, 28]).

Downtime is defined as the time duration for which the system is non-functional. In Ref. to critical infrastructures, this could apply if the CI stops functioning. In this case, the functionality level of the infrastructure remains below the threshold level of functionality [25]. It can be measured as the difference in time between \( t_3 \) and \( t_2 \) (see Figure 4).

\[
\text{Downtime} = t_3 - t_2 \quad (4)
\]

Note: This calculation is conducted when the threshold level of functionality is defined (Here it is assumed that the threshold level is \( FL_{t2} (=FL_{t3}) \)).

Recovery time is defined as the time at which the smart critical infrastructure recovers from the disruptive event and gains its initial or desired functionality [23]. It can be measured as the time taken to recover the functionality level, i.e. the time between \( t_3 \) and \( t_4 \).

\[
\text{Recovery time} = t_4 - t_3 \quad (5)
\]

Note: Since the functionality level at the end of the scenario may be different from at the start of the scenario, the recovery time may have to be measured at a new steady-state level [28].

Recovery rate is defined as the rate at which the smart critical infrastructure recovers from a disruptive event and gets back to its initial functionality level [23]. It characterizes the recovery trajectories of the smart critical infrastructure from the point it starts recovering from the scenario to the final recovery. It is measured as the ratio of change in functionality level between time \( t_3 \) and \( t_4 \).

\[
\text{Recovery rate} = \frac{FL_4 - FL_3}{t_4 - t_3} \quad (6)
\]

Another measure considered for modeling the impact is disruption time. The disruption time is defined as the total time taken by the CI to recover. It is also seen as a measure for recover capacity of the smart critical infrastructure to return to the desired functionality level [23]. In the functionality level over time (FL-t) curve, it is the time between when the event occurs, i.e. at time \( t_1 \), and time when the smart critical infrastructure has fully recovered, i.e. \( t_4 \) (see Figure 4).

\[
\text{Disruption time} = t_4 - t_1 \quad (7)
\]

Improvement/adaptation/transformation: Final recovery of the FL of a smart critical infrastructure could be equal to, better than, or worse than the original FL [29]. Hence, the model allows for the calculation of the "improvement/adaptation/...".
Recovery time = $t_4 - t_3$ \hspace{1cm} (5)

**Note:** Since the functionality level at the end of the scenario may be different from at the start of the scenario, the recovery time may have to be measured at a new steady-state level [28].

**Recovery rate** is defined as the rate at which the smart critical infrastructure recovers from a disruptive event and gets back to its initial functionality level [23]. It characterizes the recovery trajectories of the smart critical infrastructure from the point it starts recovering from the scenario to the final recovery. It is measured as the ratio of change in functionality level between time $t_3$ and $t_4$.

$$\text{Recovery rate} = \frac{FL_4 - FL_3}{(t_4 - t_3)} \hspace{1cm} (6)$$

Another measure considered for modeling the impact is **disruption time**. The disruption time is defined as the total time taken by the CI to recover. It is also seen as a measure for recover capacity of the smart critical infrastructure to return to the desired functionality level [23]. In the functionality level over time (FL-t) curve, it is the time between when the event occurs, i.e. at time $t_1$, and time when the smart critical infrastructure has fully recovered, i.e. $t_4$ (see Figure 4).

$$\text{Disruption time} = t_4 - t_1 \hspace{1cm} (7)$$

**Improvement/adaptation/ transformation:** Final recovery of the FL of a smart critical infrastructure could be equal to, better than, or worse than the original FL [29]. Hence, the model allows for the calculation of the "improvement/adaptation/
transformation. This is the capacity of the smart critical infrastructure to learn from a disruptive event (e.g. a revision of plans, modification of procedures, introduction of new tools and technologies [10]) (see Figure 4). It is measured as the ratio of change in FL during and after the event over the initial FL.

\[
\text{Improvement/adaptation/transformation} = \frac{FL_{t=5} - FL_{t=0}}{FL_{t=0}} \times 100\% \tag{8}
\]

Such macro indicators are ideal for comparing the FL responses for multiple case studies, infrastructure, entities etc. They allow an objective evaluation of not only how the functionality level of a system might react to an event but also how and when it can recover. Using a theoretical acceptance level, a stress-test can also be performed. An illustrative example comparing the FL response for two SmartResilience case studies (ECHO and CHARLIE) is shown in Figure 8 and Table 1.

<table>
<thead>
<tr>
<th>Macro Indicator</th>
<th>Values for ECHO</th>
<th>Values for CHARLIE</th>
</tr>
</thead>
<tbody>
<tr>
<td>Robustness [%]</td>
<td>42</td>
<td>20</td>
</tr>
<tr>
<td>Absorption time [h]</td>
<td>1</td>
<td>284</td>
</tr>
<tr>
<td>Downtime [h]</td>
<td>2</td>
<td>-192</td>
</tr>
<tr>
<td>Loss of functionality [% over h]</td>
<td>58% in 282 h</td>
<td>80% in 284 h</td>
</tr>
<tr>
<td>Recovery time [h]</td>
<td>279</td>
<td>192</td>
</tr>
<tr>
<td>Recovery rate [%]</td>
<td>17</td>
<td>-26</td>
</tr>
<tr>
<td>Disruption time [h]</td>
<td>0</td>
<td>284</td>
</tr>
</tbody>
</table>

Table 1. The macro indicator values for the cases in Figure 8 - the macro indicators calculated from the FL curve provide a quantitative way of comparing alternatives of system recovery supporting decision making and optimization [1].

3. Practical application of the ResilienceCube and the methodology for resilience assessment

The indicator-based resilience concept described above, enables practical assessment of the following aspects of resilience (Figure 9):

1. Resilience Index (Resilience as “one number”) and the ResilienceCube (preparedness, robustness, adaptation/transformation)

2. Assessing resilience of an infrastructures over time – the Resilience Level (RL)

3. Assessing resilience of an infrastructure during an adverse event – the Functionality Level (FL)

4. Assessing resilience of “multiple infrastructures”: Multi-level resilience assessment

5. Modeling interaction and dependencies, visualizing resilience

6. Comparing resilience of different infrastructures: Benchmarking
7. Checking resilience: Stress-testing

8. Optimizing resilience: Multi-Criteria Decision Making (MCDM)

For its users, the methodologies are embedded into the interactive, web-based and freely available “ResilienceTool”. Applied in different case studies, dealing with energy, transportation, health, smart cities, water, sensitive installations, etc., the methodology and tool provide the user with different options when using the approach and the system by showing how benchmarking can be done and the best-practice solutions can be re-used.

When applying the concept and the methodologies practically, it is important to understand that the flexibility of the concept and the methodologies necessarily demand for domain expertise in “configuring” the resilience model for a specific area/city or critical infrastructure. A fixed list of critical infrastructures for cities in Europe does not exist, and it must be up to each user of the concept, methodologies and the software tool, to decide which feature of respective infrastructures should be analyzed and how. Similarly, no fixed list of threats exists, neither on the area level nor for the single critical infrastructures. Thus, it will be up to the users to define which threats (scenarios) they consider relevant. Domain experts are needed in order to define the important issues, and how to measure these issues, i.e. identifying the indicators. They are in a way “configuring” the resilience model, which largely is a one-time effort prior to using the model for calculating the resilience levels, although some adjustments, tuning, and reconsiderations are expected. Thus, in the implementation phase, it is important to have close collaboration between the users, the method developers, and IT developers (of calculation and presentation tools).

3.1 Resilience index/cube, resilience level (RL), functionality level (FL) and multi-level resilience assessment

Per default, assessing resilience in the concept is based on scoring (other ways of upwards aggregation are possible, but used only in “expert mode”), the scores being
aggregated upwards – up to the Resilience Index score. At each level, the scores can be assigned weights, as the indicators, too. When performing the resilience assessment, the indicators’ real values are entered into the calculation, and the issue scores are obtained as average weighted scores of the indicator scores. It is possible to let a specific indicator overrule the effect of the other indicators, i.e. having “knock out indicators” where, in the case of a low value, the effect is not “averaged away” through an average weighted score of all the indicators. The reasoning behind the selected scales is that a scale from 0 to 5 for indicators (and issues) are sufficiently broad, especially if there are needs to perform expert judgments to provide scores for the indicators (or directly for the issues) in case of lack of data [17]. This has similarities to the use of safety integrity levels (SIL) for safety-instrumented systems [30]. In and for the cases where the issue-indicator approach is not sufficient, the concept and the tool allow using multi-level indicators (de facto composite indicators).

3.2 Modeling interaction and dependencies, visualizing resilience

SmartResilience and InfraStress projects look at interdependencies between infrastructures to understand how, in a case of a problem in one of them, the functionality of others can be impacted. The assessment is based on issues and indicators: these issues and indicators that are shared by different infrastructures indicate “lines of interconnectedness and interdependency”. The infrastructures involved and the issues/indicators form thus the logical network that can analyze in order to model the propagation of influences from one infrastructure to another. Thus, the cascading and ripple effects can be modeled and the dynamic behavior of the network (“infrastructure-of-infrastructures”) analyzed Figure 10).

The network in Figure 10 is created as the case applied onto the indicators applicable to six types of infrastructures in SmartResilience project (health, ICT, energy, water, transportation, industry) and looking at the core, recommended and specific indicators (Figure 6). About 2,000 indicators were considered. The

Figure 10.
Interdependencies among multiple infrastructures as a network: Common indicators define the interdependencies.
analysis has included the web-semantics-based analysis of the descriptions of indicators and the statistical analysis of the values of these indicators in the case studies performed in SmartResilience project. The analysis has also served as the basis for the more user-oriented visualization of interdependencies in a critical infrastructure.

3.3 Comparing resilience of different infrastructures: benchmarking

Using issues and indicators from pre-approved and standardized sources such as the CORE and Recommended DCLs allows for the additional benefit of benchmarking certain aspects of resilience management across different organizations. As the CORE issues are expected to be present in every Complete DCL, organizations can at the very least be compared based on managerial, resilience-oriented activities and processes, regardless of industry or threat. WITHIN a particular scenario (industry and threat), Complete DCLs can be benchmarked when using the Recommended issues proposed by the industry's experts.

Once the CORE DCL issues are selected, the user can make an actual resilience assessment adding the indicators under the CORE issues. Since for all of the case studies, the Recommended DCLs have been developed, one can take a look at those lists and choose which indicators from there fit into the CORE DCL. It may happen that the names of the issues from Recommended DCL are slightly different from the CORE ones. Hence, it is possible that not all the previously used indicators will fit. In this case, the user should use only the ones which match with the CORE issue. Furthermore, it may be needed that new indicators (not used in the Recommended DCL) are added in order to ensure sufficient coverage of the CORE issue.

3.4 Checking resilience: stress testing

The stress test framework is used to test whether, in a given threat situation, the smart critical infrastructure is/will be resilient enough to be able to continue functioning within the prescribed limits. The FL curve(s) obtained in the analysis is compared with the stress test criteria and limits in order to evaluate whether the smart critical infrastructure has passed or failed the stress test. In order to do the stress test, the user needs to decide on the thresholds/limits representing acceptable/non-acceptable values for each criterion. The stress test criteria can be related to (e.g.):

- Functionality Level
- Time (to absorb, to recover)
- Cumulative loss of functionality (area)

*Functionality Level (“vertical loss”):* the stress test limits can be set based on the overall functionality level, at single functionality element(s), and/or at single functionality indicator(s). The limit could be a certain minimum level of functionality (i.e. the lowest point of the resilience curve should be above this $F_{L\text{min}}$). The functionality level at the lowest point below the curve is sometimes referred to as “robustness,” which can be set as a stress test limit.

*Time (“horizontal loss”):* when subjected to a threat/event, a smart critical infrastructure may set the limits on time (e.g. maximum time to absorb the event, maximum time to partially recover after the event, or maximum time to fully
recover after the event). The last time interval, i.e. time between when the event occurs and the smart critical infrastructure is fully recovered, is referred to as disruption time when modeling the impact of a disruptive event. This is sometimes also referred to as “rapidity” and can typically be used as a stress test limit. For example, the stress test limit could be the time from when the event occurs until 90% of the functionality is restored, or some combination of various criteria.

3.5 Optimizing resilience: Multi-criteria decision making (MCDM)

Given that the purpose of the resilience and functionality level assessments is to reveal weaknesses, either isolated or in comparison with others (benchmarking), implementation of improvement measures is expected to be required. Which improvement measure(s) will be optimal to choose? Given a set of alternatives/options various criteria need to be weighed against each other. This could typically include the effect on resilience (e.g. higher RL), costs and time to implement the measure(s), but also other criteria may be relevant. The method used to decide on optimal improvement measures is a Multi-Criteria Decision Making (MCDM) method and given that the nature of smart critical infrastructures and the resilience issues that they evoke tend to mix both quantitative (budgeting, performance indicators, etc.) and qualitative (expectations, procedures, etc.) aspects, it has to be able to address both semantic-logic and crisp numbers. Logical Multi-criteria decision-making (MCDM) methods are also preferable over other alternative decision-making frameworks because MCDM methods have “the potential capability of improving the transparency, analytic rigor, auditability and conflict resolution of decision-makers” [31]. Correspondingly, the MCDM provides:

- Means to establish accountability and transparency behind decisions, which may otherwise have unclear rationale and motives [25] by: placing stress on clearly stating and weighting the decision criteria, thereby improving transparency, and by ensuring that decisions taken through this method are explicit, paving the way to audit past decisions and thus provide accountability [32].

- Means for conflict resolution. This becomes a crucial issue when multiple perspectives are applied to a single smart critical infrastructure management decision [20, 24].

- Path for engagement and participation. Besides aiding decisions related to engineering, scientific studies, and cost analysis, one aspect that is becoming very crucial in decision-making studies is the engagement of multi-stakeholders and participation of communities [32].

The project considered various in-depth MCDM approaches that were used in other projects such as AIRM, PROMETHEE, and ELECTRE. However, during the eight case studies included in the SmartResilience and InfraStress projects, all of which involve end-user-owners of smart critical infrastructures, it became clear that the complexity of these methods made understanding them much more difficult and, at the same time, the required processing of the data needed proving to be prohibitively time consuming and expensive. Once an analysis is prepared and assessment data is input into the model (available on the project’s ResilienceTool), the different optimization alternatives are scored following the combination of the user’s input with the weighted criteria to rank the alternatives.
4. Implementation of the ResilienceCube concept in the “ResilienceTool” and merging it with the situational awareness systems

To support the methodology, a complete online tool was developed in which all the aspects described above were implemented with its intended user in mind - the person within a city or area, or a specific smart critical infrastructure [13]. The tool is based on the concept and its methodologies (the Cube, Figure 11), on the data resulting from extremely wide use (over 5,000 issues/indicators, over 300 assessments). In addition to the tools needed to support the ResilienceCube related analysis, presented above (database, methodologies, reporting), the tool contains also the Moodle-based education platform, support for standardization, a knowledge base (e.g. glossary) and a series of own and external tools linked to the system. Currently over a dozen of subsystems, containing all the features of the full system, but operating on the respective “private” databases are available for external users opted for the use of the system.

5. Application of the concept and the tool

The project [1], covered over 30 case studies, (e.g. Figures 8 and 12).

6. Towards integration of resilience and situational awareness

Following the generally accepted position, that integration of all the aspects (concepts, data, tools, policies, implementation, etc.) is essential for successful risk and resilience governance, the InfraStress project of the EU [2] has developed an integrated framework (Figure 13).
The approach has been implemented in its five “pilots”, cases covering “sensitive industrial plants and infrastructures”, exposed to cyber-physical threats. The pilots cover chemical and pharmaceutical plants, ports, industrial zones, petrochemical plants, storage plants and similar. For all the plants the resilience has been analyzed, the analysis integrated with analysis of situational awareness systems performance (e.g. anti-drone systems or cyber protection systems), and, finally embedded into a testbed stress-testing concept for different scenarios.

7. Standardizing the concept: ISO 31050

The main calling of ISO 31050 (ISO New Work Item (NWI) 31050 “Guidance for Managing Emerging Risks to Enhance Resilience”4), is to provide universal, yet meaningful guidance on developing new competencies and business models to create relevant and realistic recommendations in an ever-changing uncertain world. The standard itself aims to provide the much-needed foresight and insight to deal with the rapidly changing landscape of risk due to the slew of new uncertainties and new emerging risks, the management of which is essential for society. It is based on the idea that these, emerging risks, are those that can challenge the resilience of the critical infrastructures the most. It aims to integrate and align the (emerging) risk

---

4 https://www.iso.org/standard/54224.html
framework with resilience framework (definitions, concepts, requirements) and propose outputs such as a procedure for scanning for emerging risks, metrics for assessing possible impacts of those risks on critical infrastructure’s resilience. The management framework, guidance for interoperability and common/agreed indicators, as well as the particular considerations related to emerging risks in resilience assessment. ISO 31050 will be part of the ISO 31000:2018 family of standards, monitored by the ISO Technical Committee TC262.

8. Conclusions

The ResilienceCube allows presenting the resilience of a critical infrastructure as a single point (Resilience Index) in a 3D space. The concept, especially as implemented in the tool (the ResilienceTool) is user-friendly, intuitively...
understandable and flexible. It supports end-users (authorities, critical infrastructure operators and owners) in improving the disaster resilience of respective critical infrastructures through indicator-based assessment of their resilience capabilities. This solution provided by SmartResilience and InfraStress projects is oriented towards the practical needs of end-users and has been developed in close collaboration with all relevant stakeholders. In order to achieve the Technology Readiness Level (TRL) beyond the initially planned 4, the Tool is being tested and constantly improved through the development of realistic use cases, both within and beyond the projects.

The SmartResilience and InfraStress ResilienceTool are envisaged to stay available, free of charge for the registered ERRA members, also after the project end. The main ERRA service (risk and resilience “Assessment-as-a-service”) will be performed by the Agency together with subcontracting to Agency member organizations (organizational members and individuals) which have the different competencies needed to meet the specific needs of specific industry branches or application areas (e.g. critical infrastructures or new technologies). In the most general terms, ERRA would contact and negotiate with the customers, engage the experts among the Agency members, process the contracts with the customer, and guarantee the quality of assessment provided by the Agency. Main Agency services would be the self-assessment, the audited self-assessment and the third party audit, similarly to the services of GRI (www.globalreporting.org).

The concepts and the tools were applied to the analysis of health infrastructures (over 100 hospitals) in a COVID-like scenario [33]. The concept allows integrating the qualitative approaches with those based on a more complex quantitative resilience analysis (e.g. [30, 34, 35] or [22]). In addition, the work in the background of this paper has clearly shown, that the current research on resilience has a number of different aspects: from those focusing on the “resilience of and within a network” (e.g. in the area of electric grids or transportation networks - Figure 14), to those looking at resilience as “ability of an organization to absorb and adapt in a changing environment” [36]. The latter, obviously not necessarily requiring a network, or measuring it within a network. Both approaches, on the other hand, are applicable to critical infrastructures.

To conclude, within the plethora of the “current” existing tools (e.g. those presented or reviewed in [25, 37–42] or [43]), that all can simulate different resilience aspects of large and complex systems and/or apply optimization techniques to improve it (e.g. by indicating the optimum path towards system recovery or improving preparedness to unknowns) the approach presented here proposes a pragmatic and flexible way to achieve improvement through applying resilience indicators. It has been “combat-tested” in a number of large-scale cases and it has confirmed being robust and combinable with the systems previously on site.

Finally, the concepts might have one of an even more ambitious potential allocation: the biggest infrastructure of all is the “infrastructure of all infrastructures” of our planet Earth and the “global society”. Technically, the methodology presented here can be applied for this case too, allowing to quantify the global

![Figure 14](https://www.iso.org/obp/ui#iso:std:iso:22316:ed-1:v1:en).

resilience (note: we do not have anything better around yet!) and point out where the “investment in the improvement of the global infrastructure” will be the most effective and beneficial.
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1. Introduction

Critical infrastructures consist of physical and cyber assets, systems, and networks, that are essential for the functioning of a society and economy. The damage
to a critical infrastructure, caused by natural (e.g., earthquakes, fire) or anthropic (e.g., hacking, sabotage, vandalism) events may produce a significant negative impact for other systems and thus amplify the effects and reducing the system capability to return to an equilibrium state.

In a scenario consisting of multiple infrastructures with several dependencies among them, the implementation of mitigation controls that may affect the resilience level of the systems, is valuable to preserve and restore the essential societal services. Since resilience-related controls will positively affect the capability of a system to resist, absorb, adapt and/or recover from the effects of a hazard in a timely and efficient manner, it is important to analyze the effect of such controls, in order to support decision making related to the selection and prioritization of alternative mitigation controls. For example, when electric transmission or distribution networks are affected by disturbances such as floods, in general, mitigation and restoration actions are performed through protection and automation devices and manual interventions to reduce the duration of the outage and preserve the power supply to critical systems such as hospitals [1–3].

In the US, in order to support the different players involved in modeling, simulation, and analysis of the nation’s critical infrastructures, the National Infrastructure Simulation and Analysis Center (NISAC) was established. NISAC analysts assess critical infrastructure risk, vulnerability, interdependencies, and event consequences. In Europe, in order to support the different players involved in the resilience enhancement, emergency and response management of critical infrastructures to natural and man-made hazards, the Infrastructure Simulation and Analysis Centre (EISAC) is aiming at establishing a collaborative, European-wide network of national centres empowered by core technologies.

This paper extends a recent work on critical infrastructure dependency analysis and introduces time-based analysis models to study the evolution of restoration actions in a scenario of dependent systems. This model was integrated into CIPCast Decision Support System, named CIPCast hereafter, that is part of the on-going products and activities developed in the context of the Italian node of EISAC, called I-EISAC, aiming to support infrastructure and civil protection operators in the risk assessment of critical infrastructures.

CIPCast can provide an operational (24/7) forecast and risk analysis for different infrastructures in a specific area showing risk maps of infrastructure elements which could be damaged by different events e.g. earthquakes. In particular, CIPCast allows: (i) Assessing the seismic vulnerability of different EDNs components; (ii) estimating possible earthquake-induced physical damage; (iii) estimating the impact on service(s) functionality in terms of outage duration associated with the predicted physical damage and considering the known inter-dependencies; (iv) estimating the consequences of the predicted outages, according to several metrics accounting for economic losses and reduction of citizens well-being.

The remainder of the paper is organized as follows. Section 2 presents related works in the area. In Section 3, we introduce notions of time-based and resilience-aware dependency analysis. In Section 4, we apply the analysis to a case study related to the area of Rome. Finally, in Section 5, some conclusions and ideas for future works are drawn.

2. Related work

Modeling critical infrastructures and urban systems for risk assessment purposes is a well-known and established research field. Preliminary work that laid the foundation in this area is often attributed to Rinaldi et al., first in [4] where authors
categorised dependencies in critical infrastructures as Physical, Cyber/informational, Geographic, Logical and Social dependencies, and later in where authors created taxonomies for disruptions or outages and marked them as cascading, escalating, or common-cause [5]. Critical infrastructure modeling events where first defined as cascade initiating (i.e., an event that causes an event in another CI) and cascade resulting (i.e., an event that results from an event in another CI) by the empirical study of Van Eeten et al. [6].

Basic modeling approaches usually fall within one of the following six categories [5, 7]:

1. Aggregate supply and demand tools, which evaluate the total demand for infrastructure services in a region and the ability to supply those services

2. Dynamic simulations, which analyze the effects of disruptions, and their associated consequences.

3. Agent-based models, which model operational attributes and states of infrastructure operation; usually on a graph model.

4. Physics-based models, which utilize standard engineering techniques such as power flow and stability analyses for electric power grids.

5. Population mobility models that focus on geospatial movement.


Our approach can be classified as both dynamic simulation and agent-based model. It utilizes operational attributes to model interdependencies in urban environments as a graph, while still allowing for dynamic input of data in order to analyze the effects of disruptions in the urban web along with quantifying their associated consequences.

Each critical infrastructures sector has its own group of research publications that utilize some of the aforementioned techniques to model and analyse risk. For example, in the water sector, OpenMI [8] supports federated modeling and simulation for water systems, while multiple publications exist that analyze interdependencies at the transportation sector using traffic flow simulation models [9], Bayesian networks to model the correlation structure of highway networks [10] etc. The Energy sector is also a highly researched area. Wide Area Measurement Systems (WAMS) have been extensively researched, especially for the detection of optimal locations for metering device placement, in order to achieve increased robustness of the WAMS infrastructure. Modeling and quantifying dependencies between the electrical and information infrastructures of WAMS in smart grids has been recently studied in [11]. Topological observability of power systems has been fully described in [12]. Still, cross-sector approaches do exist that opt to combine models from multiple sectors and enable integrated or federated simulations. Some examples include DIESIS [13] and EPIC [14].

The North American Electric Reliability Corporation (NERC) has recently developed Critical Infrastructure Protection (CIP) standards which introduce cyber security compliance requirements for power systems [15]. Various research has developed methodologies that aim to quantify these requirements. In [15], authors proposed a risk-based dependency analysis for modeling and quantifying dependencies over time, which was also later used in [11] along with electrical centrality...
metrics to quantify the level of each dependencies in the smart grid. A different approach for simulating common-cause and cascading effects was also introduced by the authors in [16]. Similarly, authors in [17] proposed to use access graph models to analyze trust between systems and the security exposure of a large scale smart grid environments. In [18], authors developed a graph-based workflow model for assessing the security risks from cybersecurity incidents on electric grids and build relevant scenarios.

The presented approach is mostly based on the methodologies presented in [15]. We aggregate data into dependency matrices and utilize models from real-world urban systems to map them into dependency graphs. The presented approach is based on network modeling and path analysis. It depicts dependencies of the connected urban infrastructures as a graph and identifies high risk, critical paths that are either modeled as flows of information, power or other related type of dependency. Similar techniques have been used in uniform [19, 20] or flow models [12, 21].

3. Time-based and resilience-aware dependency analysis

3.1 Definitions and set up

We consider a directed graph $G = (V, E)$ where $V = \{v_i\}, i = 1, ..., m$, is the set of nodes (infrastructures, components or Point of Interest–POIs hereafter) and $E = \{e_{ij}\}$ is the set of edges (or dependencies) and $\text{deg}(v_i)$ is the degree of node $v_i$. An edge $e_{ij}$ from node $v_i$ to $v_j$ denotes a dependency (and consequently a risk relation) denoted with $v_i \rightarrow v_j$ that is derived from the dependence of node $v_j$ on a service provided by node $v_i$. A dependency is defined as a “one-directional reliance of an asset, system, network or collection thereof – within or across sectors – on an input, interaction or other requirement from other sources in order to function properly” [22]. A node could thus represent a consumer or a producer of a service provided by another node (or both), depending on its role in the system.

Our model extends the cumulative dependency risk model of [23, 24]. Without loss of generality, let $v_0 \rightarrow v_1 \rightarrow ... \rightarrow v_n$ be a dependency chain, involving $n + 1$ nodes and their corresponding $n$ dependencies. Let $L_{v_{j-1}, v_j}$ be the likelihood that a disruptive event (threat) that happened in node $v_{j-1}$ will also affect (cascade) to node $v_j$ due to their dependency and let $I_{v_{j-1}, v_j}$ be the relevant impact (damage) caused to $v_j$. We should note here that $L$ is not the likelihood of threat manifestation, but rather the likelihood of an already manifested threat to cascade (i.e. affect) different nodes.

Based on the definitions of [23], the risk exhibited by a node due to its $n$-th order dependency is defined as:

$$R_{v_0, ..., v_n} = L_{v_0, v_1} \cdot I_{v_1, v_2} \cdot \prod_{i=0}^{n-1} L_{v_i, v_{i+1}} \cdot I_{v_{i+1}, v_n}.$$  

Then the cumulative dependency risk which includes the overall risk exhibited by all the nodes within the sub-chains of an $n$-order dependency is defined as:

$$\text{DR}_{v_0, ..., v_n} = \sum_{i=1}^{n} R_{v_0, ..., v_i} = \sum_{i=1}^{n} \left( \prod_{j=1}^{i} L_{v_{j-1}, v_j} \right) \cdot I_{v_{i}, v_n}.$$
3.2 Extending the model for resilience

Let $\mathbb{T} = \{\text{threat}\}$ be the set of $k$ natural or human-related threats that may affect the quality of service provided by the generic node $v_i$. The damage $D_i(t)$ associated with the perturbation $t$ is usually an s-shaped function. Let $C^{v_i} = \{c_1^{v_i}, ..., c_{n_i}^{v_i}\}$ be the set of $n_i$ security controls that may be implemented in a system/infrastructure $v_i$ to improve their resilience against threats (e.g. restoration security controls, redundancy security controls etc).

By combining Resilience and Threat variables with the directed graph model of interdependent POIs, we can perform a granular analysis of the risk imposed by POI interdependencies based on their risk and resilience levels. We opt to use the multi-risk dependency analysis method as proposed in [23–25] and implemented later in [15].

3.3 Resilience mapping

A many-to-many mapping may exist between the threats and the security controls, i.e. a security control may mitigate, at some extent, one or more threats, while a security threat may require one or security controls. For each security control, different weights can be used to define the effectiveness of a control against different threats and also for their application to specific infrastructures. This is a realistic modeling of resilience, since many controls do not have the same effect against all threats and different infrastructures are benefited more than others from specific security controls, given the nature of the infrastructure and the intrinsic characteristics of each threat.

For example, if infrastructure (node) $v_1$ is affected by a power outage (i.e. the initiating threat event), then a node $v_2$ which is dependent on $v_1$ might suffer a partial unavailability (modeled as impact $I_{v_1,v_2}$) at a certain extend quantified as the likelihood $L_{v_1,v_2}$. $L_{v_1,v_2}$ depicts the possibility that a power outage would affect node $v_2$ and $I_{v_1,v_2}$ depicts the amount of damage done to $v_2$ due to its partial unavailability incident.

In the aforementioned example, node $v_1$ could have implemented the use of a redundant power generator as a security control with quantified measurements (i) $L_{v_1,v_2}$ and (ii) $I_{v_1,v_2}$ depicting (i) the resilience influence of control $c$ on node $v_2$ for the given threat (in our case, the power outage), and (ii) the extent of reduction to the initial estimated damage $I_{v_1,v_2}$, respectively. The existence of the control $c$ will reduce the possibility of a power outage to affect $v_2$ by $L_{v_1,v_2}$ percent, and/or the corresponding impact from the same threat on $v_2$ by $I_{v_1,v_2}$.

Generalising this to $n$ nodes, this gives us with a Resilience series calculation that can be depicted as follows:

$$Res_{v_0, ..., v_n} = \sum_{i=1}^{n} \left( \prod_{j=1}^{i} L_{v_{j-1}, v_j} \right) \cdot I_{v_{i-1}, v_i} \quad (3)$$

where $Res$ depicts the overall resilience of a network against a specific threat $\in \mathbb{T}$ when the security control $c$ is implemented in all nodes. It should be noted, that the resilience expressed by Eq. (3) depicts the resilience of a network due to the existence and the efficacy of security control $c$. However, the Resilience of a network depends also on the vulnerability of the node $v_j$ to specific threats that may produce a disservice of the network.

For example, if we consider an electric substation, in order to increase its resilience against a seismic threat, there might be several options aiming to reduce the likelihood of the threat that produces a failure and/or to reduce the magnitude of
the impact e.g. to enhance the structural properties of the building or increment the number of technical crews so that in case of a failure the duration of outage can be reduced.

In a complex study of a large CI system, such as the city of Rome, the interplay among network topology, size, quality and distribution of technical systems along the network, emergency management ability do have an impact on the evolution and the duration of a crises and thus influence the system resilience. They have been thus studied in order to establish the “sensitivity” of the resilience score with respect to each one of the described properties [3].

Conveniently, the Resilience introduced by a security control against a specific threat on the entire network of interdependent nodes can be algorithmically modeled as a matrix multiplication. For the first matrix, columns represent existing nodes, while rows represent different security controls. Cell values depict the possibility of a security control to mitigate some part of the impact of a specific threat for each node present in the graph. The second matrix depicts the impact reduction that can be achieved by security controls onto the existing interdependent nodes. Similarly, columns represent existing nodes, while rows represent different security controls, but, here cell values depict the maximum potential impact reduction achieved at each node by the implementation of each security control. Thus, in this matrix, cells have negative values. Resilience is then modeled as the matrix multiplication of the two matrices (threat reduction and impact reduction matrices), as depicted in Figure 1.

3.4 Calculating cumulative dependency risk in the presence of resilience controls

By combining Eq. 1 and Eq. 2 with Eq. 3, the cumulative dependency risk in the presence of resilience controls can be defined as follows:

\[
DR_{Res}^{Res} = \sum_{i=1}^{n} \left[ \left( \prod_{j=1}^{i} L_{v_{j-1}v_j} \right) \cdot I_{v_{j-1}v_j} - \left( \prod_{j=1}^{i} L_{v_{j-1}v_j} \right) \cdot I_{v_{j-1}v_j} \right]
\]

(4)

As discussed above, \(L_{v_{j-1}v_j}\) introduces a likelihood for the security controls (actions). Specifically, it quantifies the possibility of one security control to mitigate some part of the impact of a threat.

Impact \(I\) in Eqs. 1 through 4 is assigned values that reflect the maximum expected impact for each modeled dependency. This first implies that eqs will always calculate produce the worst case cascading risk \(DR_{Res}^{Res}\), and also that all modeled dependencies exhibit the same impact growth rate; something that is not true in real-world situations, where different infrastructure resilience allows for different impact growth rates over time. Thus, we use the same modeling approach as in [15] and incorporate a dynamic time-based analysis model where \(T_{ij}\) denotes

<table>
<thead>
<tr>
<th>Likelihood matrix for Threat (threat)</th>
<th>Likelihood matrix for Threat (threat)</th>
<th>Resilience against (threat)</th>
</tr>
</thead>
<tbody>
<tr>
<td>(V_1) (V_2) (\ldots) (V_n)</td>
<td>(c_1) (c_2) (\ldots) (c_n)</td>
<td>(c_1) (c_2) (\ldots) (c_n)</td>
</tr>
<tr>
<td>(c_1) 0.34 0.23 (\ldots) 0.18</td>
<td>(c_1) -3 -6 (\ldots) -4</td>
<td>(-2.15)</td>
</tr>
<tr>
<td>(c_2) 0.12 0.41 (\ldots) 0.21</td>
<td>(c_2) -1 -3 (\ldots) -3</td>
<td>(-2.2)</td>
</tr>
<tr>
<td>(\ldots) (\ldots) (\ldots) (\ldots) (\ldots)</td>
<td>(\ldots) (\ldots) (\ldots) (\ldots) (\ldots)</td>
<td>(\ldots)</td>
</tr>
<tr>
<td>(c_n) 0.19 0.08 (\ldots) 0.6</td>
<td>(c_n) -5 -2 (\ldots) -2</td>
<td>(-2.3)</td>
</tr>
</tbody>
</table>

Figure 1.
Resilience security control calculation for the entire network against a single threat \(\in T\).
the time period over which a dependency between two infrastructures exhibits its maximum expected impact $I_{i,j}$, and $G_{i,j}$ denotes the expected growth of the failure. The growth rates used in this model are split into three types, namely: slow, linear or fast. Finally, let $t$ denote an examined time period after a failure.

Growth rates $G_{i,j}$ are defined based on the maximum potential Impact $I_{i,j}$ and a growth relation between time step $t$ and $T_{i,j}$. Specifically, “slow” growth rates follow an exponential evolution of type

$$I(t) = I^t$$

which begins at a slow pace and gradually increases in speed. “Linear” growth rates follow a typical approach

$$I(t) = I \cdot \frac{t}{T}$$

whereas “fast” impact growth rates are calculated using a logarithmic approach

$$I(t) = I \cdot \log \frac{t}{T}$$

in which incidents impose a very fast impact growth rate that gradually decreases in speed. For any $t > T$, impact growth caps at $I(t) = I$.

In real-world implementations of the methodology, all aforementioned values for $T_{i,j}$ and $G_{i,j}$, along with $I_{i,j}$ and $L_{i,j}$, are obtained through on-site assessment, expert knowledge and quantification of infrastructure characteristics.

3.5 Qualitative ranking scales

The above equations need some sort of value ranges in order to quantify results. To support calculation of these equations, we opted to use the same scales as in [15]. All the values are assigned from the following Likert scales:

- $I \in [1, 9]$, where 1 is the lowest impact and 9 is the highest impact.
- $T \in [1, 10]$, which is a granular time scale that uses the unavailability time periods: $1 = 15$ min, $2 = 1$ h, $3 = 3$ h, $4 = 12$ h, $5 = 24$ h, $6 = 48$ h, $7 = 1$ w, $8 = 2$ w, $9 = 4$ w and $10 =$ more than 4 w.
- $G \in [1, 3]$, where the value of 1 represents the slow growth rate, and values (2) and (3) represent the linear and fast evolution rates for impact respectively.

Each Impact value reflects a different qualitative criterion, based on the needs and threats of any given infrastructure. Nevertheless, quantification is uniform amongst all possible implementations, where a value of 1 reflects minimum to no Impact, while a value of 9 reflects catastrophic impact of an incident.

4. Case study: City of Rome

The city center of Rome was chosen as a case study due to the high concentration of various commercial activities and power centres both local and international as well as the presence of CIs which are essential to maintain vital societal functions (Figures 2 and 3). In particular, the area of interest holds the major Italian
government offices, San Giovanni Calibita Fatebenefratelli Hospital located in the Tiber Island and Termini Railway Station, one of the most important railway stations of Italy as it connects Northern and Southern Italy.

Figure 2. The area of interest: an urban district of Rome. The map was anonymized and MV Electric substations and Base Transceiver Stations were removed to hide sensitive information.

Figure 3. The dependency graph used in the case study.

As reported in Table 1, we considered 8 categories including CI and Point of Interests and selected a set of specific components (nodes, hereafter) for each category that are located in the area of interest. In particular, we considered the following categories:

1. the Electric Distribution Network (EDN) of Rome consisting of 40 Medium Voltage (15 kV) substations;
2. the Mobile Telecommunication System consisting of 31 Base Transceiver Stations (BTS);
3. the Water Supply Network (WSN) consisting of 1 water pumping station;
4. the Railway system including 12 stations;
5. a set of hospitals, medical offices and pharmacies;
6. a set of government offices and embassies;
7. a set of cash dispensers;
8. a set of restaurants.

4.1 Dependency graph

In order to model the interdependencies among the different nodes, we assumed a cyber risk assessment as the case scenario. In particular, we considered a dependency matrix that allows to reveal the potential vulnerability of a given node to the unavailability, corruption or disclosure of data from an interdependent node regardless of the current state of the shared data infrastructure. In other words, we assume a cyber threat affecting the considered nodes and we use a precomputed dependency matrix as a means to assign a cyber vulnerability to each node w.r.t. the data disruption from all interdependent nodes.

<table>
<thead>
<tr>
<th>Category</th>
<th>Subcategory</th>
<th>Acronym</th>
<th>Nr.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Energy</td>
<td>EV</td>
<td>ES</td>
<td>40</td>
</tr>
<tr>
<td>Telecommunications</td>
<td>BTS</td>
<td></td>
<td>31</td>
</tr>
<tr>
<td>Finance</td>
<td></td>
<td>CD</td>
<td>20</td>
</tr>
<tr>
<td>Government</td>
<td>GO</td>
<td>GO</td>
<td>15</td>
</tr>
<tr>
<td></td>
<td>Embassy</td>
<td>EM</td>
<td>20</td>
</tr>
<tr>
<td>Transport</td>
<td>Railway Station</td>
<td>RS</td>
<td>12</td>
</tr>
<tr>
<td>Health</td>
<td>Medical Office</td>
<td>DO</td>
<td>15</td>
</tr>
<tr>
<td></td>
<td>Pharmacy</td>
<td>PH</td>
<td>12</td>
</tr>
<tr>
<td></td>
<td>Hospital</td>
<td>HP</td>
<td>5</td>
</tr>
<tr>
<td>Food</td>
<td>Restaurant</td>
<td>RE</td>
<td>10</td>
</tr>
<tr>
<td>Water</td>
<td>Water Pumping Station</td>
<td>WP</td>
<td>1</td>
</tr>
<tr>
<td>Total:</td>
<td></td>
<td></td>
<td>182</td>
</tr>
</tbody>
</table>

Table 1. CI categories and components modeled in the case study.
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As reported in Table 1, we considered 8 categories including CI and Point of Interests and selected a set of specific components (nodes, hereafter) for each category that are located in the area of interest. In particular, we considered the following categories:

i. the Electric Distribution Network (EDN) of Rome consisting of 40 Medium Voltage (15 kV) substations;

ii. the Mobile Telecommunication System consisting of 31 Base Transceiver Stations (BTS);

iii. the Water Supply Network (WSN) consisting of 1 water pumping station;

iv. the Railway system including 12 stations;

v. a set of hospitals, medical offices and pharmacies;

vi. a set of government offices and embassies;

vii. a set of cash dispensers;

viii. a set of restaurants.

4.1 Dependency graph

In order to model the interdependencies among the different nodes, we assumed a cyber risk assessment as the case scenario. In particular, we considered a dependency matrix \[26\] that allows to reveal the potential vulnerability of a given node to the unavailability, corruption or disclosure of data from an interdependent node regardless of the current state of the shared data infrastructure. In other words, we assume a cyber threat \(\text{threat} \in \mathbb{T}\) affecting the considered nodes and we use a precomputed dependency matrix as a means to assign a cyber vulnerability to each node w.r.t. the data disruption from all interdependent nodes.

<table>
<thead>
<tr>
<th>Category</th>
<th>Subcategory</th>
<th>Acronym</th>
<th>Nr.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Energy</td>
<td>MV Electric substation</td>
<td>ES</td>
<td>40</td>
</tr>
<tr>
<td>Telecommunications</td>
<td>Base Transceiver Station</td>
<td>BTS</td>
<td>31</td>
</tr>
<tr>
<td>Finance</td>
<td>Cash Dispenser</td>
<td>CD</td>
<td>20</td>
</tr>
<tr>
<td>Government</td>
<td>Government Office</td>
<td>GO</td>
<td>15</td>
</tr>
<tr>
<td></td>
<td>Embassy</td>
<td>EM</td>
<td>20</td>
</tr>
<tr>
<td>Transport</td>
<td>Railway Station</td>
<td>RS</td>
<td>12</td>
</tr>
<tr>
<td>Health</td>
<td>Medical Office</td>
<td>DO</td>
<td>15</td>
</tr>
<tr>
<td></td>
<td>Pharmacy</td>
<td>PH</td>
<td>12</td>
</tr>
<tr>
<td></td>
<td>Hospital</td>
<td>HP</td>
<td>5</td>
</tr>
<tr>
<td>Food</td>
<td>Restaurant</td>
<td>RE</td>
<td>10</td>
</tr>
<tr>
<td>Water</td>
<td>Water Pumping station</td>
<td>WP</td>
<td>1</td>
</tr>
<tr>
<td><strong>Total:</strong></td>
<td></td>
<td></td>
<td>182</td>
</tr>
</tbody>
</table>

Table 1.
CI categories and components modeled in the case study.
The dependency matrix is consistent with the main cyber interdependencies that exist among the nodes modelled in the scenario although only a limited number of CI were considered for each sector present in the dependency matrix. Indeed, the electric substations (ES) supply energy to all nodes of other CI and thus a failure occurring in an ES would be disruptive for all nodes that receive energy from that ES. In addition, some of the ES are Remotely controlled and thus a failure occurring in those BTS nodes that in turn provide telecommunication services to the Remotely Controlled ES may compromise the control operations of the EDN.

In the absence of information regarding specific interdependencies, we employed a proximity criterion to model the relations among specific nodes. For example, we assumed that each energy consumer (i.e., all nodes that are not ES) is supplied by the nearest ES as well as each internet/telephony consumer is supplied by the nearest BTS. In addition, we did not model the intra-sector dependencies i.e. any dependency among the nodes of the same CI sector was not considered.

4.2 Likelihood matrix

As described previously, we employed the dependency matrix defined in [26] to model the interdependencies of the case study. That matrix was filled by gathering over 4,000 distinct data dependency metrics from CI stakeholders and reports the same CI sectors that were modelled in the case study and the cyber vulnerability of each sector w.r.t. all CI sectors. Table 2 shows the value for both Inbound and Outbound data dependencies. Inbound data dependency represents information and data consumed by the examined CIs, while outbound data dependency represents the data leaving each examined CI, to be used by other CIs.

The columns for each sector represent how that sector is dependent by data coming into that sector. Most organisations can intuitively estimate this value, and that’s how the data was collected in [26]. For example, in Table 2, column BTS represents the data, informations and services any BTS station would receive from
each other sector, and how much that BTS station depends from that data, informa-

tion or service.

Based on this matrix, we normalised the values and neglected the

intradependencies and the low intradependencies. In other words, we treated the

cyber vulnerability of a node as a likelihood that the node being affected. The

resulting matrix is shown in Table 2.

4.3 Security Controls

Given the absence of information regarding the security controls implemented

by the considered nodes, we assumed that each node \( v_i \) having a dependency with \( v_j \)

where \( j \in \{1, \ldots, N_i\} \), is equipped with \( f^i \) security controls against the examined

threat. We assumed that the likelihood values of the restoration controls \( L_{v_i,v_j} =

\text{const.} \ \forall \ j \in \{1, \ldots, N_i\} \). Table 3 shows the likelihood values of the restoration controls.

4.4 Impact Assessment Criteria

In order to assess the impact of cyber attacks on the nodes, we considered the

work of Fekete [27] that defines three impact assessment criteria in terms of critical

proportion, time and quality aspects. Critical proportion refers to the number of

elements or nodes of a CI such as critical number of services, size of population or

number of customers affected and redundancies. Critical time considers aspects

such as duration of outage, Mean Time to Repair (MTTR), Mean Time to Func-

tionality (MTTF) and business continuity or interruption. Critical quality refers to

the quality of the services delivered (e.g., the water quality) or the public trust in

quality (e.g., trust in finance, feeling of security).

In the following subsections, a description of how the mentioned impact assess-

ment criteria were applied to the case study will be provided. In particular, the

assumptions that were made to take into account such criteria will be described in

order to model the expected time-related impact \( I(t) \) in terms of the maximum

expected impact \( I \), the impact time \( T \) and the impact growth rate \( G \), as defined

in Section 3.

<table>
<thead>
<tr>
<th>CI Sector</th>
<th>ES</th>
<th>BTS</th>
<th>CD</th>
<th>GO</th>
<th>EM</th>
<th>RS</th>
<th>DO</th>
<th>PH</th>
<th>HP</th>
<th>RE</th>
<th>WP</th>
</tr>
</thead>
<tbody>
<tr>
<td>ES</td>
<td>—</td>
<td>0.36</td>
<td>—</td>
<td>0.34</td>
<td>0.34</td>
<td>0.39</td>
<td>0.39</td>
<td>0.39</td>
<td>—</td>
<td>0.31</td>
<td></td>
</tr>
<tr>
<td>BTS</td>
<td>0.7</td>
<td>—</td>
<td>0.45</td>
<td>0.4</td>
<td>0.44</td>
<td>0.51</td>
<td>0.51</td>
<td>0.51</td>
<td>—</td>
<td>0.34</td>
<td></td>
</tr>
<tr>
<td>CD</td>
<td>0.71</td>
<td>—</td>
<td>0.4</td>
<td>0.4</td>
<td>0.42</td>
<td>0.42</td>
<td>0.42</td>
<td>0.44</td>
<td>0.5</td>
<td></td>
<td></td>
</tr>
<tr>
<td>GO</td>
<td>0.59</td>
<td>0.51</td>
<td>0.7</td>
<td>—</td>
<td>0.36</td>
<td>0.61</td>
<td>0.61</td>
<td>0.61</td>
<td>0.36</td>
<td>0.51</td>
<td></td>
</tr>
<tr>
<td>EM</td>
<td>0.59</td>
<td>0.51</td>
<td>0.7</td>
<td>—</td>
<td>0.36</td>
<td>0.61</td>
<td>0.61</td>
<td>0.61</td>
<td>0.36</td>
<td>0.51</td>
<td></td>
</tr>
<tr>
<td>RS</td>
<td>0.68</td>
<td>0.4</td>
<td>0.42</td>
<td>0.29</td>
<td>0.29</td>
<td>—</td>
<td>0.5</td>
<td>0.5</td>
<td>0.5</td>
<td>0.51</td>
<td>0.3</td>
</tr>
<tr>
<td>DO</td>
<td>0.41</td>
<td>—</td>
<td>0.3</td>
<td>0.51</td>
<td>0.51</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>0.44</td>
</tr>
<tr>
<td>PH</td>
<td>0.41</td>
<td>—</td>
<td>0.3</td>
<td>0.51</td>
<td>0.51</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>0.44</td>
</tr>
<tr>
<td>HP</td>
<td>0.41</td>
<td>—</td>
<td>0.3</td>
<td>0.51</td>
<td>0.51</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>0.44</td>
</tr>
<tr>
<td>RE</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>0.27</td>
<td>0.27</td>
<td>0.38</td>
<td>0.38</td>
<td>0.38</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>WP</td>
<td>0.49</td>
<td>—</td>
<td>—</td>
<td>0.29</td>
<td>0.29</td>
<td>0.32</td>
<td>0.36</td>
<td>0.36</td>
<td>0.36</td>
<td>—</td>
<td>—</td>
</tr>
</tbody>
</table>

Table 2.
The likelihood matrix used in the case study.
Customers are involved in the disruption of the nodes, the more impact we obtain. This is shown on the unavailability of the data for the specific nodes. Should be noticed that while the lack of data services, for case \( C \), we set a subjective value that takes into account the importance of the nodes considered and assigning a higher value to other sectors such as Water and Food that produce a quick impact such as Energy and Telecommunication and Finance sectors. Thus, \( I \) was computed by combining the total number of customers supplied by \( i \) and \( j \) nodes so that the more customers are involved in the disruption of the nodes, the more impact we obtain.

Furthermore, the critical quality criterion was applied to compute \( I \) for each couple of nodes \( i \) and \( j \) belonging to Government, Health, Food and Water. In this case, we set a subjective value that takes into account the importance of the unavailability of the data for the specific nodes.

**Table 3.**
Resilience influence of security control \( c^\ast \) on node \( v_i \) for the given threat with dependency risk subchain \( v_i \rightarrow v_j \).

### 4.4.1 Maximum expected impact matrix

In order to apply the critical proportion criterion, given the difficulty of obtaining the number of customers supplied by a specific node from the CI owners, we assumed the number of inhabitants living in the geographical area where the specific node is located as the number of customers. Indeed, the areas considered are the census areas delivered by the Italian National Institute of Statistics (ISTAT) of which the number of inhabitants is known. This criterion was applied to model the maximum expected impact \( I \) for each couple of nodes \( i \) and \( j \) belonging to Energy, Telecommunication, Transport and Finance sectors. Thus, \( I \) was computed by combining the total number of customers supplied by \( i \) and \( j \) nodes so that the more customers are involved in the disruption of the nodes, the more impact we obtain.

Furthermore, the critical quality criterion was applied to compute \( I \) for each couple of nodes \( i \) and \( j \) belonging to Government, Health, Food and Water. In this case, we set a subjective value that takes into account the importance of the unavailability of the data for the specific nodes.

**Table 4** summarises the criteria applied based on the sector nodes considered. It should be noticed that while \( I \) is time dependent when considering ES, BTS, RS and CD nodes (case \( A \)), this is not true when considering GO, EM, DO, PH, HP and RE nodes (case \( B \)) where \( I \) was set higher for the nodes that could be more impacted by the lack of data services. For case \( C \), the two criteria were both considered and \( I \) was computed according to the metric reported in **Table 4**. The resulting impact matrix is shown on **Table 5**.

Let \( v_0, v_1, \ldots, v_n \) be a subchain of risk. We assumed that the reduction of impact \( I_{v_{i-1},v_i} \) on node \( v_i \) due to the restoration action \( c^{v_{i-1}} \) implemented by \( v_{i-1} \) is given by:

\[
I_{v_{i-1},v_i} = \alpha \cdot I_{v_{i-1},v_i}^\ast
\]

(8)

**Table 6** shows the percentage of reduction \( \alpha \) of the initial estimated damage \( I_{v_{i-1},v_i} \) for the generic dependency risk subchain \( v_{i-1} \rightarrow v_i \).

### 4.4.2 Impact time and Impact growth rate matrices

Regarding the critical time criterion, we considered the expected duration of failure of nodes to compute the impact and growth time matrices. In particular, we assigned a low value to sectors that are highly dependent on the data availability and

<table>
<thead>
<tr>
<th>Case</th>
<th>( v_j )</th>
<th>Impact assessment criterion</th>
<th>( I_{v_{i-1},v_i} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>ES, BTS, RS, CD</td>
<td>Nr. of customers</td>
<td>node-dependent</td>
</tr>
<tr>
<td>B</td>
<td>GO, EM, DO, PH, HP, RE</td>
<td>Service criticality</td>
<td>sector-dependent</td>
</tr>
</tbody>
</table>

**Table 4.**
Maximum expected impact criteria for the dependency risk subchain \( v_{i-1} \rightarrow v_i \).
that produce a quick impact such as Energy and Telecommunication and Finance and assigning a higher value to other sectors such as Water and Food that produce their negative effect in a longer period. The resulting impact time matrix is shown on Table 7.

Regarding the recovery time matrix, we modeled a time $T = 15m$ for the electric substations ES are remotely controlled as the SCADA system of the electric network allows to reactivate the electric supply in the order of minutes whereas $T = 1h$ for a generic ES only a manual intervention performed by a repair crew can be operated with a longer time (approximately 1 hour). The resulting recovery time matrix is shown on Table 8.

Regarding the impact growth rate, Table 9 shows the the criterion adopted and Table 10 shows the resulting values for each couple of nodes. We considered the same growth rate for the recovery actions.

### 4.5 Results

The execution of the model based on the graph of 182 nodes produced about 750.000 risk paths with order ranging from five to eight and potential risk values between 0.27 and 9.53. Figure 4 shows some significant dependency paths together with their cumulative dependency risk values.

The charts show that one dependency path $(CD_1-ES_1-BTS_1-GO_1-ES_2)$ exhibits its highest risk value at time $t = 1h$ and then the implementation of mitigation strategies with a rapid response decreases the overall dependency risk. In general,
Inbound dependencies

<table>
<thead>
<tr>
<th>CI Sector</th>
<th>ES</th>
<th>BTS</th>
<th>CD</th>
<th>GO</th>
<th>EM</th>
<th>RS</th>
<th>DO</th>
<th>PH</th>
<th>HP</th>
<th>RE</th>
<th>WP</th>
</tr>
</thead>
<tbody>
<tr>
<td>ES</td>
<td>—</td>
<td>3 h</td>
<td>—</td>
<td>3 h</td>
<td>3 h</td>
<td>3 h</td>
<td>3 h</td>
<td>3 h</td>
<td>3 h</td>
<td>—</td>
<td>24 h</td>
</tr>
<tr>
<td>BTS</td>
<td>3 h</td>
<td>—</td>
<td>1 h</td>
<td>3 h</td>
<td>3 h</td>
<td>3 h</td>
<td>3 h</td>
<td>3 h</td>
<td>3 h</td>
<td>—</td>
<td>3 h</td>
</tr>
<tr>
<td>CD</td>
<td>3 h</td>
<td>3 h</td>
<td>—</td>
<td>3 h</td>
<td>3 h</td>
<td>3 h</td>
<td>3 h</td>
<td>3 h</td>
<td>3 h</td>
<td>—</td>
<td>3 h</td>
</tr>
<tr>
<td>GO</td>
<td>3 h</td>
<td>3 h</td>
<td>3 h</td>
<td>—</td>
<td>—</td>
<td>12 h</td>
<td>12 h</td>
<td>12 h</td>
<td>12 h</td>
<td>2 w</td>
<td>24 h</td>
</tr>
<tr>
<td>EM</td>
<td>3 h</td>
<td>3 h</td>
<td>3 h</td>
<td>—</td>
<td>—</td>
<td>12 h</td>
<td>12 h</td>
<td>12 h</td>
<td>12 h</td>
<td>2 w</td>
<td>24 h</td>
</tr>
<tr>
<td>RS</td>
<td>3 h</td>
<td>3 h</td>
<td>3 h</td>
<td>12 h</td>
<td>12 h</td>
<td>—</td>
<td>12 h</td>
<td>12 h</td>
<td>12 h</td>
<td>2 w</td>
<td>24 h</td>
</tr>
<tr>
<td>DO</td>
<td>3 h</td>
<td>—</td>
<td>3 h</td>
<td>24 h</td>
<td>24 h</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>24 h</td>
</tr>
<tr>
<td>PH</td>
<td>3 h</td>
<td>—</td>
<td>3 h</td>
<td>24 h</td>
<td>24 h</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>24 h</td>
</tr>
<tr>
<td>HP</td>
<td>3 h</td>
<td>—</td>
<td>3 h</td>
<td>24 h</td>
<td>24 h</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>24 h</td>
</tr>
<tr>
<td>RE</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>2 w</td>
<td>2 w</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>WP</td>
<td>24 h</td>
<td>—</td>
<td>—</td>
<td>24 h</td>
<td>24 h</td>
<td>24 h</td>
<td>24 h</td>
<td>24 h</td>
<td>24 h</td>
<td>—</td>
<td>—</td>
</tr>
</tbody>
</table>

Table 7.
The maximum impact time matrix used in the case study.

Inbound dependencies

<table>
<thead>
<tr>
<th>CI Sector</th>
<th>ES</th>
<th>BTS</th>
<th>CD</th>
<th>GO</th>
<th>EM</th>
<th>RS</th>
<th>DO</th>
<th>PH</th>
<th>HP</th>
<th>RE</th>
<th>WP</th>
</tr>
</thead>
<tbody>
<tr>
<td>ES</td>
<td>—</td>
<td>15 m</td>
<td>—</td>
<td>15 m</td>
<td>15 m</td>
<td>15 m</td>
<td>15 m</td>
<td>15 m</td>
<td>15 m</td>
<td>—</td>
<td>15 m</td>
</tr>
<tr>
<td>BTS</td>
<td>3 h</td>
<td>1 h</td>
<td>1 h</td>
<td>1 h</td>
<td>1 h</td>
<td>1 h</td>
<td>1 h</td>
<td>1 h</td>
<td>—</td>
<td>1 h</td>
<td></td>
</tr>
<tr>
<td>CD</td>
<td>3 h</td>
<td>3 h</td>
<td>—</td>
<td>3 h</td>
<td>3 h</td>
<td>3 h</td>
<td>12 h</td>
<td>12 h</td>
<td>12 h</td>
<td>3 h</td>
<td>2 w</td>
</tr>
<tr>
<td>GO</td>
<td>3 h</td>
<td>3 h</td>
<td>3 h</td>
<td>—</td>
<td>—</td>
<td>12 h</td>
<td>12 h</td>
<td>12 h</td>
<td>12 h</td>
<td>2 w</td>
<td>24 h</td>
</tr>
<tr>
<td>EM</td>
<td>3 h</td>
<td>3 h</td>
<td>3 h</td>
<td>—</td>
<td>—</td>
<td>12 h</td>
<td>12 h</td>
<td>12 h</td>
<td>12 h</td>
<td>2 w</td>
<td>24 h</td>
</tr>
<tr>
<td>RS</td>
<td>3 h</td>
<td>3 h</td>
<td>3 h</td>
<td>12 h</td>
<td>12 h</td>
<td>—</td>
<td>12 h</td>
<td>12 h</td>
<td>12 h</td>
<td>2 w</td>
<td>24 h</td>
</tr>
<tr>
<td>DO</td>
<td>3 h</td>
<td>—</td>
<td>3 h</td>
<td>24 h</td>
<td>24 h</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>24 h</td>
</tr>
<tr>
<td>PH</td>
<td>3 h</td>
<td>3 h</td>
<td>24 h</td>
<td>24 h</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>24 h</td>
</tr>
<tr>
<td>HP</td>
<td>3 h</td>
<td>—</td>
<td>3 h</td>
<td>24 h</td>
<td>24 h</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>24 h</td>
</tr>
<tr>
<td>RE</td>
<td>—</td>
<td>—</td>
<td>2 w</td>
<td>2 w</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>24 h</td>
</tr>
<tr>
<td>WP</td>
<td>24 h</td>
<td>—</td>
<td>—</td>
<td>24 h</td>
<td>24 h</td>
<td>24 h</td>
<td>24 h</td>
<td>24 h</td>
<td>24 h</td>
<td>—</td>
<td>—</td>
</tr>
</tbody>
</table>

Table 8.
The maximum recovery time matrix used in the case study.

Growth rate node i

<table>
<thead>
<tr>
<th>Growth rate node j</th>
<th>Slow</th>
<th>Linear</th>
<th>Fast</th>
</tr>
</thead>
<tbody>
<tr>
<td>Slow</td>
<td>Slow</td>
<td>Slow</td>
<td>Linear</td>
</tr>
<tr>
<td>Linear</td>
<td>Slow</td>
<td>Linear</td>
<td>Fast</td>
</tr>
<tr>
<td>Fast</td>
<td>Linear</td>
<td>Fast</td>
<td>Fast</td>
</tr>
</tbody>
</table>

Table 9.
Impact growth rate metric.
we observed a high risk value of subchains including the electric nodes due both to the high number of dependencies of nodes on the electric nodes and the high maximum impact associated.

**Figure 5** shows a map representation of the dependency risk paths considered in **Figure 4** with the census areas involved. In particular, let $CA_1, CA_2, \ldots, CA_M$ be the set of generic census area containing the CI nodes of all possible dependency chains. The generic $CA_k$ s.t. $1 \leq k \leq M$, $CA_k = \{v_j\}$, $|CA_k| \leq n$ is associated specific a color according to the cumulative risk value $DR_{k_0, \ldots, k_n}$ of a $v_0, v_1, \ldots, v_n$ dependency subchain s.t. $\exists a p_0, p_1, \ldots, p_g$ dependency chain s.t. $DR_{k_0, \ldots, k_n} < DR_{p_0, \ldots, p_g}$ with some

---

**Table 10.**
The impact growth rate matrix used in the case study.

<table>
<thead>
<tr>
<th>CI Sector</th>
<th>ES</th>
<th>BTS</th>
<th>CD</th>
<th>GO</th>
<th>EM</th>
<th>RS</th>
<th>DO</th>
<th>PH</th>
<th>HP</th>
<th>RE</th>
<th>WP</th>
</tr>
</thead>
<tbody>
<tr>
<td>ES</td>
<td>F</td>
<td>F</td>
<td>F</td>
<td>F</td>
<td>F</td>
<td>F</td>
<td>F</td>
<td>F</td>
<td>F</td>
<td></td>
<td>L</td>
</tr>
<tr>
<td>BTS</td>
<td></td>
<td>L</td>
<td>L</td>
<td>L</td>
<td>L</td>
<td>L</td>
<td>L</td>
<td>L</td>
<td>L</td>
<td></td>
<td>S</td>
</tr>
<tr>
<td>CD</td>
<td></td>
<td>L</td>
<td>F</td>
<td>F</td>
<td>F</td>
<td>F</td>
<td>F</td>
<td>F</td>
<td>F</td>
<td></td>
<td>L</td>
</tr>
<tr>
<td>GO</td>
<td></td>
<td>L</td>
<td>L</td>
<td></td>
<td>L</td>
<td>L</td>
<td>L</td>
<td>L</td>
<td>L</td>
<td></td>
<td>S</td>
</tr>
<tr>
<td>EM</td>
<td></td>
<td>L</td>
<td>L</td>
<td></td>
<td></td>
<td>L</td>
<td>L</td>
<td>L</td>
<td>L</td>
<td></td>
<td>S</td>
</tr>
<tr>
<td>RS</td>
<td></td>
<td>L</td>
<td></td>
<td></td>
<td></td>
<td>L</td>
<td>L</td>
<td>L</td>
<td>L</td>
<td></td>
<td>S</td>
</tr>
<tr>
<td>DO</td>
<td></td>
<td>L</td>
<td>L</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>S</td>
</tr>
<tr>
<td>PH</td>
<td></td>
<td>L</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>S</td>
</tr>
<tr>
<td>HP</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>S</td>
</tr>
<tr>
<td>RE</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>S</td>
</tr>
<tr>
<td>WP</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>S</td>
</tr>
</tbody>
</table>

---

**Table 8.**
The maximum recovery time matrix used in the case study.

**Table 9.**
The impact growth rate metric.

---

**Figure 5.**
Result map showing the risk value of each census area.
each census area is colored according to the maximum risk value of a subchain that includes some nodes \( v_j \) that are located in that area (i.e. \( v_j \in CA_k \)).

Results depicted in Figure 4 indicate cascading events between infrastructures. Each one of the four scenarios was validated to be true against real world data and historical analysis of such infrastructures. Following this, results indicate that the presented methodology is able to both (i) effectively project adverse effects from cascading events and accurately predict potential impact over time periods, and also (ii) highlight direct and indirect dependency vulnerabilities between highly dependent CIs.

On the latter, results delineate the criticality behind dependencies of Telecommunications and the Electrical sector. The sharp increase in impact over a very short time period (purple line, scenario 1) clearly shows that potential unavailability of the Electrical sector quickly and critically affects the Telecommunications. We followed up on this finding and results are proven true both from empirical analysis and also from historical data on locations analyzed by the tool.

Another potential use of the presented methodology includes capturing the effect of applying security controls and how these controls affect the resilience of systems over time. By analyzing the impact escalation and trajectory in analyzed attack paths, we see that the level of risk reduction for each of the presented scenarios is directly related with the time of deployment. Early application of security controls (scenario CD1, ES1, BTS1, GO1, ES2) seems to reduce the overall risk by 25% in less than two hours after the initiation of the attack path, while controls implemented later during the exposure to the adverse event show relatively smaller mitigation percentages of the overall risk (around 18%).

Red areas shown in Figure 5 are highly populated areas containing electric nodes thus producing possible high impact in case of failure. This explains why several nodes of the subchains with high cumulative dependency risk are concentrated in this area.

5. Conclusions

By extending previous time-based dependency analysis models and by integrating the effect of resilience-related security controls, in this paper we have examined the effect of possible mitigation strategies in dynamically reducing the consequences of cascading effects. The model was applied to a real case study involving an urban area of Rome where a number of critical infrastructures deliver services to inhabitants and businesses. The model was set up by considering a precomputed dependency graph that exhibits the cyber dependencies of a set of infrastructures. The results highlight the most critical dependency chains and the areas with high concentration of critical nodes. The model was integrated into CIPCast Decision Support System allowing all actors involved in securing critical infrastructures to plan mitigation strategies aiming at reducing the overall risk of service degradation in the considered area.
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Chapter 6

A Strategy to Improve Infrastructure Survivability via Prioritizing Critical Nodes

Luca Faramondi, Giacomo Assenza, Gabriele Oliva, Ernesto Del Prete, Fabio Pera and Roberto Setola

Abstract

From an engineering point of view, the survivability of a system is defined as its ability to continue to operate despite a natural or human-made disturbance; for example a serious mechanical fault, a human error, or a malicious cyber or physical attack. In the context of critical infrastructures, due to their relevance for the public wellness, it is mandatory to improve the robustness of such systems in order to ensure the availability of essential services such as the distribution of water, gas and electrical power. Nowadays, due to the increasing number of cyber incidents, the definition of protection strategies, able to improve the survivability level of this infrastructure, is at the heart of the scientific debate. In this chapter we propose a procedure based on three steps aimed at improving infrastructure survivability. In the first stage we propose some approaches to identify the criticality degree of each subsystem composing the infrastructure, in the second stage we propose a method to aggregate multiple criticality evaluations performed by subject matter experts by providing a unique holistic indicator. Finally, on the basis of such indicator, we propose a protection strategy to improve the robustness of the entire system.

Keywords: critical nodes, network robustness, protection strategy, optimization problem, cooperative games

1. Introduction

The physical and cyber protection of critical infrastructures (CIs) is crucial to ensure the availability of multiple essential services. Concerning the physical security aspects, critical infrastructures are, in most cases, complex and geographically distributed systems hence hard to protect. Regardless of the specific scenario, a CI can be represented as a set of sub-systems able to interact and cooperate in order to provide services that are essential for the economy, society and public wellness. For example, in gas distribution systems, the cooperation of metering and regulation stations is fundamental to guarantee the proper functioning of the entire infrastructure. In power grids and water distribution infrastructures, the availability of...
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1. Introduction

The physical and cyber protection of critical infrastructures (CIs) is crucial to ensure the availability of multiple essential services. Concerning the physical security aspects, critical infrastructures are, in most cases, complex and geographically distributed systems hence hard to protect. Regardless of the specific scenario, a CI can be represented as a set of sub-systems able to interact and cooperate in order to provide services that are essential for the economy, society and public wellness. For example, in gas distribution systems, the cooperation of metering and regulation stations is fundamental to guarantee the proper functioning of the entire infrastructure. In power grids and water distribution infrastructures, the availability of
electrical power and water, depends respectively on the joint action of singular sub-systems such as bus or water supply stations. Analogously, the correct operation of a plant depends on the right operativeness of several elements as illustrated by the 4STER European project.

Critical infrastructure are characterized by a high level of interconnection and interdependency where the operation of a subsystem is essential for the functioning of others. In such a context, the disruption of a subsystem can easily escalate creating waterfall effect impacting multiple services and geographic areas. Therefore, in order to guarantee the functioning of the entire infrastructure it is necessary to protect adequately each sub-system from fault or exogenous events potentially capable of compromising normal operativity levels. As reported in [1], on the 28th September 2003, in Italy and some areas of Switzerland, about 56 million people lost power due to a storm-tossed tree branch that hit Swiss power lines. About 30,000 people remained trapped in trains, several hundred passengers were stranded on underground transit systems, and there were significant knock-on effects across other critical infrastructures. Similarly, the 2005 Hurricane Katrina [2] caused widespread power outages throughout Louisiana, Mississippi, Alabama, Florida, Kentucky and Tennessee due to the cascading effects initiated by a local event. Another example is the 2011 Great East Japan earthquake [3] and the resulting tsunami: 1.5 million households did not have access to their water supply, 4.4 million households were left without electricity, and all the local railway services were halted, and communications were suspended.

Domino effects over the entire infrastructure due to local fault are not caused only by accidental faults or natural disasters, but could also be intentionally caused by malicious actors. For example, with the increasing reliance of CI on Information & Communication Technology (ICT) malicious actors can perform attacks via cyberspace triggering service disruptions significant economic losses and even kinetic effects. This has been particular concerning in relation to the energetic sector with a significant increase of cyber threats capable of causing outages and blackout in power systems.

The first example of how a cyber attack can affect the operativity of CI causing mechanical damage was provided by the Aurora project [4]. This was a test performed by the Idaho National in which the simulation of a cyberattack led to the destruction of a 27-ton generator. Another Significant example is represented by the Stuxnet worm. The worm was able to modify the rotation speed of particular motors installed inside the centrifuges used for the uranium enrichment in plant in Iran. Similarly, recent blackouts in Ukraine in 2015 and 2016 were respectively caused by Blackenergy3 and CrashOverride, two malware specially designed to cause blackouts via cyber intrusion [5].

In addition, we have to consider impacts on workers’ safety. Power plants, water plants, gas plants can provoke accidents and enormous damages. Seveso plants can be used for the storage of hazardous materials: an attack aimed at these plants can also cause a domino effect. The capability to adjust machine parameters in order to improve performance or simply in order to change behavior can make other people with criminal intent adjust parameters so that workers and others can be put at risk of harm. Example of parameters can be speeds, forces, torques that can be put at dangerous levels. In addition, graphical interfaces used for human-machine interaction can be altered so that people could see a situation not corresponding to reality (not reported error codes or messages, different values of parameters or measures). In order to identify hazards associated to the use of a machine or a set of machines, procedures like HAZOP, HAZID, accident reviews must be taken into consideration. Anyway, security and safety must be considered as part of the normal working processes and not always this happens.
The main common aspect about these cited events is that a local event is able to compromise the functionality of the entire plant due to a domino effect. The identification of the most critical sub-systems is a crucial point for the definition of effective protection strategies able to improve the survivability of the systems. To this end, it is fundamental to identify adequate metrics and indicators to quantify the criticality rate associated to each sub-system, especially in highly heterogeneous contexts.

1.1 Related works

From the literature, one of the typical strategies to obtain such metrics is to simulate the effects of negative events, such as local faults, in order to provide insights on the most critical elements, for which protection needs to be raised. In particular, a well-established approach is to focus on intentional attacks, considering a rational attacker that aims at maximizing the damage while keeping low the effort required for his/her malicious action. Starting from the seminal works of Arulsevan et al. [6] it has become paramount that attacks that take into account the topology of the infrastructure, can select more effectively the target sites, increasing the damage dealt (e.g., in terms of disconnection of large portions of the infrastructure by causing services interruption). In [7–10] multiple approaches for the identification of critical nodes in infrastructure networks are presented. All these methods consists in optimization problems able to discover the nodes whose removal from the network compromise the connectivity of the entire system. All these approaches requires initial assumptions about the attacker budget and preferences despite this information are not available in general in a real context. Moreover, the results of these approaches are able to highlight the most critical node in a network but not provide a metric capable of quantifying the degree of criticality for each node of the infrastructure. In more details, the approach presented in [7] proposes a method, able to identify the most critical nodes, based on the result of an optimization problem characterized by the presence of assumptions about the strategy of an attacker in terms of available budget and dimension of disconnected components. Similar assumptions are considered also in the approach presented in [8, 9], the authors propose a method which aims at minimizing the attack cost against the infrastructure with constraints about the features of the network. Finally, assumptions about the attacker preferences are also required in the formulation presented in [10]. In general, centrality measures, such as the node degree or betweenness centrality are often adopted as criticality measures, while in [11] the authors propose a critical index for the elements of a CI by analyzing the solutions of a multi objective optimization problem without any assumption about the attacker behaviour. However, the adoption of a unique metric or indicator about the criticality rate of each node of the system is quite unrealistic due to the complex nature of the infrastructures. Two approaches able to consider multiple metrics with the aim to compute a final aggregated criticality holistic indicator are presented in [12, 13]. The proposed approaches take into account multiple indicators based on multiple data source (topology data, field-related data, expert evaluations, etc.) but not provide a final step necessary to define a defensive strategy and evaluate its effectiveness.

1.2 Contribution and outline of the chapter

In this chapter we want to propose a procedure able to define a defensive strategy for CIs based on multiple node criticality measures. In more details, the procedure is based on three steps, as depicted in Figure 1: In the first stage (Section 2) we provide some specific criticality measure for CIs based on the connectivity of the system. The identification of the criticality measures is a fundamental stage in
the defensive strategy definition process. In literature, graph centrality measures are often adopted as criticality measures for infrastructure but these approaches (e.g. Node degree or node betweenness) are quite ineffective as proved in [11]. In the second stage (Section 3) a methodology to merge multiple criticality metrics, based on the well-known Analytic Hierarchy Process [14], is described in order to overcome the limit about the application of a single metric in a complex environment. Moreover, such methodology allows considering also the criticality evaluations given for a subset of infrastructure nodes. The definition of the defensive strategy is provided in the last step (Section 4) and its effectiveness is proved by analyzing the global robustness of the network with respect to multiple robustness evaluation methods. Finally, in (Section 5), the application of the three-step procedure is illustrated with respect to the case study network with the aim of proving the effectiveness of the proposed strategy.

1.3 Notation

Let us denote by $|X|$ the cardinality of a set $X$; moreover, we represent vectors via boldface letters, and we use $\mathbf{x}$ to indicate a vector in $\mathbb{R}^m$ whose components are all equal to $k$, while by $I_n$ we identify the $n \times n$ identity matrix. Finally, we denote the sign of $x \in \mathbb{R}$ by $\text{sign}(x)$ and by $\text{sign}(X)$ the entry-wise sign of a matrix $X$. Let $G = \{V, E\}$ denote a graph with a finite number $n$ of nodes $v_i \in V$ and $e$ edges $(v_i, v_j) \in E \subseteq V \times V$, from node $v_i$ to node $v_j$. A graph is said to be undirected if $(v_i, v_j) \in E$ whenever $(v_j, v_i) \in E$ (see Figure 2). The adjacency matrix of a graph $G$ is an $n \times n$ matrix $A$ such that $A_{ij} = 1$ if $(v_j, v_i) \in E$ and $A_{ij} = 0$ otherwise. A path over an undirected graph $G = \{V, E\}$, starting at a node $v_i \in V$ and ending at a node $v_j \in V$.

Figure 1.
Flow chart of the proposed three-steps procedure.

Figure 2.
Example of a graph $G = \{V, E\}$ with $|V| = 5$ nodes and $|E| = 6$ edges.
An undirected graph $G = \{V, E\}$ is connected if each node can be reached by each other node by means of the links in $E$.

For the sake of clarity, we report here the notation adopted in the rest of the chapter.

- $c_i$: Removal cost for node $v_i$
- $PWC(G)$: Pairwise connectivity of $G$
- $NPWC(A, x)$: Normalized pairwise connectivity for a graph with adjacency matrix $A$ and without considering nodes $v_i$ s.t. $x_i = 0$
- $\mathcal{P}$: Pareto Front
- $\chi_i$: Critical index for node $v_i$
- $P$: Set of players in the cooperative game
- $\Gamma(P, g)$: Cooperative game for players in $P$ evaluated via characteristic function $g$
- $\phi_i$: Shapley value for player $i$
- $M_i$: $i$-th metric
- $m$: Number of metrics
- $r_i^{(i)}/r_i^{(j)}$: Relative utility ratio among alternatives $i$ and $j$ according to metric $i$
- $R_i^{ab}$: Matrix of utility ratios among alternatives $a$ and $b$ according to metric $i$
- $B$: Defensive budget
- $w_i$: Relevance of metric $i$
- $\prod$: Global robustness index

### 2. Node criticality metrics based on network connectivity

As mentioned above the first step of the proposed approach for the identification of a defensive strategy is the identification of metrics of interests able to evaluate the network criticalities from multiple points of view. Despite in literature this process is often reduced to a simple centrality measure computation, in this section we propose two other applicable approaches, based on the infrastructure connectivity, to compute the criticality of each sub-systems of a CI. For the sake of clarity, in this context we represent the entire infrastructure via undirected graph $G = \{V, E\}$ where $V$ is the set of $n$ nodes $v_i$, (each node represents a sub-system of the CI) and $E \subseteq V \times V$ is the set of $e$ undirected edges $(v_i, v_j)$. An edge connects two nodes if a real physical connection exists between the two corresponding sub-systems.

Both the approaches for the critical node identification, presented in this section are based on the concept of connectivity. In our models, when a node is attacked and is unable to operate, we remove the node and the incident edges from the graph. The deletion of particular critical nodes could compromise the connectivity of the other elements of the network. Notice that, for each node $v_i$ we consider a removal cost $c_i > 0$. With the aim to measure the degree of connectivity of the graph $G$, we adopt the Pairwise Connectivity (PWC), it is an index that captures the overall degree of connectivity of a graph on the basis of the couples of nodes connected by means of edges in $G$.

$$PWC(G) = \sum_{(v_i, v_j) \in V \times V, v_i \neq v_j} p(v_i, v_j),$$

(1)
where \( p(v_i, v_j) \) is 1 if the pair \((v_i, v_j)\) is connected via a path in \( G \), and is zero otherwise. Noting that the maximum number of couples of nodes in a graph with \( n \) nodes is \( \frac{n(n-1)}{2} \), the normalized pairwise connectivity (NPWC) is defined as:

\[
NPWC(G) = \frac{2PWC(G)}{n(n-1)} \in [0, 1].
\]

(2)

**Remark 1** \( NPWC(G) \) is a measure of connectivity of the graph \( G \), in fact, it is easy to note that

\[ G \text{ connected} \Leftrightarrow NPWC(G) = 1. \]

(3)

When \( NPWC(G) < 1 \), the graph is not connected, but the larger \( NPWC(G) \) is, the more \( G \) is “close” to be a connected graph.

We now provide a more descriptive definition of a NPWC by taking into account a subset of attacked nodes. Let \( A \) be the adjacency matrix of an undirected graph \( G = \{V, E\} \) and let \( x \in \mathbb{R}^n \) be a column vector whose entries \( x_i = 0 \) if the \( i \)-th node has been removed due to an attack or a fault and \( x_i = 1 \) otherwise, we define the connectivity as:

\[
NPWC(A, x) = \frac{1^T_n \left[ \text{sign} \left( \sum_{i=0}^{n-1} A_i \right) - I_n \right] 1_n}{n(n-1)}
\]

(4)

where \( \hat{A}_{ij} = A_{ij}x_i x_j \), \( 1_n \) is a column vector composed by \( n \) entries equal to 1.

**2.1 A critical index based on optimization problem**

The definition of the Critical Index \( \chi_i \) for a node \( v_i \), come directly from the solutions of a multi-objective problem defined by assuming the point of view of a malicious attacker.

In Eq. (5) the behavior of an attacker is defined as a multi-objective optimization problem characterized by two conflicting objectives: the reduction of the connectivity in terms of NPWC and the simultaneous minimization of the required attack effort in terms of removal cost. We reiterate that if an attacker want to disconnect a node \( v_i \) from the graph then (s)he must pay a cost \( c_i \).

Problem 1

\[
\min f(x) = \min \left[ f_1(x), f_2(x) \right]^T, \quad x \in \{0, 1\}^n
\]

(5)

where \( x \) represents the vector of decision variables, whose entries \( x_i \) are equal to 0 if the node \( v_i \) is involved in the attack, 1 otherwise and where

\[
f_1 = NPWC(A, x)
\]

(6)

and

\[
f_2 = \frac{c^T (1_n - x)}{1^T c}
\]

(7)

where \( c = [c_1 \ldots c_n]^T \) is the vector whose entries represent the cost necessary to remove each node from the graph.
As described in [11], in general, a multi-objective problem is characterized by the presence of multiple optimal solutions \( \mathbf{x}^{(j)} \) collected in the Pareto front set \( \mathcal{P} \). Each solution is associated to a couple of values \( [f_1(\mathbf{x}^{(j)}), f_2(\mathbf{x}^{(j)})] \) according to the two objective functions. In other words, each optimal solution \( \mathbf{x}^{(j)} \) represents a different attack strategy with damages caused on the network \( f_1(\mathbf{x}^{(j)}) \) and different attack effort \( f_2(\mathbf{x}^{(j)}) \) as depicted in Figure 3.

In [11], the Critical Index \( \chi_i \) is defined as in Eq. (8):

\[
\chi_i = \frac{\sum_{\forall \mathbf{x}^{(j)} \in \mathcal{P}} \mathbf{x}^{(j)}_i}{|\mathcal{P}|}
\]  

(8)

where \( |\mathcal{P}| \) represents the number of solutions in the Pareto front. In other words it is defined as the ratio between the frequency with which a node \( v_i \) is involved in the attacks listed in the Pareto front and its cardinality. If the critical index \( \chi_i \) is close to 0 this implies that the node is rarely involved in attack plans, instead, the closer it is to 1, more frequently the node is involved in optimal attack strategies.

### 2.2 A critical index based on a cooperative game

An alternative approach for the identification of the most critical nodes in a network is presented in [15]. Analogously to the critical index based on the results of the multi-objective optimization problem, the proposed method is based on the concept of NPWC. Differently from the previous critical index, this measure come from the game theory and is based on the solution of a cooperative game.

A cooperative game, sometimes called a value game or a profit game, is a competition among groups of players. Formally, a cooperative game is defined by a set of players \( P \) and a characteristic function \( v : 2^P \to \mathbb{R}^+ \) which associate to all possible coalitions of players a utility rate. The function describes how much collective payoff a set of players can gain by forming a coalition.

Figure 3.
*Pareto front: the optimal solutions set for multi-objective optimization problem.*
Let $P$ be the set of players, and $g : 2^P \rightarrow \mathbb{R}^+$ a function that satisfies the following properties:

- $g(\emptyset) = 0$
- Superadditive property: if $S, T \in 2^P$ s.t. $S \cap T = \emptyset$, then $v(S \cup T) \geq g(S) + g(T)$

The cooperative game $\Gamma(P, g)$ is defined by the couple $(P, g)$ where the elements of $P$ are the players of the game and the characteristic function of the game $g(S)$ estimates the utility of each coalition $S \in 2^P$.

Cooperative games can be solved via multiple approaches, the Shapley value [16] is one of the possible concepts of solution. The Shapley value assigns to each player $i \in P$, a reward $\phi_i$. The larger is the contribution given by $i$ in all the possible coalitions of players, based on the function $g$, the larger is the reward $\phi_i$ for the player $i$.

The Shapley value is a column vector $\Phi$ whose entries are $\phi_i$ are defined according to Eq. (9).

$$\phi_i = \frac{1}{n!} \sum_{S \subseteq P \setminus \{i\}} |S|!(n-|S|-1)!(g(S \cup \{i\}) - g(S)) \tag{9}$$

With the aim to adopt these concepts to provide a critical index able to quantify the criticality of each node of the network, a cooperative game $\Gamma(N, n\text{NPWC})$ is defined. The set of players is represented by the set of nodes $N$ while the characteristic function $g$ is $\text{NPWC}$ (Eq. (3)). Notice that, in [15], it is demonstrated that the NPWC satisfy the two fundamental properties of a characteristic function.

The solution of the proposed game will assign a reward to each node in $V$ proportional to its contribution to the connectivity expressed in terms of $\text{NPWC}$, hence the Shapley value can be considered a valid node criticality metric.

3. A multi-criteria vulnerability detection index

As briefly introduced in Section 1, a research of the most critical nodes based on a single metric is practically worthless and extremely simplistic. In this section we propose an approach able to provide a holistic indicator able to take into account multiple criticality evaluations based on multiple metrics also in presence of incomplete data. The proposed method is based on the well-known Analytic Hierarchy Process (AHP) introduced by Saaty [17]. For a given set of $m$ alternatives, relative utility ratios $r_i/r_j$ are defined by experts. Such a setting is typical in contexts involving human decision-makers, which are usually more comfortable providing relative comparisons among the utilities of the different alternatives (e.g., “Alternative $i$ is twice better than alternative $j$”), rather than directly assessing an absolute utility value of each alternative (i.e., “The value of alternative $i$ is ...”). The AHP is a procedure able to estimate the absolute utilities $r_i$ starting from the given utility ratios $r_i/r_j$. See [17] for additional notions about the AHP.

We now suppose to have $m$ different metrics $M_1 \ldots M_m$. According to these metrics, the entries of the column vectors $r^{(1)} \ldots r^{(m)}$ represents the criticality rate of each node of the graph. Notice that the method is applicable also if for some metrics the criticality ratio of some node is not available [12]. Finally, let $w_1 \ldots w_m$ be positive weights defined by subject-matter experts (SMEs) representing the relevance of each metric. The larger is the weight associated to the $i$-th metric, the larger the influence of such metric in the final holistic indicator. Such weights can
be obtained also resolving AHP on the basis of pair-wise comparisons between the different metrics.

For each metric we define the \( n \times n \) matrix \( R^{(i)} \) whose entries are defined as follows:

\[
R^{(i)}_{ab} = \begin{cases} 
\frac{r_a^{(i)}}{r_b^{(i)}} & \text{if both } r_a^{(i)} \text{ and } r_b^{(i)} \text{ are defined} \\
0 & \text{otherwise} 
\end{cases}
\] (10)

In other words, the matrix \( R^{(i)} \) collects the relative utility ratios between the \( a \)-th and \( b \)-th nodes according to the \( i \)-th metric if both the evaluation are available. Notice that some ratio \( r_a^{(i)}/r_b^{(i)} \) might be undefined if \( r_b^{(i)} = 0 \), due to this reason, we treat zero-valued entries as not available data.

By considering the matrices \( R^{(i)} \), we aim at finding the aggregated holistic indicator \( r^* \in \mathbb{R}^n \) that solves the following problem.

**Problem 2** Find \( r^* \in \mathbb{R}^n \) that solves

\[
r^* = \arg \min_{r \in \mathbb{R}^n} f(r) = \sum_{i=1}^{m} w_i \sum_{a=1}^{n} \sum_{b \mid R^{(i)}_{ab} \neq 0} \left( \ln \left( \frac{R^{(i)}_{ab}}{r_a^{(i)}} \right) - \log (r_a) + \log (r_b) \right)^2 \] (11)

The holistic indicator \( r^* \) is a new node criticality measure that represents a compromise between the \( m \) initial metrics \( M_1 \ldots M_m \) by taking into account the SMEs preferences \( w_i \). In other words, Problem 2 aims at finding the criticality indicator \( r^*_a \), assigned to the \( a \)-th node, such that the ratios \( r_a^*/r_b^* \) minimize the deviation from the ratios \( R^{(i)} \) for the \( m \) considered metrics.

**4. Defensive strategy definition and evaluation**

In this section we propose a methodology to define a defensive strategy able to improve the survivability of the network with a focus on the connectivity maintenance with respect to nodes deletion. As introduced in Section 2, an attack cost \( c_i \) is associated to each node \( v_i \). Our aim is the definition of a new distribution of the budget in order to minimize the loss of connectivity in case of malicious attacks.

Let \( B = \sum_{i=1}^{n} c_i \) the defensive budget computed on the basis of the initial removal costs. We propose a new allocation of the budget by defining the removal cost proportionally to the holistic indicator \( r^* \) described in Section 3. Hence, we define the new removal costs \( \hat{c}_i \) as follows:

\[
\hat{c}_i = \frac{1}{B} \frac{r^*_i}{1_n^T r^*} \] (12)

It is now necessary evaluate the robustness of a network with a particular defensive strategy. As introduced in Section 2.1, due to its multi-objective nature, Problem 1 is characterized by the presence of multiple optimal solutions collected in the Pareto front \( \mathcal{P} \). Each optimal solution \( x^{(j)} \) is associated to a couple of values: a particular connectivity value \( f_1(x^{(j)}) \) and an attack cost \( f_2(x^{(j)}) \), where \( f_1 \) and \( f_2 \) represent the two objective function of Problem 1.

In [11], the global robustness index \( \Pi \) is defined as the area under the polygonal chain connecting the points \( (f_1(x^{(j)}), f_2(x^{(j)})) \) in the Pareto front using trapezoidal rule for numerical integration.
As depicted in Figure 3, $\Pi$ is a measure of the overall robustness of the network. In fact, the larger is the area, the higher is the value of the objectives associated to the solutions in the Pareto front; hence, high values of the global robustness index correspond to networks where the attacker is not able to deal large damage, or deals large damage only for large effort.

5. Case study

In this section we prove the effectiveness of the proposed three-stage methodology able to improve the network survivability via critical nodes protection. The proposed strategy is tested on the CI represented by the network depicted in Figure 4. Notice that the case study is based on a network that does not represents a real infrastructure. The network is composed by $n = 15$ nodes and $e = 35$ edges. As discussed in Section 2, the first step of the methodology is devoted to the identification of criticality measures able to take into account the effects about the disconnection of a node from the graph by evaluating the loss of connectivity of the entire infrastructure. Notice that, the removal costs $c_i$ are set to 1 for each node of the infrastructure.

The first columns in Table 1 collect the metrics defined by Eqs. 5 and 6 respectively. Concerning the distribution of the critical indices $\chi_i$, the largest value are associated to the nodes 10 and 3. Notice that, the deletion of such nodes divides the nodes in two partitions, hence it strongly compromises the connectivity of the network in terms of nPWC.

Similar results are obtained by considering the computation of the Shapley value in order to solve the cooperative game as described in Section 2.2. We remark that this approach assigns a reward to each node of the network according to their contribution to the connectivity of the entire network by considering all the possible partitions of nodes. Notice that, the results computed via Shapley not consider the removal cost $c_j$ while the results of Problem 1 take into account also this aspect, moreover, in this case study all the removal costs $c_i$ are set to 1.

Finally, the fourth and fifth columns of Table 1 collect the node degree and the betweenness centrality [18] for each node in the graph.

![Figure 4](image-url)

*Case study network. The node color depends on the holistic criticality rate computed via Eq. (7).*
In the last column of Table 1, we show the criticality rate for each node according to the new holistic indicator computed as in Eq. (7) considering $m=4$ metrics (i.e. the critical index, the Shapley Value, the node Degree and the Betweenness centrality). According to the procedure defined in Section 3, we have set the metric relevance as follows: $\omega_1 = 0.3$, $\omega_2 = 0.3$, $\omega_3 = 0.2$, and $\omega_4 = 0.2$ in order to emphasize the criticality metrics based on the concept of PWC.

The nodes color in Figure 4 depends on the aggregated criticality values, according to the colormap. On the basis of this new indicator, the node 10 is the most critical node of the graph, in fact the deletion of this node strongly compromise the connectivity of the network and the creation of two disconnected partitions. Due to the same reason, a high criticality rate is also assigned to the nodes 4 and 3. Despite the node 14 is not essential for the connectivity, this node is characterized by a high node degree, in fact it is considered, according to the holistic indicator, as the fourth most critical node in the network.

Starting from the results obtained by computing the holistic indicator $r^*$, we adopt a defensive strategy by defining a new attack cost $\bar{c}_i$, for each node, proportional to its holistic criticality rate as defined in Eq. (8). Notice that the defensive budget $B = \sum_{i=1}^{n} c_i = 15$.

The effectiveness of the proposed defensive strategy is proved by considering the global robustness index $\Pi$, we remark that it came from the solution of Problem 1 and it is defined as the area under the Pareto front. As depicted in Figure 5, the new allocation of the defensive budget $B$ is very effective to contrast an attacker especially with limited budget. In more details, in case of uniform defensive strategy (i.e. all the attack costs set to 1) the area under the Pareto front is equal to $\Pi = 0.1229$, while the new budget allocation (Eq. (8)) based on the holistic indicator $r^*$ improves the network robustness by increasing the area to $\Pi = 0.1591$.

<table>
<thead>
<tr>
<th>Node</th>
<th>Critical Index $\chi_i^*$</th>
<th>Shapley Value $\phi_i^b$</th>
<th>Degree</th>
<th>Betweenness</th>
<th>Holistic Indicator $r_i^{**}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.1111</td>
<td>0.0354</td>
<td>2</td>
<td>0</td>
<td>0.0360</td>
</tr>
<tr>
<td>2</td>
<td>0.1852</td>
<td>0.0493</td>
<td>4</td>
<td>0</td>
<td>0.0587</td>
</tr>
<tr>
<td>3</td>
<td>0.2863</td>
<td>0.0952</td>
<td>4</td>
<td>24</td>
<td>0.1003</td>
</tr>
<tr>
<td>4</td>
<td>0.2593</td>
<td>0.1465</td>
<td>3</td>
<td>45</td>
<td>0.1143</td>
</tr>
<tr>
<td>5</td>
<td>0.0370</td>
<td>0.0354</td>
<td>2</td>
<td>0</td>
<td>0.0238</td>
</tr>
<tr>
<td>6</td>
<td>0.1111</td>
<td>0.0493</td>
<td>4</td>
<td>0</td>
<td>0.0484</td>
</tr>
<tr>
<td>7</td>
<td>0.1111</td>
<td>0.0521</td>
<td>6</td>
<td>3.5</td>
<td>0.0491</td>
</tr>
<tr>
<td>8</td>
<td>0.2593</td>
<td>0.0547</td>
<td>7</td>
<td>2</td>
<td>0.0618</td>
</tr>
<tr>
<td>9</td>
<td>0.1481</td>
<td>0.0515</td>
<td>3</td>
<td>15</td>
<td>0.0580</td>
</tr>
<tr>
<td>10</td>
<td>0.2963</td>
<td>0.1635</td>
<td>5</td>
<td>48</td>
<td>0.1389</td>
</tr>
<tr>
<td>11</td>
<td>0.0741</td>
<td>0.0515</td>
<td>3</td>
<td>15</td>
<td>0.0465</td>
</tr>
<tr>
<td>12</td>
<td>0.1852</td>
<td>0.0521</td>
<td>6</td>
<td>3.5</td>
<td>0.0577</td>
</tr>
<tr>
<td>13</td>
<td>0.1852</td>
<td>0.0521</td>
<td>6</td>
<td>3.5</td>
<td>0.0577</td>
</tr>
<tr>
<td>14</td>
<td>0.2222</td>
<td>0.0567</td>
<td>8</td>
<td>19.5</td>
<td>0.0871</td>
</tr>
<tr>
<td>15</td>
<td>0.2593</td>
<td>0.0547</td>
<td>7</td>
<td>2</td>
<td>0.0618</td>
</tr>
</tbody>
</table>

$^a$Criticality measure based on Eq. (5).
$^b$Criticality measure based on Eq. (6).
$^c$Holistic Indicator based on Eq. (7).
6. Conclusions

In this chapter we provide a methodology for the definition of a defensive strategy via prioritizing the critical nodes of the network. Due to the complexity of a CI, the adoption of a unique metric for the identification of the node criticality is simplistic, to this end we propose a strategy, based on the AHP, able to merge multiple metrics which take into different aspects of the network. Moreover, the proposed aggregation procedure is applicable also in case of incomplete data. Among the multiple metrics applicable in the merging process, in this chapter we propose two metrics characterized by a focus on the network connectivity. In the one hand the critical index is computed on the basis of a multi objective optimization problem. Assuming an attacker perspective and knowing the topology of the network, the problems aims at identifying the nodes whose removal compromise the connectivity of the entire system. On the other hand, we propose the adoption of the Shapley value as a criticality evaluation by defining a cooperative game among the nodes of the network. Finally, we propose the definition of a defensive strategy that assigns to each node a removal cost proportional to the holistic indicator. Future improvement will be devoted to the inclusion of a final check able to include a final validation based on expert opinions. One of the possible validity check is based on the well-known face validity approach [19], it refers to the transparency or relevance of a test as it appears to test participants.

Figure 5.
Results of problem 1. Pareto fronts obtained by applying defensive strategies based on the holistic indicator (blue line), and uniform attack costs (red line).
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Abstract
The European gas network currently includes approximately 200,000 km high pressure transmission and distribution pipelines. The needs and requirements of this network are focused on risk-based security asset management, impacts and cascading effects of cyber-physical attacks on interdependent and interconnected European Gas grids. The European SecureGas project tackles these issues by implementing, updating, and incrementally improving extended components, which are contextualized, customized, deployed, demonstrated and validated in three business cases, according to scenarios defined by the end-users. Just validation is considered to be a key end activity, the essence of which is the evaluation of the proposed solution to determine whether it satisfies specified requirements. Therefore, the chapter deals with the validation strategy that can be implemented for the verification of these objectives and evaluation of technological based solutions which aim to strengthen the resilience of the European gas network.
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1. Introduction
The European gas network is an important and irreplaceable subsector of European Critical Infrastructure (ECI) [1]. The functioning of this network is constantly affected by threats with a direct but also cascading or synergistic effect [2]. These threats can be of various natures, e.g. meteorological, geological, process-technological, cascading, personnel, cyber or physical [3]. The impact of these threats can result in serious disruption or even failure of the regional parts of the gas network. For this reason, it is necessary to continuously improve the protection system of the European Gas Network, in particular through risk analysis and the consequent strengthening of the resilience through the identification and elimination of the identified weaknesses.

One of the main measures and means to achieve the enhancement of resilience, is through technological solutions, which should address the operational and technical needs of the infrastructure and requirements of the end user, i.e. infrastructure operator [4]. The chapter therefore deals with the validation strategy [5] that can be implemented for the verification of these objectives and the evaluation of technological based solutions which aim to strengthen the resilience of the
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1. Introduction

The European gas network is an important and irreplaceable subsector of European Critical Infrastructure (ECI) [1]. The functioning of this network is constantly affected by threats with a direct but also cascading or synergistic effect [2]. These threats can be of various natures, e.g. meteorological, geological, process-technological, cascading, personnel, cyber or physical [3]. The impact of these threats can result in serious disruption or even failure of the regional parts of the gas network. For this reason, it is necessary to continuously improve the protection system of the European Gas Network, in particular through risk analysis and the consequent strengthening of the resilience through the identification and elimination of the identified weaknesses.

One of the main measures and means to achieve the enhancement of resilience, is through technological solutions, which should address the operational and technical needs of the infrastructure and requirements of the end user, i.e. infrastructure operator [4]. The chapter therefore deals with the validation strategy [5] that can be implemented for the verification of these objectives and the evaluation of technological based solutions which aim to strengthen the resilience of the
European gas network. The main objective of the proposed validation plan, as part of an overall evaluation process, is to study the acceptance of a designed security system aiming to promote resilience [6] of gas critical infrastructures (at strategic, tactical and operational level). For this purpose, it is necessary to collect qualitative information concerning some key criteria of the system which define its performance in the operations. The primary focus of the validation strategy is to assess the functionality and effectiveness of the proposed system. However, the intuitiveness of the individual components as well as the overall exploitation and operationalization potential of the developed solution, should also be evaluated.

The aforementioned validation plan has been developed and verified through continuous interaction with critical infrastructure (CI) operators within the SecureGas project [7]. The project aims to improve the resilience capabilities of the gas CI. The methodology uses a gas CI-contextualized Panarchy loop [8] reflecting a disaster life-cycle management process. The objective is to reduce foreseen risk, optimize the monetary investment, and reduce uncertainties. Providing the CI operators with a detailed validation methodological procedure to assess the added value of security solutions added to their infrastructure is of high value. Within the context of the SecureGas validation and evaluation, the following aspects that are addressed include: performance versus expectation, ease-of-use, understandability, reliability of operations, completeness and reliability of output, functionality, man-machine interface and efficiency. The criteria for validation, i.e. Key Performance Indicators (KPIs) [9], can be clustered into two categories: (1) general criteria that apply to the whole SecureGas system, and (2) specific criteria that apply to individual components of the system.

Such validation plan is fully transferable to other CI operators both of Gas and other sectors (e.g. power, telecommunication). With a slight adjustment of the identified KPIs, it can provide a valuable information on the applicability and usefulness of a security solution for risk mitigation, prevention and response purposes within a CI.

2. Validation, verification and evaluation

In order to understand the activities to be implemented from the validation point of view, definitions of the basic concepts used and are further analyzed below, presenting also several methodological approaches. Therefore, this section provides both a background analysis for validation-verification-evaluation processes and an adequate methodology.

The validation process involves the collection and evaluation of data, from the process design stage through commercial production phase, which establishes scientific evidence that a process meets a determined requirements. Process validation involves a series of activities taking place over the process. Regulatory authorities like European Medicines Agency and Food and Drug Administration have published guidelines relating to process validation [10]. The purpose of process validation is to ensure that varied inputs lead to consistent and high quality outputs. Process validation is an ongoing process that must be frequently adapted as manufacturing feedback is gathered. End-to-end validation of production processes is essential in determining product quality because quality cannot always be determined by a finished-product inspection. Process validation can be broken down into three steps: (1) process design, (2) process qualification, and (3) continued process verification.

The Guide to the Project Management Body of Knowledge (PMBOK guide), a standard adopted by the Institute of Electrical and Electronic Engineers, defines validation and verification as follows [5]:
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• Validation: The assurance that a product, service, or system meets the needs of the customer and other identified stakeholders. It often involves acceptance and suitability with external customers. Contrast with verification.

• Verification: The evaluation of whether or not a product, service, or system complies with a regulation, requirement, specification, or imposed condition. It is often an internal process. Contrast with validation.

These terms generally apply broadly across industries and institutions. In addition, they may have very specific meanings and requirements for specific products, regulations, and industries. Some examples: Software [11], Food and drug, Health care [12], Greenhouse gas [13], Traffic and transport [14], Simulation models [15], ICT industry, Civil engineering [16], Economics, Accounting, Agriculture, Arms control.

In the context of the above, validation can generally be classified into five basic categories:

• Prospective validation comprises the missions conducted before new items are released to make sure the characteristics of the interests which are functioning properly and which meet safety standards [17]. Some examples could be legislative rules, guidelines or proposals [18–25].

• Retrospective validation is a process for items that are already in use in distribution or production. The validation is performed against the written specifications or predetermined expectations based upon their historical data/evidences that are documented/recorded. If any critical data is missing, then the work cannot be processed or can only be completed partially [10]. Retrospective validation is used for facilities, processes, and process controls in operation use that have not undergone a formally documented validation process. Validation of these facilities, processes, and process controls is possible by using historical data to provide the necessary documentary evidence that the process is doing what it is believed to do. Therefore, this type of validation is only acceptable for well-established processes and would be inappropriate where recent changes in the composition of product, operating processes, or equipment have occurred [26].

• Concurrent validation is used for establishing documented evidence that a facility and processes do what they purport to do, based on information generated during actual imputation of the process [26]. This approach involves monitoring of critical processing steps and end product testing of current production to show that the manufacturing process is in a state of control.

• Cross-validation is an approach by which the sets of scientific data generated using two or more methods are critically assessed [27].

• Re-validation is carried out for the item of interest that is dismissed, repaired, integrated/coupled, relocated, or after a specified time lapse. Examples of this category could be relicensing/renewing driver’s license, recertifying an analytical balance that has been expired or relocated, and even revalidating professionals [28]. Re-validation may also be conducted when a change occurs during the courses of activities, such as scientific researches or phases of clinical trial transitions.
In contrast, evaluation is a systematic assessment of a subject’s qualities, using criteria governed by a set of standards. Evaluation involves tests or studies conducted to investigate and determine the technical suitability of an equipment, material, product, process, or system for the intended objective. So evaluation can be formative that is taking place during the development of a concept or proposal, project or organization, with the intention of improving the value or effectiveness of the proposal, project, or organization. It can also be summative, drawing lessons from a completed action or project or an organization at a later point in time or circumstance. [29]

According to the way the evaluation is conducted we can distinguish the following types [30]:

- **Internal evaluation**, carried out by organizations, groups or stakeholders directly involved in the implementation of the project solution.

- **External evaluation**, carried out by specialists outside the development team, who are not employed within the organization responsible for the project under evaluation and who have no personal, financial or direct interest in the project.

Evaluation can be characterized as being either formative or summative. Broadly (and this is not a rule), formative evaluation looks at what leads to an intervention working (the process), whereas summative evaluation looks at the short-term to long-term outcomes of an intervention on the target group [31]:

- **Formative evaluation** takes place in the lead up to the project, as well as during the project, in order to improve the project design as it is being implemented (continual improvement). Formative evaluation often lends itself to qualitative methods of inquiry.

- **Summative evaluation** takes place during and following the project implementation, and is associated with more objective, quantitative methods.

**Process evaluation** is an inductive method of theory construction, whereby observation can lead to identifying strengths and weaknesses in program processes and recommending needed improvements [32]. For this purpose, qualitative methods are most often used, which are defined in the context of evaluation as research methods that emphasize depth of understanding, that attempt to tap the deeper meaning of human experience, and that intend to generate theoretically richer, observations which are not easily reduced to numbers [32]. The most used qualitative evaluation methods include [33]: content analysis, situational analysis, in-house surveys and interviewing.

Content analysis involves studying documents and communication artifacts, which might be texts of various formats, pictures, audio or video [34]. Quantitative content analysis highlights frequency counts and objective analysis of these coded frequencies [35]. Additionally, quantitative content analysis begins with a framed hypothesis with coding decided on before the analysis begins. These coding categories are strictly relevant to the researcher’s hypothesis. Quantitative analysis also takes a deductive approach [36].

**Situation analysis** refers to a collection of methods that managers use to analyze an organization’s internal and external environment to understand the organization’s capabilities, customers, and business environment. The situation analysis consists of several methods of analysis: The 5Cs Analysis, SWOT analysis and Porter’s five forces analysis [37]. These analyses help understand the analytical processes by which managers understand themselves, their consumers, and the marketplaces in which they compete.
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3. Concept of creating a validation plan

Following the analysis and presentation of validation, verification and evaluation processes, in this section, a holistic (including all those three processes) validation plan, will be analyzed. In principal, an effective validation and evaluation plan, needs to seek, as clear as possible, answers to the following issues:

Figure 1.
Quality assurance framework.

SWOT analysis is a strategic planning technique used to help a person or organization identify strengths, weaknesses, opportunities, and threats related to business competition or project planning [38]. It is designed for use in the preliminary stages of decision-making processes and can be used as a tool for evaluation of the strategic position of an organization. It is intended to specify the objectives of the project and identify the internal and external factors that are favorable and unfavorable to achieving those objectives. Users of a SWOT analysis often ask and answer questions to generate meaningful information for each category to make the tool useful and identify their competitive advantage.

An interview is essentially a structured conversation where one participant asks questions, and the other provides answers. Interviews can range from Unstructured interview or free-wheeling and open-ended conversations in which there is no predetermined plan with prearranged questions [39], to highly structured conversations in which specific questions occur in a specified order [40].

Other commonly used tools and techniques for evaluation purposes [41] can include especially observation, survey questionnaires, case studies, analytical models, expert panel’s consultation, cost–benefit analysis (CBA), and multi-criteria analysis (MCA).

Normally validation, verification and evaluation are performed in a row allowing to estimate the completeness and consistency of the system and examining its technical appropriateness, as depicted in Figure 1.

To sum up, verification and validation heavily rely on earlier phases of the project. Verification is a rather technical process in which the main question is whether the system works properly. The validation process covers not only the demonstrations but also earlier meetings and discussions in which the requirements are refined. As already mentioned, verification of developed tool/solution is the process of determining that the system is built according to its specifications. Validation is the process of determining that the system actually fulfills the purpose for which it was intended. Evaluation reflects the value and the acceptance of the system by the end users and its performance.

3. Concept of creating a validation plan

Following the analysis and presentation of validation, verification and evaluation processes, in this section, a holistic (including all those three processes) validation plan, will be analyzed. In principal, an effective validation and evaluation plan, needs to seek, as clear as possible, answers to the following issues:
1. What has to be evaluated?

2. Who is interested in the validation/evaluation?

3. What critical issues have to be tackled?

4. What has to be measured?

5. How validation/evaluation has to be performed?

6. Who is involved in the evaluation?

7. How results will be reported?

All these questions have been taken under consideration and are answered and described in detail as part of the SecureGas validation-evaluation methodological approach. In this four-step methodology (Figure 2), a set of business cases (BCs) is used to support the validation, verification and evaluation of SecureGas solution. Three BCs, addressing relevant issues for the gas sector (production, transport and distribution phase of the gas lifecycle, including different infrastructures for each phase) have been identified to ensure the delivery of solutions and services to the end-users. During the BCs implementation, tailor-made scenarios for the CIs will be used for demonstrations on actual sites. The technical components involved will be assessed quantitively (by measuring foreseen KPIs) and qualitatively (by using a set of questionnaires and interviews to the participants in the demonstrations).

3.1 Set the context

This kick-off step entails all the discussions and reviews with relevant stakeholders for the exact identification of the gaps and the existing capabilities. This step also sets the scope and the objectives of each BC for the SecureGas solution to provide differentiation from current practices and added value to the operational environment of a gas CI.

![Figure 2](SecureGas validation-evaluation methodology)
3.1.1 Identify end users/teams

Within SecureGas framework, the end-user team consists of the gas CI operators participating in the project (DEPA, EDAA, AMBER, ENI). Further to them, the SecureGas technical component providers are actively engaged and directly involved in all phases of the validation plan. External stakeholders have been identified and will be involved only in the BC implementation phase. They will participate and provide feedback for evaluation purposes. The stakeholders/actors participating in the pilot activities may vary among the different BCs however they belong to one of the following groups:

1. CI operators, managers and administrators, security liaison officers (also from interconnected, interdependent or similar CIs);
2. Emergency response authorities (police, fire brigade, civil protection, etc.);
3. National Authorities (CI regulatory authorities, ministries, etc.);
4. Security service providers;
5. Secondary/other security professionals and practitioners (e.g. policy makers, other EU research projects, etc.).

3.1.2 Identify requirements and processes

The SecureGas validation and evaluation process is an essential part of the project’s development cycle. The development cycle is user-oriented, which means it relies on the perception, needs and responses by end users. Based on this development cycle, in SecureGas phase 1: “construct/develop”, user requirements and specifications are identified leading to conceptual model (CM), concept of operations (ConOps) and high level reference architecture (HLRA). The CM, ConOps and HRLA will be implemented and demonstrated in phase 2: “demonstrate” and finally validated in phase 3: “validate & exploit”.

Initial and crucial substeps to achieve an efficient planning and implementation of the BC are to:

1. Identify CI assets, threats, vulnerabilities, requirements, procedures, etc., in order to prepare the scenario including CI’s specific security issues and addressing end users’ actual needs.
2. Identify legacy systems and existing infrastructures, integration-data sharing, possible limitations, etc., and collaborate with the technical team to develop a SecureGas solution tuned to the project’s BCs.

For the execution of these substeps, some may choose from a set of existing tools and frameworks, e.g. risk and vulnerability assessment and penetration testing (see Section 4).

3.1.3 Define the objective of the validation-evaluation process

The main objectives of the evaluation process will be to study the acceptance of the SecureGas system (at the strategic, tactical and operational levels), assess the performance of its components and the operational potential of the developed solution.
The beneficiaries of the validation and evaluation process are both technical component providers and CI operators. The technical providers will receive valuable feedback on technical development, components adaptation and implementation, system integration and cooperation with legacy systems, etc. The CI operators will receive the performance assessment analysis of SecureGas solution, the extracted lessons, recommendations and conclusions, and all knowledge that can be transferred to their operations.

3.1.4 Identify adequate criteria

The criteria for validation can be clustered into two categories, further analyzed in Section 4:

- General criteria, that apply to the whole SecureGas system (cross-KPIs) and
- Specific criteria that apply to individual components of the system.

As such, the validation process will generate feedback during the pilot demonstrations on the following dimensions: functional, interface, security, operational, design, and implementation.

When it comes to the specific criteria, the SecureGas partners will make use of the lists of user (organizational, operational and regulatory) and technical (and standards-related) requirements defined, in order to determine whether the SecureGas system offers what it was designed to. As far as verification is concerned, the system specifications developed by technical partners will play the same role as user requirements in validation (see Figure 1). The evaluation process will also assess whether the SecureGas system complies with the technical requirements developed in Phase 1 of the project.

3.2 Plan the business case

This second part consists of a number of substeps that will lead in the realization of the BC implementation.

3.2.1 Type, location and schedule

In each SecureGas BC, an operational based demonstration will take place in the field (for the production, transport and distribution phases of gas lifecycle), aiming to simulate scenarios as realistically as possible in a controlled environment. This method of BC implementation will offer the advantage of real-time decisions and actions by the end-users and other participating actors, generating responses and leading to several consequences depending on the participants’ actions and system performance. On top of that, regarding the strategic level of Gas lifecycle, a discussion-based approach will be followed, through the organization of a workshop/tabletop exercise, during which key personnel of the CI will have the chance to discuss scenarios that involve strategic threats and will assess policies, procedures, standard operating procedures and potential mitigation measures.

The locations may be related to the assets involved, the objectives and requirements of the validation, etc. Within SecureGas, the CI operators’ sites in Greece, Lithuania and Italy have been selected and included in the scenarios based on the type of their installations.

Within the SecureGas project, project partners will customize, integrate and deploy the provided technical components into each BC. The deployment of the
extended and integrated components in the BC will be tested through piloting activities for a period lasting almost one year period, with the last months focusing on the evaluations leading to an overall report based on the data and information collected.

3.2.2 Define scenarios

BCs are based on scenarios that correspond to a sequence of facts occurring in a specific space–time framework. Scenarios should be structured in a logical, readily accessible way to the pilot actors. Within SecureGas BCs, scenarios consist of events designed to guide the actors towards achieving the BC objectives. Six specific methodological substeps have been specified to define the scenarios:

- Substep 1: Identification of normative, institutional and legislation frameworks.
- Substep 2: Identification of end-user’s infrastructures, assets and pilot site attributes.
- Substep 3: Involved stakeholders and pilot actors.
- Substep 4: Considered threats and risk.
- Substep 5: Unfolding the scenario.
- Substep 6: Deployment of the SecureGas solution.

3.2.3 Analyze criteria

The criteria used for the validation/evaluation of the SecureGas system and each component, consist of cross KPIs and specific KPIs (all linked with the end user requirements and technical specifications). In Section 4.1, these criteria will be discussed in detail.

3.2.4 Select validation/evaluation method and tools

In the framework of the validation plan, the methods and tools for the evaluation needs have been selected. Thus, the following substeps are executed for each BC:

1. Define what has to be measured for based on applicable KPIs.

2. Define how, through discussion-based workshop/tabletop exercise for the strategic level, and operations-based simulations/field pilots for the tactical/operational level.

3. Define who are involved in the frame of the evaluation, sorted into three main groups as follows:

   - CI operators, security liaison officers, administrators and managers who can provide input based on an operational, policy and technical point of view, and evaluate the overall performance based on their experience.

   - First responders, who can provide input regarding the information sharing and community awareness during an incident.

   - Security practitioners and stakeholders, who, depending on their expertise, will provide information concerning the potential exploitation and use of the SecureGas solution. They may provide feedback on their willingness to use or adopt the system, other technical/operational comments, etc.
In order to achieve an effective evaluation outcome, the selection of the stakeholders, must be based on some requirements, such as the relevance to the scenario, adequate qualification, objectivity, previous experience.

4. Define the tools to be used to collect the results and feedback comprising:
   - KPIs and respective traceability matrices, for validation purposes, and
   - survey questionnaires, focus groups, interviews and brainstorming, for evaluation purposes.

5. Define how the results will be reported.

   The results will be presented in suitable style and form, according to the reporting target audience and the selected tool. All reporting activities will be planned accordingly, paying attention to the most suitable communication means for the specific audience, in terms of content presentation, type of language, level of details and so on. For example, the elaboration of the questionnaires, the feedback from the interviews of the focus groups and the conclusions of the debriefing sessions (hot and cold washes) of BCs will be documented based on standardized feedback sheets which will be analyzed to improve the overall specification and development processes and their outcomes.

### 3.3 Business case implementation

The third part that will be followed in the validation plan, is that of that of the BC pilots execution, including both preparatory meetings and the actual field testing consisting of the following three substeps.

#### 3.3.1 Plan the business case

1. End-users (internal and external) are identified specifically for each BC.
2. Identify the place and date and estimate the budget-plan logistics.
3. Send invitations, share information for the pilot with involved stakeholders.
4. Before the pilot, organize a training course, for the participants to have the opportunity to familiarize with the SecureGas solution.
5. The scenario (depending on the area of application) is presented to the end-users and its details are discussed.
6. All necessary adaptations, installations, integrations have been achieved and the system is ready to be used, demonstrated and evaluated.

#### 3.3.2 Conduct validation exercise

Following the specific BC scenario storyline, the involved actors are guided and supported by the capabilities of the SecureGas system in order to respond to a security incident.
3.3.3 Assess data quality

Following the BCs pilots’ implementation, the participants are asked to use the validation/evaluation tool/method (e.g. fill a specifically designed questionnaire, see Section 4). In some cases, interviews are held.

The assessment of results and feedback gathered leads to a holistic evaluation outcome, respective lessons identified and recommendations for further analysis.

3.4 Assess results

This last step of the methodology contains the analysis of the gathered evaluation results as well as an assessment of the SecureGas solution. The results of this step will be presented in the overall SecureGas evaluation and lessons identified report.

3.4.1 Assess results

The results assessment aims to collect valuable feedback from the end-users interactions during the pilots (via questionnaires, described in detail in Section 4.4), expressed opinions and comments through focus groups and end-session interviews. The purpose of this substep is to indicate among others whether the SecureGas solution is performing well, provides useful information, is easy to understand, reliable, ergonomic, efficient, etc.

3.4.2 Prepare validation and evaluation report

The final step in each BC pilot demonstration will summarize and present all the activities realized and the responses by involved actors’ (both consortium partners and external experts). Based on these outcomes, an overall performance evaluation of the SecureGas solution will be reported, lessons, recommendations and conclusions will be extracted, and content for knowledge transfer will be structured.

4. Validation and evaluation tools

Within the SecureGas framework and specifically in the third phase of the project, that of validation and exploitation, several tools will be used in order to support the efficient implementation of the validation plan described in Section 3 above. These tools consists of: (a) an initial assessment tool, that will be used as a decision support tool to carry out a self-assessment to identify the level of intrusiveness and level of maturity of the CI, (b) the penetration testing tool/methodology for identifying vulnerabilities and assessing performance, (c) the KPIs that will be used as benchmarks to assess project’s efficiency in reaching its key objectives and to evaluate the quality of the proposed technical solution, and finally (d) questionnaires and interviews as two main instruments for evaluation purposes.

4.1 Initial assessments

In the first step of the validation plan, the context is set as described in subSection 3.1. The validation plan follows the same approach as a pre-attack phase gathering as much information as possible on the target systems and planning the activities performed during the tests. Assessment frameworks such as [42, 43] can be used to identify the level of intrusiveness and level of maturity.
The substeps that are performed comprise:

1. Identify and prioritize assets: A list of identified assets indicating the importance of each one should be identified (e.g. software, hardware, data, interfaces, security governance, security controls and components, etc.).

2. Identify threats: A threat is anything that could exploit a vulnerability to breach security and cause harm to a CI. General threat categories are: physical adversarial threats and acts of terrorism, political/geopolitical/social threats, natural hazards, technological and accidental hazards, indirect threats and cyber threats.

3. Identify Vulnerabilities: Identify a list of known vulnerabilities of all the asset list and analyze the impact on the system/infrastructure if these are not correctly treated and mitigated. The impact on the system shall be treated in terms of e.g. economy, reputation, and security for people.

4. Analyze measures: Analyze the measures that are either in place or in the planning stage to minimize or eliminate the probability that a threat will exploit a vulnerability in the system.

5. Determine the likelihood of an incident: The possibility of an incident to be an exploited vulnerability should be quantified, based on historical/statistical data, user experience and knowledge or any other sources available (e.g. studies, estimations/information that authorities are producing, etc.).

6. Assess the impact a threat could have, including factors such as the mission, the criticality and the sensitivity of the system and its data.

7. Prioritize the security risk: For each threat/vulnerability pair, determine the level of risk for the system/infrastructure, based on the likelihood and the impact of the threat, and the adequacy of the existing or planned system/infrastructure security controls for eliminating or reducing the risk.

8. Recommend Controls: Using the risk level from the previous step, determine the actions that the senior management of the CI and other personnel that hold key positions, must take to mitigate the risk to an accepted residual risk level.

9. Document the results to support management in making appropriate decisions on budget, policies, procedures, and so on.

**4.2 Penetration testing**

Following the above assessment, another process that can be used as a tool for identifying vulnerabilities and assessing performance is Penetration Testing (PT). PT is a security testing process in which experts execute real but yet controlled attacks on systems and services to identify methods for circumventing the security features of an application, system, or network [44].

PT methodologies divide the process into four generic phases:

1. A planning phase, focuses on gathering available information on the target systems, as well as on potential methods of attacks, management approval and setting the groundwork for setting up attack strategies and attack scenarios;
2. A discovery phase, which is broken down into two parts: information gathering and scanning, and vulnerability analysis;

3. An attack phase, where the tester puts in place the knowledge acquired in the previous phase. This phase contains the following substeps: (a) gaining access, (b) escalating privileges, (c) system browsing, and (d) installing additional tools;

4. A reporting phase, where experts evaluate findings and propose corrective actions.

4.3 Key performance indicators

KPIs typically enable the realization of technical systems towards tangible goals while serving as a benchmark for internal quality assurance. Indeed, KPIs are deemed as a measurable way to assess project’s efficiency in reaching its key objectives and to evaluate the quality of the proposed technical solution(s). Through well-defined KPIs, the main areas to be tested, measured and validated during the piloting activities are established.

The SecureGas KPIs were defined in the early stage of the project so that they guide its targeted implementation. Preliminary activities, regarding user and system requirements identification as well as the CONOPS and HLRA definition, have already been completed providing valuable input to the KPIs definition task.

For the purposes of the SecureGas project, the KPIs were classified along two main indicator types:

a. SecureGas component KPIs, which reflect the key characteristics and functionalities offered by each SecureGas component and are applied for their performance evaluation;

b. SecureGas Cross-KPIs, which reflect the key functionalities and the expected quality of the entire SecureGas solution.

Both the SecureGas component KPIs and the SecureGas Cross-KPIs establish the validation criteria to be measured during SecureGas pilot demonstrations. Although both KPI categories are equally important for the evaluation of objectives’ fulfillment, this section emphasizes on the KPIs defined for the integrated SecureGas system (i.e. SecureGas Cross-KPIs).

The methodology adopted for the definition of the KPIs was built on a bottom-up rationale. The SecureGas component KPIs (low-level KPIs) were initially defined. Then, drawing on that information, the SecureGas Cross-KPIs (high-level KPIs) were derived. The procedural pathway followed for the identification of KPIs is depicted in Figure 3.

Considering that KPIs depend on the end-users and stakeholders interested in the SecureGas system, the first step of the adopted methodology regarded their active engagement in the KPIs definition activities. This initiative had already started taking place through the definition of the user requirements (i.e. end-users needs and expectations from an integrated security system (such as the SecureGas system), as well as through dedicated stakeholders’ workshops organized for the user requirements validation. The user requirements together with their external validation results shed light to those characteristics of the system that are deemed important by the end-users. In addition, information on the KPIs already applied by the end-users to assess the performance of their gas network daily operations allowed consortium partners to draft broad areas in which evaluations are
performed. This information also enabled the consortium to examine how the SecureGas solution could contribute and add value to the resilience of end-users’ infrastructure.

In parallel, drawing on the already defined technical requirements of the SecureGas components, consortium technical partners defined the key capabilities, characteristics and functionalities offered by every technical subsystem. The so-called SecureGas component KPIs enable components’ development and implementation.

The next step regarded the definition of the SecureGas Cross-KPIs which reflect the most important features and characteristics offered by the entire (i.e. all subsystems integrated into one system) SecureGas solution. The end-users KPIs, the SecureGas component KPIs and the already defined SecureGas system specifications (Cross-Requirements), provided the baseline for the extraction of a list of eleven SecureGas Cross-KPIs (Table 1) that are key to performance success.

As presented in Table 1, the SecureGas Cross-KPIs were classified into specific Fields that outline the general domain categories where the impacts are going to exert their effect. Those Fields are as follows:

- Reliability, i.e. the capability of the system to function in a correct manner within the given timeframe. This includes high accuracy of alert localization, avoidance of any delays in data provision, and a low rate of false alerts or errors.

- Autonomy, i.e. the level of independence of the system. An autonomous system is capable to operate (detect and process incidents) without human supervision (human in the loop only when deemed necessary).

- Interoperability, i.e. the ability of the system to work with new products (i.e. sensors or sub-systems) without special configurations.
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performed. This information also enabled the consortium to examine how the SecureGas solution could contribute and add value to the resilience of end-users’ infrastructure.

In parallel, drawing on the already defined technical requirements of the SecureGas components, consortium technical partners defined the key capabilities, characteristics and functionalities offered by every technical subsystem. The so-called SecureGas component KPIs enable components’ development and implementation.

The next step regarded the definition of the SecureGas Cross-KPIs which reflect the most important features and characteristics offered by the entire (i.e. all subsystems integrated into one system) SecureGas solution. The end-users KPIs, the SecureGas component KPIs and the already defined SecureGas system specifications (Cross-Requirements), provided the baseline for the extraction of a list of eleven SecureGas Cross-KPIs (Table 1) that are key to performance success.

As presented in Table 1, the SecureGas Cross-KPIs were classified into specific Fields that outline the general domain categories where the impacts are going to exert their effect. Those Fields are as follows:

• Reliability, i.e. the capability of the system to function in a correct manner within the given timeframe. This includes high accuracy of alert localization, avoidance of any delays in data provision, and a low rate of false alerts or errors.
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Table 1. SecureGas cross-KPIs.

<table>
<thead>
<tr>
<th>Field</th>
<th>Indicator</th>
<th>Description</th>
<th>Metric</th>
<th>Target value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Reliability</td>
<td>False alert rate</td>
<td>Percentage of false alerts (both positive and negative) raised by the SecureGas system.</td>
<td>% (False alerts / Total alerts)</td>
<td>&lt; 5%</td>
</tr>
<tr>
<td>Cross correlation</td>
<td>Cross correlation</td>
<td>Percentage of cross correlated alerts raised by the SecureGas system.</td>
<td>% (Cross correlated alerts / Total alerts)</td>
<td>&gt; 50%</td>
</tr>
<tr>
<td>Latency</td>
<td>Latency</td>
<td>Time elapsed between the moment an incident occurs and the moment the alert is displayed in the operational picture.</td>
<td>Time (sec)</td>
<td>&lt; 10 sec</td>
</tr>
<tr>
<td>Mean time to notify</td>
<td>Mean time to notify</td>
<td>Time needed for the operator to create an incident notification and send it to competent authorities/ stakeholders (escalation of incident).</td>
<td>Time (min)</td>
<td>&lt; 3 min</td>
</tr>
<tr>
<td>Autonomy</td>
<td>Threat categories addressed</td>
<td>Number of different threats categories addressed by the SecureGas system</td>
<td>Number</td>
<td>4</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(Threat categories: cyber, physical, cyber-physical, physical-cyber)</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Automatic detection of threats</td>
<td>Number of different threat types automatically detected by the system.</td>
<td>Number</td>
<td>≥5</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(Threat types: Intrusion detection, Third-Party Interference, Leak, Landslide hazard, Cyber)</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Automatic decision-support</td>
<td>Percentage of alerts automatically linked to recommendations on crisis management and mitigation actions</td>
<td>% (Alerts with decision support / Total alerts)</td>
<td>≥ 80</td>
</tr>
<tr>
<td>Interoperability</td>
<td>Transparent integration of users’ legacy systems</td>
<td>Number of users’ legacy systems that can be easily and transparently integrated into the SecureGas system.</td>
<td>Number</td>
<td>≥1</td>
</tr>
<tr>
<td>Usability</td>
<td>Multilingual interface</td>
<td>Number of different languages in which the SecureGas user interface will be available</td>
<td>Number</td>
<td>4 (English, Italian, Greek, Lithuanian)</td>
</tr>
<tr>
<td>Resilience</td>
<td>Self-testing capabilities (system health check)</td>
<td>Percentage of components/sensors that provide information to the operator - through dedicated alerts - about their status (not functioning and/or no communication)</td>
<td>%</td>
<td>90–95%</td>
</tr>
<tr>
<td></td>
<td>Accuracy degradation</td>
<td>The maximum decrease of accuracy (due to concept drift), before the model is retrained to adapt to background changes</td>
<td>%</td>
<td>20%</td>
</tr>
</tbody>
</table>
• Usability, i.e. is a set of attributes covering the effort needed for using a solution, and on the individual assessment of the use of the solution, by a stated or implied set of users.

• Resilience, i.e. is the ability of the SecureGas system to adapt from a disruption. This means that the system is able to identify potentially disruptive events and adapt to the evolving circumstances.

Each of the aforementioned Fields was linked to a set of Indicators, each one being assigned a Description, Metric and Target Value.

Following the main principles of the SecureGas project, the SecureGas Cross-KPIs aimed and achieved to address all the Risk and Resilience phases. Those phases reflect the activities that need to be conducted before, during and after disruptive events, as part of a comprehensive risk and resilience management procedure. The Risk and Resilience phases are as follows: Prepare, Detect, Prevent, Absorb, Respond, Recover, Learn and Adapt. The ultimate goal of developing Cross-KPIs for all those phases was to showcase how the core functionalities and performance indicators of the SecureGas system can add value to the enhancement of the resilience of gas critical infrastructure networks. Figure 4 presents the Risk and Resilience phases that are affected by each SecureGas Cross-KPIs. Some of the Cross-KPIs are linked to one phase, some others to more, while the Cross-KPI “Multilingual Interface” is related to all the seven Risk and Resilience phases, since the enhancement of the usability parameters of a system has the potential to affect the entire security and resilience status of a CI network.

Figure 4. Risk and resilience phases affected by each SecureGas cross KPI.
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Figure 5 shows the KPIs distribution to the activities taking place before, during and after incidents. In general, the SecureGas Cross-KPIs are mostly linked to the activities/phases taking place before the occurrence of an incident (prepare, detect, prevent) (approx. 47.1% of KPIs), although the SecureGas system do have performance parameters that are related to the post incident activities (response, recover, learn and adapt) (approx. 32.4%).

4.4 Questionnaires and interviews

Within the context of the evaluation of SecureGas components and solution, two main instruments will be used: questionnaires and interviews.

Regarding the first one, two types of questionnaires will be used for the evaluation purposes, one more generic that can be distributed to all participants (during testing, demonstrations, workshops) and one more specific, that would be filled by targeted participants within the audience, as further described below:

1. Questionnaire 1 (generic): This will be addressed to all participants of the BC demonstrations and is based on the System Usability Scale (SUS), developed by John Brooke in 1986 [45]. The questionnaire 1 provides a “quick and dirty” though reliable tool for measuring the usability of tested systems. SUS consists of a 10-item questionnaire with five response options for respondents; from strongly agree to strongly disagree. This allows to gather evaluation feedback concerning a wide variety of products, systems and services, including hardware, software, mobile devices, websites and applications. SUS has become an industry standard, with references in several articles and publications.

2. Questionnaire 2 (specific): The second questionnaire aims to extract end-users’ assessed indicators on the basis of intuitiveness, usability, performance, etc. of the proposed solution. The end-users are going to fill-in this specific questionnaire after they have experienced the capabilities and the use of the system during the BC demonstration. This questionnaire is divided in seven main sections (i.e. general information, ease of installation, facilitation of user learning, data requirements, integrity, usability, usefulness), each one aimed at examining a different aspect of the end-users’ view on the SecureGas components.
Regarding the second instrument for evaluation, indicative topics that may be used for discussion during the interviews comprise:

1. Experience and comments on the parallel processing, dataflow and cooperating applications within the SecureGas system.

2. Integration and interoperability of components, input/output and automatic/manual procedures for components.

3. Evaluation of SecureGas solution as a whole for the identification, detection, assessment and mitigation of threats and risk.

5. Conclusions

The validation framework is a key activity of every project, which broadly includes the validation of the proposed solution to determine whether it satisfies specified requirements, the verification of the system specifications, and the evaluation of the developed solution, all further analyzed as processes in Section 2. In the framework of the SecureGas project, the developed solution is a set of technological components and practical tools which aim to strengthen the resilience of the European gas network.

The envisaged validation framework (Section 3) mainly includes two types of assessment (Section 4): (a) Quantitative assessment, using a series of KPIs to validate components and the solution as a whole, (b) Qualitative assessment, based upon a dedicated questionnaire and interview, to get feedback from participants in the BCs implementation.

The methodological procedure, described in Section 3 of this chapter, is of no doubt necessary for any technological team providing a solution in order to identify potential gaps and updates needed. Furthermore, it is also valuable for end-users, in order to recognize the suitability of the proposed solution based on their requirements and specific security issues and appreciate the added value offered. Such validation framework is applicable, at least as a concept, to all projects offering technological solutions towards CI operators (or other type of end users) and can be adapted and tailor made to each case, leading to valuable feedback. On the other hand, the proposed methodology may need some adjustments, in order to cover the needs of an end-user that would like to assess and validate a process or a procedure that may have already in hand or is proposed (e.g. KPIs redefinition, questionnaires restructuring, etc.).

The next steps of this research contain the implementation of the BCs, based on this validation plan, and the documentation of the results of each BC, consolidating them into an overall validation and performance evaluation, which may lead to lessons identified, best practices and recommendations for the interested stakeholders.
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Abstract

Subsea inter-field pipelines are an important element of offshore oil and gas infrastructure. Leakage or fracture of these pipelines is associated with the risk of large economic and environmental losses. One of the main sources of pipeline accidents is related to the presence of defects in the pipes. To ensure the safe operation of these pipelines, the problem of classification and risk assessment of defects is solved on the basis of the norms allowable defect sizes. The presence of defects in the pipes requires solving the problem of diagnostics. The presence of defects in the pipes requires solving the problem of diagnostics. The problem of diagnostics is further considered in the following sections. The methodology of diagnostics and assessment of defects hazard is presented.

However, these methods also have a number of disadvantages. The most significant disadvantage of these methods is that they are based on empirical data and do not take into account the peculiarities of the operating conditions of the pipeline. At the moment such calculation base on using a number of methods. The novelty of the methodology lies in the substantiation of safety factors for the given risk criteria of pipeline accidents. The probability and scale of accidents are linked by a risk matrix. A method for a three-level assessment of the hazard of the most typical defects in subsea pipelines, such as metal loss, metal delamination, cracks and crack-like defects, has been developed. An example of hazard assessment of defects in subsea pipelines is presented.

A scheme for making decisions on the admissibility of defects by risk criteria has been developed. An example of hazard assessment of defects in subsea pipelines is presented. The method allows assessing the hazard of the most typical defects in subsea pipelines, such as metal loss, metal delamination, cracks and crack-like defects. The method allows assessing the hazard of the most typical defects in subsea pipelines, such as metal loss, metal delamination, cracks and crack-like defects. The method allows assessing the hazard of the most typical defects in subsea pipelines, such as metal loss, metal delamination, cracks and crack-like defects. The method allows assessing the hazard of the most typical defects in subsea pipelines, such as metal loss, metal delamination, cracks and crack-like defects.
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Defects Assessment in Subsea Pipelines by Risk Criteria
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Abstract

Subsea inter-field pipelines are an important element of offshore oil and gas infrastructure. Leakage or fracture of these pipelines is associated with the risk of large economic and environmental losses. One of the main sources of pipeline fracture is pipe defects. The presented section discusses the methodological aspects of assessing the hazard of defects of subsea inter-field pipelines by risk criteria of accidents. A conceptual approach of defects hazard assessing by risk criteria has been formulated, based on analysis the requirement of modern standards. The risk is defined as the probability of negative consequences, the scale of which is determined by the hazard class of pipeline accidents. The probability and scale of accidents are linked by a risk matrix. A method for a three-level assessment of the suitability of a pipeline for operation after in-line inspection has been developed. The method allows assessing the hazard of the most typical defects in subsea pipelines, such as metal loss, metal delamination, cracks and crack-like defects. The allowable defect sizes are determined for the given risk criteria using partial safety factors. The novelty of the methodology lies in the substantiation of safety factors according to risk criteria corresponding to a given class of damage and loss. A scheme for making decisions on the admissibility of defects by risk criteria has been developed. An example of hazard assessment of defects in subsea pipelines is presented.
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1. Introduction

Subsea inter-field pipelines are an important element of the offshore oil and gas condensate field infrastructure. Leakage or breakdown of these pipelines is associated with the risk of large economic and environmental damage. To ensure the safe operation of pipelines, systematic non-destructive testing is carried out using in-line diagnostics. Production, construction and operational defects of pipes are often by found the diagnostics. The presence of defects in the pipes requires solving the problem of classification and risk assessment of defects. In the classical setting, this problem is solved on the basis of the norms allowable defect sizes [1, 2]. The unacceptable defects are subject to mandatory repair or elimination. This approach is irrationality and has been repeatedly discussed and criticized from various points of view [3–5]. Classifications of defects on the basis of calculation their hazard, taking into account the peculiarities of the operating conditions are more reasonable. At the moment such calculation base on using a number of methods [6–10]. However, these methods also have a number of disadvantages. The most significant
disadvantage is that they are based on a deterministic concept of ensuring strength, with deterministic defects sizes, loads values and characteristics of mechanical properties of pipe metal. In real conditions, random variations and statistical scattering of calculated variables always occur, which violate the uniqueness of the estimates of the hazard of defects. Taking this into account, the methods assessment of defects hazard based on the normative approach and deterministic strength calculations can be considered justified during the construction or reconstruction of pipelines. But they are irrational at the stage of pipeline operation, when deviations from design solutions, specified technological modes, environmental conditions and other factors affecting the performance arise. In such conditions, some of the permissible defects can be dangerous, and vice versa, pipelines with defects that are unacceptable according to the norms can be (and often turn out to be) workable.

Probabilistic risk analysis methods develop to assess the operability of structures with defects [11]. In these methods, the defect hazard is determined by the level of risk of pipeline destruction. This ensures, on the one hand, taking into account the probabilities of violation of the strength conditions in the presence of defect, on the other hand, taking into account the severity of the consequences of accidents. This article discusses the methodological aspects of assessing the defects hazard in subsea inter-field pipelines according by the criteria of the risks of destruction. Risk is understood as the probability of losses from leakage or pipeline failure, caused by the considered defects. This formulation of the problem differs significantly from the above-mentioned traditional approaches to assessing the defects hazard, based on strength calculations.

2. Accident analysis of subsea pipelines

The safety of operation subsea pipelines is ensured by using modern methods of design, manufacture, operation and maintenance, regulated by the rules and regulations. Nevertheless, the practice of operating pipelines is accompanied by cases of fracture with negative consequences. Currently, a large amount of statistical data has been accumulated on accidents of onshore and subsea pipelines. Statistical data on emergency conditions for subsea pipelines qualitatively and quantitatively differ from statistics on emergency and underground pipelines due to differences in operating conditions and modes. Therefore, the statistical data for surface and underground pipelines can only be taken into account for qualitative comparisons.

Accident rate statistics for subsea pipelines are mainly presented for the water areas and continental shelf of the North Sea (PARLOC database) and the Gulf of Mexico (DOT database) [12]. These data cover the period from 1984 to the present, with operating experience over 480 thousand km $\times$ year (PARLOC base) and over 650 thousand km $\times$ year (DOT base). According to PARLOC data the average failure rate is $8.79 \times 10^{-5} 1/km \times year$, and according to DOT data is $3.51 \times 10^{-4} 1/km \times year$. For comparison, according to the UKOPA database (Great Britain), which includes statistics on underground pipelines, with experience over 700 thousand km $\times$ year, the average failure rate is $4.86 \times 10^{-5} 1/km \times year$. According to the EGIG database (European Union), which also includes data on the accident rate of underground pipelines, with experience over 3150 thousand km $\times$ year, the average failure rate is $3.70 \times 10^{-4} 1/km \times year$. According to statistics, the main reasons for failure of subsea pipelines are:

- mechanical damage (hooking with anchors and trawls, falling heavy objects);
- corrosion and aging processes;
• construction and pipe metal defects;

• natural impacts (landslides, earthquakes, underwater currents, etc.).

At the same time, the average failure rate due to corrosion is in the range (1.16 × 10^{-6}–4.21 × 10^{-4}) 1/km × year (PARLOC data) and in the range (1.01 × 10^{-5}–7.10 × 10^{-5}) 1/km × year (DOT data). The average failure rate due to external influences is in the ranges: DOT is (5.52 × 10^{-6}–1.3 × 10^{-4}) 1/km × year; PARLOC is (1.53 × 10^{-5}–9.46 × 10^{-5}) 1/km × year.

According to the data [13] for the period 1970–2009 years 6183 accidents of subsea pipelines occurred in the world. The main number of accidents was recorded in the North Sea (3505) and the Gulf of Mexico (1658). In the Mediterranean Sea, the number of accidents was 45, in the Black and Caspian Seas - 29 accidents. At the same time, up to 41% of accidents occur due to external reasons, and up to 47% of accidents due to pipe defects. According to [14], 95 accidents occurred on the continental shelf of Great Britain in 2012–2013 years, of which 49 accidents occurred due to mechanical reasons (defects, fatigue, corrosion, erosion).

Of particular interest are assessments of damage from pipeline accidents. Unfortunately, such data are rarely published. In the above-mentioned work [12], it is noted that the total damage from 125 accidents of subsea pipelines in 2012 year amounted to $138,757 million, which gives an average damage per accident of about $1,11 million. According to [15], the total direct economic losses from accidents on US gas pipelines for the period 1986–2012 years amounted to $558,778 million. According to [16], the average damage from accidents at gas and oil pipelines is $10^4–$10^7, excluding the cost of gas losses. The actual gas losses reach 10^4 m^3.

As follows from the data presented, the frequency ranges of accidents for various water areas, pipelines and their operating conditions are within the range of (10^{-6}–10^{-5}) 1/km × year. Therefore, these values can be considered as the initial ones for substantiating the criteria for assessing the hazard of defects. Taking into account these frequencies and the amounts of damages presented above, the range of risks can be $10^1–$10^4 per accident. It should be noted that these values only include direct damages. Taking into account consequential damages, the risks can be significantly higher. It should also be emphasized that recently, risk assessments have taken into account not only the cost of restoring objects after accidents, but also the time of their restoration.

3. Brief of the problem of defects hazard assessing

The problem of assessing the safety of pipelines arose at the turn of the 50s - 60s due to the aging of pipeline systems in the United States. Later it became relevant for pipeline systems in other countries. The initial approaches to its solution were based on the methods of fracture mechanics, since the most large-scale accidents were caused by the development of cracks. For a number of reasons (the need for special tests, imperfection of models, the use of steels with increased crack resistance in pipes, etc.) they have not found wide practical application.

The pipeline transport development in the 1970s adduce three significant changes: pipeline systems swept the all world; the problem of ensuring the safety of pipeline systems, taking into account their aging, has become global; methods of in-line inspections (ILI) are become widely used. The ILI showed the presence of various types of defects in the pipes that reduce the efficiency of pipelines. Takin this in to account the defects hazard assessment began to occupy a special place in
the security problem. To solve this problem, the methods ASME B31, APT1160, RSTRENG, DNV and others focused on the analysis of the most common defects in the form of corrosion damage [17] were developed. Parallel to this, the methods of breaking mechanics have developed and improved, which are reflected in the standards BS7910, API RP579, SINTAP.

Further research and development, sponsored by major international oil and gas companies (BP, DNV, Shell, Statoil, Total, and others), lead to the development of the Pipeline Defect Assessment Manual (PDAM). PDAM is based on a comprehensive critical review of available methods and full-scale pipe test results [18]. The scope of PDAM includes steel pipelines manufactured to API 5 L or equivalent national and international standards. The methods given in PDAM are applicable to defects in surface, underground and subsea pipelines. In these methods the following types of defects are considered: corrosion damage, scoring and marks, dents and corrugations, welding defects, delamination and cracking of the metal. These methods take into account the interactions of defects. The methods take into account the main and additional loads. At the same time, it should be noted that many PDAM methods are empirical, with a limited scope.

A significant drawback of PDAM methods is the use of a deterministic approach to defect hazard assessing. The dimensions of defects, loads and characteristics of the mechanical properties of steels are considered as deterministic, unambiguously given values. The partial safety factors used in the calculation methods are based on empirical data and are not directly related to the inevitable random variations of these parameters. Due to these circumstances PDAM methods are not combined with the developed concepts of Risk based performance management and Risk based Inspection (RBI).

Comparative analysis of methods for hazard assessment of pipeline defects allows us to draw the following conclusions:

1. For the bulk defects in the form of metal loss (corrosion) and dents the main parameters are the relative depth \( h/t \) and the relative length \( l^2/(Dt) \). The defect size of around the circumference of the pipe is usually not taken into account. For the flat defects (crack, delamination) the main parameters are length and depth of the defect.

2. The calculated ratios used for the limiting sizes of defects differ in terms of the shape of approximation of the area \( A \) of defect cross-sections: rectangular \( (A = hl) \), parabolic \( (A = 2hl/3l) \), combined \( (A = 0.85hl) \). It is not possible to single out a more accurate approximation on the available results of field tests of pipes with defects. Taking into account random variations in the shape and size of real defects, any approximation with an undefined error can be used.

3. Defect hazard assessments are carried out for given limit states function of pipes, defined as \( L = \Phi(P, Q, Cf, D, t, h, l) \), where \( \Phi \) is a function of a given form, \( P \) is operation pressure; \( Q \) is external loads; \( Cf \) is the strength criterion of a pipe with a defect; \( D, t \) are pipe diameter and wall thickness; \( h, l \) are depth and length of defect [19].

In conclusion, it should be noted that pipeline defects are random, unique and complex in shape and their sizes are depend on the operating conditions and the properties of the external environment. The characteristics of defects cannot always be described by the current norms and calculation methods.
4. The concept assessing for hazard of defects by risk criteria

The above analysis shows that pipeline will invariably contain defects at some stage during its life. These defects will require a “fitness-for-purpose” assessment to determine whether or not to repair the pipeline. The full-scale tests of pipelines with defects and limit state functions method are used for such assessment. The limit state function method allows determining the limit size of defect upon reaching which the pipeline will fail. The limit state function $L$ for pipe with defect can be write as:

$$L\{P, Q, \sigma_f, D, t, l\} = l_r(P, Q, \sigma_f, D, t, l) - l_i = 0 \quad (1)$$

where $P$ is operation pressure; $Q$ is external loads; $\sigma_f$ is fracture stress; $D$ is outside diameter of pipe; $t$ is wall thickness of pipe; $l_r$ is allowable defect size; $l_i$ is defect size in pipeline.

The defects sizes $l_i$ are established during ILI. The allowable defects sizes $l_r$ are determined by calculation methods by the specified criteria for the strength and durability of structures, taking in to account the operating conditions and the character of the mechanisms of deformation and destruction [6–10]. It should be emphasized that in these methods the sizes of defects $l_i$ and $l_r$ are assumed to be deterministic values.

In reality, the defects have inevitable random dispersion of sizes. For detected defects, these are caused by the random nature of the defects, as well as by statistical errors and the probabilistic nature of the operational characteristics (sensitivity and detectability) of non-destructive testing methods [16]. The dispersion of the calculate sizes of defects determined by statistical scattering loads, operating conditions and scattering of mechanical properties. A certain contribution to the possible dispersion of defect sizes is made by idealization of the shapes and schemes of defects. Taking this into account, instead of single-valued sizes in the calculations, it is necessary to use the probability densities distribution functions of defect sizes $f(l_i)$ and $f(l_r)$.

Using the functions $f(l_i)$ and $f(l_r)$ gives reason to believe that there are always nonzero probabilities $P$ presence of defects with sizes $l_i$ larger than $l_r$ (Figure 1):

![Figure 1. Probabilistic scheme of the defects hazard analysis.](image-url)
Joint analysis of the probabilistic nature of defects, their hazard and possible losses leads to the concept of the admissibility of defects according to risk criteria [11, 18]. The essence of this concept is that the criterion condition for the admissibility of defects is represented in the form:

\[ P(l_i > l_r) \times C(l) \leq [R], \]  

(3)

where \([R]\) is the acceptable risk.

Assuming the defect size \(l_i\) as a fixed random variable from (3) we can obtain the following condition for the admissibility of a defect:

\[ l_i \leq l_{[R]} \]  

(4)

where \(l_{[R]}\) is the size defect at which the risk \(R\) is acceptable.

Due to the unresolved problem of assessment and statistical analysis of losses, currently, sufficiently substantiated proposals for determining the allowable risk have not been developed. As a rule, losses are categorized into some qualitative classes: negligible, acceptable, unacceptable, etc. [19, 20]. Each class of losses is associated with a certain acceptable level of its probabilities \([R_i]\). Taking this into account, instead of (3), one can go to a simpler form of assessing the admissibility of defects by risk criteria, which does not require a direct assessment of damages, namely:

\[ P(l_i > l_r) \leq [R_f] \]  

(5)

On this basis, similarly to (5), the following condition for the admissibility of defects can be written:

\[ l_i \leq l_{[R_f]} \]  

(6)

where \(l_{[R_f]}\) is the size of the defect at which the probability of losses belongs to a given class.

Expressions (4) and (6), in fact, are a semi-probabilistic solution to problems (3) and (5), since they relate fixed random variables, one of which has a given probabilistic support.

5. Method for determining the allowable sizes of pipe defects by risk criteria

In this section the probabilistic methodology is used for developing a semi-probabilistic method for assessing the admissible sizes of defects in subsea...
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inter-field pipelines based on risk criteria. The basis of this method are requirements of standards [7, 9]. The risk is defined as the probability \( R_f \) negative consequences of pipeline accident, the scale of which is determined by the hazard class. The proposed hazard classes (risk matrix) for inter-field subsea pipelines are presented in Table 1. Quantitative economic and environmental damage assessments are not considered here.

The suitability of the pipeline for operation is determined by three-level assessment of the allowable size of defects by risk criteria (Figure 2). The first, basic level, determines the allowable defect sizes by the strength characteristics of metal for pipelines exposed to the main loads - internal overpressure and hydrostatic external pressure. The second, extended level, determines the allowable defect sizes by the strength characteristics for metal, taking into account the effect on pipelines of additional longitudinal and bending loads. The third, special level, determines the allowable sizes of cracks, crack-like defects and delamination by the characteristics of crack resistance of the metal.

The calculations use information about: pipe sizes, location of the pipeline on the seabed, loads and impacts; the size, location and types of defects; mechanical properties, industry standard requirements, and pipe specifications.

The hazard of pipe defects depends on their shape and size. The sizes of defects are determined by their spatial coordinates \( l = (l_x, l_y, l_z) \) (Figure 3). By shape the defects can be classified into volumetric and flat. For the volumetric defects the size \( l_x \geq l_y \geq l_z \), for the flat defects the size \( l_x \geq l_y > l_z \). The defect hazard calculations usually use relative defect sizes \( \tilde{l}_x = \frac{l_x}{D}, \tilde{l}_y = \frac{l_y}{D}, \tilde{l}_z = \frac{l_z}{D} \). These relative dimensions are used in this technique taking into account the classification of defects shape.

The limit state function \( \mathcal{L} \) for pipe volumetric defects may be write as:

for hoop stress

\[
\mathcal{L}(P, D, t, \sigma_f, \tilde{l}_x, \tilde{l}_x) = \sigma_f \frac{2t}{D} R F(\tilde{l}_x, \tilde{l}_x) - P = 0
\]

(7)

for equivalent stress

\[
\mathcal{L}(P, D, t, \sigma_f, \tilde{l}_x, \tilde{l}_x) = \sigma_f - \sigma_c R F(\tilde{l}_x, \tilde{l}_x) = 0
\]

(8)

<table>
<thead>
<tr>
<th>Hazard classes</th>
<th>Low</th>
<th>Middle</th>
<th>High</th>
<th>Very high</th>
</tr>
</thead>
<tbody>
<tr>
<td>Failure classes</td>
<td>Neglected</td>
<td>Uncritical</td>
<td>Critical</td>
<td>Catastrophic</td>
</tr>
<tr>
<td>Level of loss</td>
<td>Negligible environmental and economic impact. Pipeline repair can be post-poned until the planned shutdown.</td>
<td>Short-term local disturbance of the state of the ecological environment and/or insignificant material losses. Unscheduled pipeline shut-down and repair.</td>
<td>Short-term damage to the environment and/or significant economic damage. Unscheduled pipeline shut-down and repair.</td>
<td>Large-scale long-term environmental damage and large economic damage. Long shutdown and pipeline repair.</td>
</tr>
<tr>
<td>([R_f])</td>
<td>(10^{-2})</td>
<td>(10^{-3})</td>
<td>(10^{-4})</td>
<td>(10^{-5})</td>
</tr>
</tbody>
</table>

Table 1. Hazard classes of fracture for subsea inter-field pipeline.
Figure 2.
Scheme for calculating the allowable size of defects.

Figure 3.
Idealization of volumetric (a) and flat (b) defects shape.
where $\sigma_f = \min \left\{ \frac{P_s}{t} ; \frac{P_m}{t_m} \right\}$ is fracture stress; $\sigma_e = \sqrt{\sigma_h^2 + \sigma_l^2 - \sigma_h \sigma_l + 3 \tau_{hl}^2}$ is equivalent stress; $\sigma_h$ is hoop stress; $\sigma_l$ is longitudinal stress; $\tau_{hl}$ is tangential shear stress; $RF(\tilde{l}_z, \tilde{l}_x) = \frac{1-\tilde{l}_x}{1-\tilde{l}_x/M(\hat{l}_x)}$ is risk-factor of defect; $M(\hat{l}_x)$ is Folies factor; $\gamma_e, \gamma_m$ are partial safety factor.

If the components of limit state functions have a Gaussian distribution, then from the solutions of Eqs. (7) and (8) it is possible to determine the allowable sizes $\tilde{l}_z$ for given sizes $\tilde{l}_x$ with use partial safety factors:

for hoop stress

$$\tilde{l}_z \leq \frac{1}{\gamma_d \sigma_f} \left[ \frac{0.75 L/PD}{\tilde{l}_x} \right]$$

(9)

for equivalent stress

$$\tilde{l}_z \leq \frac{1}{\gamma_d \sigma_f} \left[ \frac{\sigma_f \gamma_S - \sigma_e \gamma_{\sigma}}{\gamma_d \sigma_f + \gamma_{\sigma}} \right]$$

(10)

where $\gamma_{dl}, \gamma_{R}, \gamma_{S}, \gamma_{\sigma}$ are safety factors determined by the admissible of risk fracture $[R_f]$.

The safety factor $\gamma_R$ is determined taking into account the admissible level of fracture probability $[R_f]$: $\gamma_R = \frac{1 - u_p \sqrt{V_f^2 + V_p^2 }}{1 - (u_p V_f)^2}$

(11)

where $u_p$ is the quantile corresponding to the probability $[R_f]$; $V_f$ is the coefficient of variation of the fracture pressure; $V_p$ is coefficient of variation of operation pressure.

The $u_p$ quantile is set taking into account the accepted safety class of the pipeline according to Table 2.

The coefficients of variation of fracture pressure and operation pressures $V_f$ and $V_p$ are determined by statistical methods based on data for statistical scattering of the operation pressure, pipe metal mechanical characteristics, diameter $D$ and wall thickness $t$ of pipes.

The partial safety factor for the defect size $\gamma_d$ is determined taking into account requirements [7] base on the value standard deviations $S_p/\sigma_d$ of the defect size (Table 3). The partial safety factors $\gamma_e$ and $\gamma_m$ are set according to Tables 4 and 5.

The hazard of defect is determined by the design point position, given by the actual coordinates $\tilde{l}_z$ and $\tilde{l}_x$ on the design diagram (Figure 4).

<table>
<thead>
<tr>
<th>Hazard classes</th>
<th>Probability of fracture $u_p$</th>
</tr>
</thead>
<tbody>
<tr>
<td>I - Low</td>
<td>$\leq 10^{-2}$</td>
</tr>
<tr>
<td>II - Meddle</td>
<td>$\leq 10^{-3}$</td>
</tr>
<tr>
<td>III - High</td>
<td>$\leq 10^{-4}$</td>
</tr>
<tr>
<td>IV - Very high</td>
<td>$\leq 10^{-5}$</td>
</tr>
</tbody>
</table>

Table 2.
Values of quantiles $u_p$.  
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The assessment of the allowable sizes of flat defects (cracks and crack-like defects, delamination) in pipes is based on a Failure Assessment Diagram (FAD). The FAD concept combines the approaches of fracture mechanics to the analysis of brittle and quasi-brittle fractures, with the approaches of limiting analysis, which
determines the conditions of ductile fracture of structural elements with crack-like defects. The fracture diagram is given by the following Equations [9, 10]:

\[
f(L_r) = \begin{cases} 
(1 + 0.5L_r^{2})^{-1/2} \times [0.3 + 0.7 \exp \{-\mu L_r^6\}] , & L_r < 1 \\
L_r^{(n-1)/n} & 1 \leq L_r \leq L_r^{max}
\end{cases} 
\]  \hspace{1cm} (12)

Parameter \( L_r^{max} \) is calculated by the formula:

\[
L_r^{max} = 0.5 \left( 1 + \frac{R_y}{R_m} \right) 
\]  \hspace{1cm} (13)

Parameter \( \mu \) is calculated as:

\[
\mu = \min \left\{ 0.001E \frac{R_e}{R_y}; 0.6 \right\} 
\]  \hspace{1cm} (14)

Parameter \( n \) is calculated by the formula:

\[
n = 0.3 \left( 1 - \frac{R_m}{R_y} \right) 
\]  \hspace{1cm} (15)

The risk of fracture is taken into account by introducing safety factors for crack resistance and load:

\[
K_r = \frac{f(L_r)}{\gamma_K}, L_r = \frac{L_r^{max}}{\gamma_L} 
\]  \hspace{1cm} (16)

The values of safety factors \( \gamma_K \) and \( \gamma_L \) are taken according to Tables 6 and 7. The load parameter \( L_r \) is defined as the ratio of the working pressure \( P \) to the plastic flow pressure \( P_y \) of the section of a pipe with a crack, \( L_r = P/P_y \). The plastic flow pressure \( P_y \) is determined taking into account the geometry and orientation of the crack in the pipe. The fracture toughness parameter \( K_r \) or \( J_r \) is defined as the ratio of the effective stress intensity factor \( K_{eff} \) or \( J \)-integral \( J_I \) to the fracture toughness characteristic of the material \( K_{mat} \) or \( J_{mat} \):

\[
K_r = K_{eff}/K_{mat}, J_r = J_I/J_{mat} 
\]  \hspace{1cm} (17)

The effective stress intensity factor \( K_{eff} \) is determined taking into account the geometry and orientation of the crack in the pipe using fracture mechanics methods or by finite element method.

<table>
<thead>
<tr>
<th>Hazard classes</th>
<th>Low</th>
<th>Middle</th>
<th>High</th>
<th>Very high</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \gamma_K )</td>
<td>1.41</td>
<td>1.73</td>
<td>2.23</td>
<td>3.16</td>
</tr>
</tbody>
</table>

Table 6. 
Values of safety factor \( \gamma_K \).

<table>
<thead>
<tr>
<th>Hazard classes</th>
<th>Low</th>
<th>Middle</th>
<th>High</th>
<th>Very high</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \gamma_L )</td>
<td>1.5</td>
<td>1.8</td>
<td>2.25</td>
<td>3.0</td>
</tr>
</tbody>
</table>

Table 7. 
Values of safety factor \( \gamma_L \).
Based on results of the calculations a fracture diagram is constructed (Figure 5). The danger of defect is determined by the position of the design point, given by the coordinates \((K_r, L_r)\) on the diagram. If the calculated point is inside the diagram, then the considered defect is admissible, with a given level of risk fracture.

The presented approach is applied in practice, taking into account the following provisions. The decision on the identified defects is made on the basis of all available information about their type, size and location, as well as the stability of the working loads and the operating conditions of the pipeline. Defects corresponding to the level of fracture probabilities \(R_f\) less than \(10^{-5}\) according to the defect hazard diagrams are considered as allowable under the given operating conditions. Defects located in the zone of probability of destruction \(10^{-5} < R_f \leq 10^{-4}\) are considered as potentially dangerous and are allowed for operation provided that there is a monitoring system and automatic limitation of internal pressure in the pipeline, and periodic non-destructive testing. Defects located in the zone of destruction probability \(10^{-4} < R_f \leq 10^{-3}\) are considered dangerous and must be repaired in a planned manner. Defects located in the destruction probability zone \(R_f > 10^{-3}\) according to the defect hazard diagrams are considered unacceptable and must be repaired immediately.

More promising is the transition from the described approach to probabilistic approach for determining allowable sizes of defects. Such approach is developed on the basis of taking into account probability density functions of distributions defects sizes \(f(l)\). This approach assumes that the probability density \(f(l)\) is a mixture of distributions of random variables included in the limiting state equation, and is approximated by the Weibull distribution [11]:

\[
f(l) = \frac{\beta}{\theta} \left( \frac{l}{\theta} \right)^{\beta-1} \exp \left\{ - \left( \frac{l}{\theta} \right)^{\beta} \right\}
\]  

(18)

Substitution of expression (18) into (5) gives the following expression for the admissible size of the defect \(l_a\):

![Figure 5. Failure assessment diagram with risk level.](image-url)
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\[ \bar{l}_x \leq \theta \sqrt{-\ln (1 - P_f)} \]  

(19)

where \( P_f \) is the fracture probability corresponding to the given fracture risk \( R_f \). The parameters \( \beta \) and \( \theta \) are related to the mean value \( \mu_l \) and standard deviation \( S_l \):

\[
\mu_l = \theta \Gamma \left( 1 + \frac{1}{\beta} \right), \quad S_l = \theta \sqrt{\Gamma \left( 1 + \frac{2}{\beta} \right) - \Gamma^2 \left( 1 + \frac{1}{\beta} \right)}
\]

(20)

where \( \Gamma(x) \) is Gamma function.

The mean value \( \mu_l \), standard deviation \( S_l \), coefficient of variation \( V_l \) of the defect sizes can be determined based on experimental, calculated or literature data related to the subject pipeline.

The risk diagram can be constructed based on calculations for different probabilities \( P_f \) similar as shown above. The permissible defect sizes must be below the specified probability.

The presented probabilistic fracture model can be used to assess the risk of accidents based on the methodology of Probabilistic Risk Analysis (PRA). Features of solving this problem for subsea pipelines can be found in the works [21, 22].

6. Estimation of allowable defect sizes

As an example, Figure 6 shows the results of a calculated assessment of the risk of metal loss defects in an inter-field subsea gas pipeline Ø 406.4 × 17.5 mm by risk criteria. The pipe material is steel X60 (\( R_y = 415 \) MPa, \( R_m = 520 \) MPa, \( E = 2.06 \times 10^5 \) MPa, \( \alpha_t = 1.1 \times 10^{-5} \)). The operation pressure is 16 MPa. Temperature operation difference is \( \Delta T = 50^\circ \text{C} \). The total number of detected defects is 916 pcs: \( h/t = \) from 20 to 39\%, 9 defects, \( h/t = \) from 10 to 19\% - 82 defects, \( h/t < 9\% \) - 829 defects. Of these, 16 defects are unacceptable according to the standard [2].

The presented results show, that three defects are located in a hazard area with a risk level higher than \( 10^{-3} \) and require immediate elimination. Two defects correspond to a risk level above \( 10^{-4} \) and can be corrected in a planned manner.

![Figure 6](image-url)  
*The defects hazard diagram (with indicate defect numbers).*
Five defects are in the risk zone $10^{-5} - 10^{-4}$ and can be repaired as planned at a later date. Defects below the level $10^{-3}$ can be allowed for operation, provided that periodic non-destructive testing is carried out.

Thus, the proposed method provides a more flexible and more substantiated scheme for assessing the hazard of defects. On the one hand, this assessment takes into account the risk of accidents, thereby ensuring the required level of safety. On the other hand, it allows a more rational use of financial and material resources allocated for diagnostics and repair of subsea pipelines.

7. Conclusion

The paper discusses the possibilities of implementing the risk-based control method for inter-field subsea pipelines. The results obtained allow us to draw the following conclusions. Currently, there are a number of methods for assessing the hazard of pipeline defects based on deterministic approaches. Risk-based inspection provides greater opportunities for prioritizing, planning, justifying and evaluating the results of non-destructive testing. For the practical implementation of the risk-based control method, it is necessary to develop special probabilistic and semi-probabilistic calculation methods for assessing the hazard of pipeline defects taking into account random factors.

The proposed semi-probabilistic methodology is a development of the provisions of the DNVGL-ST-F101, SINTAP and DNV-RP-F116 standards. The novelty of the methodology lies in the justification of the safety factors through the level of failure probabilities corresponding to a given class of damage and loss. This opens up new possibilities for solving the problem of admissibility of defects in inter-field subsea pipelines from the standpoint of the concept of serviceability according to risk criteria.

Author details

Anatoly Lepikhin¹*, Victor Leschenko² and Nikolay Makhutov³

1 Federal Research Center for Information and Computational Technologies, STC “Neftegazdiagnostika”, Moscow, Russia

2 STC “Neftegazdiagnostika”, Moscow, Russia

3 Mechanical Engineering Research Institute of the Russian Academy of Sciences, Moscow, Russia

*Address all correspondence to: aml@ict.nsc.ru

IntechOpen

© 2020 The Author(s). Licensee IntechOpen. This chapter is distributed under the terms of the Creative Commons Attribution License (http://creativecommons.org/licenses/by/3.0), which permits unrestricted use, distribution, and reproduction in any medium, provided the original work is properly cited.
References


Section 3

Hazards and Impacts
Chapter 9
Analyzing the Cyber Risk in Critical Infrastructures
Marieke Klaver and Eric Luijff

Abstract
Information and communication technology (ICT) plays an important role in critical infrastructures (CIs). Some ICT-based services are in itself critical for the functioning of society while other ICT elements are essential for the functioning of critical processes within CIs. Moreover, many critical processes within CIs are monitored and controlled by industrial control systems (ICS) also referred to as operational technology (OT). In line with the CI-concept, the concept of critical information infrastructure (CII) is introduced comprising both ICT and OT. It is shown that CIIs extend beyond the classical set of CIs. The risk to society due to inadvertent and deliberate CI/CII disruptions has increased due to the interrelation, complexity, and dependencies of CIs and CIIs. The cyber risk due to threats to and vulnerabilities of ICT and OT is outlined. Methods to analyze the cyber risk to CI and CII are discussed at both the organization, national, and the service chain levels. Cyber threats, threat actors, and the organizational, personnel, and technological cyber security challenges are outlined. An outlook is given to near future cyber security risk challenges, and therefore upcoming risk, stemming from (industrial) internet of things and other new cyber-embedded technologies.
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1. Introduction
This chapter 'Analyzing the Cyber Risk in Critical Infrastructures' discusses the concepts of critical infrastructure (CI) and critical information infrastructure (CII), highlights the need for addressing the cyber risk to CI/CII, discusses methods and challenges in assessing the cybersecurity risk for CI/CII, and highlights upcoming cyber risk. This chapter brings together views on what comprises CII in the light of technological and societal developments, and how to analyze the cyber risk of CI and CII given the complexity of CI sector structures, dependencies, and service chains.

Following this introduction section, Section 2 introduces the concept of CII, its relation to the classical CI, and discusses the importance of analyzing the cyber risk to CI/CII. Section 3 discusses methods and challenges in analyzing the cyber risk to CI/CII both from the perspective of a single organization and across organizations e.g. across a CI sector or along a CI/CII service chain. Section 4 analyses the vulnerabilities and cyber risk of operational technology (OT) in CI. Section 5 discusses methods to analyze the cyber security risk across multiple organizations including
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1. Introduction

This chapter ‘Analyzing the Cyber Risk in Critical Infrastructures’ discusses the concepts of critical infrastructure (CI) and critical information infrastructure (CII), highlights the need for addressing the cyber risk to CI/CII, discusses methods and challenges in assessing the cybersecurity risk for CI/CII, and highlights upcoming cyber risk. This chapter brings together views on what comprises CII in the light of technological and societal developments, and how to analyze the cyber risk of CI and CII given the complexity of CI sector structures, dependencies, and service chains.

Following this introduction section, Section 2 introduces the concept of CII, its relation to the classical CI, and discusses the importance of analyzing the cyber risk to CI/CII. Section 3 discusses methods and challenges in analyzing the cyber risk to CI/CII both from the perspective of a single organization and across organizations e.g. across a CI sector or along a CI/CII service chain. Section 4 analyses the vulnerabilities and cyber risk of operational technology (OT) in CI. Section 5 discusses methods to analyze the cyber security risk across multiple organizations including
supply chains. Section 6 provides an outlook at new technological and regulatory developments and their possible impact on the cybersecurity risk for CI and CII. This chapter concludes with the conclusions in Section 7.

2. CI, CII, and the cyber risk

2.1 What is CI and how does that relate to CII?

The Council of the European Union has defined a CI as: “an asset, system or part thereof located in Member States which is essential for the maintenance of vital societal functions, health, safety, security, economic or social well-being of people, and the disruption or destruction of which would have a significant impact in a Member State as a result of the failure to maintain those functions” [1]. Currently, many states on the globe have defined a subset of their infrastructure services as CI using similar definitions for CI. Their aim is to guarantee the wellbeing of their population and economy by safeguarding the undisturbed functioning of the society under all hazards. A list of national definitions for CI can be found at [2].

To determine their set of national CI sectors, states use methodologies such as a national risk assessment (NRA) method [3, 4] or a risk-based approach in combination with a set of criteria [5]. CI are deemed critical at the national level if e.g. the number of casualties or the economic loss caused by disruptions exceed certain thresholds [6]. Most states recognize energy, telecommunications and internet, drinking water, food and health as CI sectors [7]. Within these CI sectors, states identified critical processes, products, and services at the national level. Depending on its economic structure, historic developments, cultural, and other factors, states may recognize other sectors as CI, e.g. social services, monuments and icons as shown by the webpage ‘critical infrastructure sector’ on [2].

In line with CI, CIIIs comprise those ICT-based elements for which the disruption or destruction may – according to defined criticality criteria - have a serious impact on a state's society and its economy. CII is therefore defined by [8] as “those interconnected information and communication infrastructures, the disruption or destruction of which would have serious impact on the health, safety, security, or economic well-being of citizens, or on the effective functioning of government or the economy”. Nevertheless, many states, which have defined their CI sectors, struggle in defining and accepting the concept of CII although the cyber risk to society extends beyond the classical set of CI sectors. Section 2.2 outlines the identification of CII and highlights why CIIIs may extend beyond the currently identified national ‘classical’ sets of CI sectors.

2.2 Identifying CIIIs

Alike the protection and resilience of CI, the protection and resilience of CII also starts with identifying CII. Many critical and essential services of our societies largely depend on the undisturbed functioning of underlying ICT and OT. According to [9], OT is “the technology commonly found in cyber-physical systems that is used to manage physical processes and actuation through the direct sensing, monitoring and or control of physical devices”. The overarching term OT replaces many earlier notions for process control technologies to monitor and control cyber-physical processes (CPS): industrial control systems (ICS), distributed control systems (DCS), energy management systems (EMS), supervisory control and data acquisition (SCADA) systems, industrial automation and control systems (IACS), and process automation (PA) [10]. To mention a few applications of OT: the generation, transport and distribution of various modes of energy, refinery processes, building
automation systems (air-conditioning, elevators, fire alarm system), physical security access (locks, gates, cameras), laboratory analysis systems, tunnel safety systems, harbor cranes, and automatic guided vehicles (AGV).

Identifying the ICT- and OT-based services that are critical for a state proves to be complex. Most states struggle in clearly understanding and defining the information infrastructure components of critical processes to the state and its population. CII elements and services are notoriously more difficult and complex to demarcate and define than CI, both technically, organizationally, and from a governance point of view.

CII elements tend to be more interwoven and tend to hide within a CI, in cyber-physical processes, and in stacks of information-based services. The speed of innovation and uptake of new digital technologies in processes that evolve into critical processes to the society is high. Obviously this is complex as the critical ICT- and OT-based functions and services hide themselves (1) in the IT-sector (telecommunication and internet), (2) classical sector-specific CIs (Figure 1), and (3) even beyond these established domains.

According to [11], CII comprise:

1. Critical elements and services of the ICT sector, for example mobile telecommunication data services, internet exchange points, domain name services, certificate infrastructures, and Global Navigation Satellite Systems such as Galileo, BeiDou, and GPS for Position, Navigation and Timing (PNT) services.

2. Critical information, communication, and operational infrastructure elements- ICT and OT- in each of the CI. This may include e.g. critical financial transaction systems in the financial sector, critical logistic information systems, and OT which monitor and control critical cyber-physical systems such as in gas transport, harbors, railways, healthcare, and refineries.

3. The products and services of manufacturers, vendors and system integrators which are used across multiple CI sectors, nationally and internationally, whose vulnerability or common cause failure may negatively impact the proper functioning of CII and the CI that they are a critical element of.

Figure 1.
Critical information infrastructure (source: [11]).
4. Critical ICT- and OT-elements and services beyond the established CI domains mentioned under (1) to (3) above. Such elements are often operated by organizations outside the classical ministerial supervision and/or regulation, may be physically located outside a state and or operated by foreign operators.

The extent of the nationally identified CII largely depends on the maturity and critical use of digital technologies by and in states (Figure 2). As a basis, essential CII elements include the ICT-based elements of the classical CI services such as electricity generation or drinking water. Digitally more advanced states have defined CIIIs which have major elements outside the classical set of CIs. Due to the international nature of CII, the governance of CII protection and resilience extends beyond national borders and relies on international collaboration. Due to the increased role of ICT and OT in almost all other CI (e.g. cloud services, smart cities, smart grids), defining the CII requires cyclic updates to capture the dynamics inherently linked to ICT- and OT-based systems and networks. This process is complex due to the dynamics of the dependencies, and also to the sometimes-hidden nature of these dependencies, think e.g. on the dependency of electricity networks on the availability of precise timing and communication networks [12].

The EU, for instance, recognizes the need to secure both CI and CII in its European directive on security of network and information systems (NIS) [13]. The directive requires a higher level of cyber security by the operators of specific CI services in the energy (electricity, oil, and gas), transport (air, rail, over water, and road), banking, financial markets, health, drinking water supply and distribution, and digital infrastructure sectors. The non-classical CI ‘digital infrastructure’ comprises internet exchange points (IXs), domain name service providers (DNS), and top-level domain (TLD) name registries. EU Member States require by law that other national CI operators adhere to the same security requirements as well. Moreover, the NIS directive recognizes another set of CII operators: the digital service providers (DSPs). DSPs operate online marketplaces, online search engines, and cloud computing services when their operations exceed a certain size.

Figure 2.
Critical information infrastructure protection (CIIP): All activities aimed at ensuring the functionality, continuity, and integrity of CII to deter, mitigate and neutralize a threat, risk or vulnerability or minimize the impact of an incident. (source: [11]).
Moreover, the EU implicitly recognizes electronic identification and trust services for electronic transactions as CII in [14]. However, it should be noted that most EU states do not recognize their key registers on population, land, addresses and buildings, commercial companies, topology, and vehicles as CII [7].

The USA recognizes as life critical embedded systems as CII beyond the classical CI sectors: medical devices, internet-connected cars, and OT [15]. Other states, alike Australia, are in the process of identifying their CII.

The high dynamics of technological developments and subsequent societal use of ICT- and OT-based services, makes the identification of CII complex. What seems to be a new toy may become embedded in critical societal processes shortly. On the other hand, earlier critical services such as text messaging phase out while being replaced by newer mechanisms such as Whatsapp. Risk analysis and mitigation may be complex given (1) the ICT- and OT-technological dynamics, (2) the continuous shifts in the threat spectrum, and (3) new CII services often operated by new, non-traditional operators (e.g. cloud services) which do not fit automatically in the governance structures of states.

2.3 Why considering the cyber related risk to CI and CII?

The most feared phenomenon by states is the cascading effect due to dependencies between CIs and CIIIs. When one CI or CII is disrupted or destroyed, cascading disruption(s) may occur through the dependency of other (critical) infrastructure(s). Another important risk factor to CI and CII is a common cause failure: “a failure where the function of multiple infrastructures is disrupted or destroyed by the same cause or hazard affecting these infrastructures at the same location or area in the same time frame” [2]. Common cause failures may for instance be triggered by extreme weather, flooding, wildfires, and common use of the same vulnerable ICT or OT application, software, or equipment.

In modern societies, the (cyber) risk to society and the economy due to inadvertent and deliberate CI/CII disruptions and cascading and common cause phenomena increases due to:

- The diminishing governmental control over classical CIs and CIIIs due to liberalization and privatization of their operations.
- A more economic-based risk approach by CI and CII operators aiming for improved efficiency, productivity, and organization performance, as compared to a more societal risk-based approach by the earlier public CI/CII operators.
- The fast appearance of new ICT-based services that are perceived essential or even critical by society even before government considers them as being CII.
- The perceived critical use by citizens of new stacked services which make the underlying ICT-infrastructure critical, e.g. the mobile e-payment infrastructure.
- Urbanization which stresses the, often aging, CIs to the limits of their design capability and capacity.
- The increased dependence of CI on ICT and the hidden nature on some dependencies, see for instance [12] for possible cascading effects of disruptions of time synchronization services in electrical power networks.
• The increased use of vulnerable ICT and OT for the monitoring and control of CI operations.

• Complex dependencies of CI/CII services and the risk of cascading failures.

• The increased dependence of industries and the population on undisturbed CI and CII services. They expect and require a high level of CI/CII resilience, basically an undisturbed service 24 hours per day, all year around. Modern societies and its population cannot cope anymore with CI/CII service disruptions that affect a large area and have a long duration, citizens and businesses have no plan ‘B’.

• The increased level of cyber-attacks by state actors [16] and other types of actors [17] deliberately performing (cyber) attacks on CIs and CIIIs in support of their political and financial objectives. See e.g. the warning in [18].

• Vulnerabilities in commonly used ICT- or OT-applications and systems being the source of a common cause failure, e.g. a common vulnerability in a popular application may lead to vulnerabilities in many organizations simultaneously, see e.g. the Dutch national cyber security centre (NCSC) warning for a Citrix vulnerability [19].

• The high dynamics in vulnerabilities of ICT- and OT-applications and -systems.

Therefore, the analysis and mitigation of the cyber risk in CIs and CIIIs pose major challenges to states and their operators of essential services.

3. Assess the cyber security risk in CI

3.1 CI, CII and risk analysis

Risk analysis is defined by the EU as the “consideration of relevant threat scenarios, in order to assess the vulnerability and the potential impact of disruption or destruction of critical infrastructure”. [1] The Council of Europe’s European Centre of Technological Safety (TESEC) defines risk analysis as: “the determination of the likelihood of an event (probability) and the consequences of its occurrence (impact) for the purpose of comparing possible risks and making risk management decisions” [20]. Identifying the cyber threat scenarios and vulnerabilities related to CIs and CIIIs is an important element of the sectoral, national, and wider CI and CII protection and resilience policies and frameworks [13, 5–7]. Managing the characteristics requires thorough and regular assessments of the cyber risk for CIs and CIIIs, both at the level of a single CI/CII operator, across a CI/CII sector, across CI/CII chains of services, and at the national level.

Risk assessment (RA) is “the combination of vulnerability analysis and risk analysis” leading to the “determination and presentation (usually in quantitative form) of the potential hazards, and the likelihood and the extent of harm that may result from these hazards” [20].

Risk analysis, vulnerability analysis, and, subsequently, RA are therefore important elements of the CI/CII protection and resilience efforts. Moreover, the risk management (RM) process for CI and CII should not only cover the business
An operator of essential services (CI or CII) will primarily use RA to obtain an overview of possible risk factors that can harm its business objectives and profits. Legal requirements will be a mere boundary condition to this process. The cyber risk is just one aspect which is balanced with other risk aspects such as e.g. technical failure, lack of key personnel due to a pandemic, and adverse regulation.

A RA at the CI/CII sector level will primarily focus on the resilience and reputation of the whole sector considering the individual mitigation measures taken by the operators within the sector. E.g. what is the risk of diminished trust by the population in e-banking?

A RA for a specific CI or CII service which depends on a chain of intermediate services supplied by multiple service operators. The operator of the (end) service will primarily focus on the resilience of the whole service chain and the disruption risk due to failing or disruption of one or more of the intermediate services. The analysis will consider the individual resilience measures taken by the individual operators and the residual risk for the service chain.

A RA at the national or regional level will primarily focus on risk with societal impact and will take a wider range than just CI and CII. A national or regional RA will e.g. also consider the risk of a pandemic outbreak or a large-scale flooding and will balance the outcomes with the cyber risk to CIs and CIIIs. To assess this risk, various states use a National Risk Assessment (NRA) method to establish a balanced national risk view including the cyber risk, see e.g. [3, 4, 21–23].

Due to the importance of CIs and CIIIs for societies, CI and CII sectors increasingly must analyze and assess their (cyber) risk regularly and systematically based on sector-specific regulations either imposed by the national regulator, e.g. [24], or through sector initiatives, e.g. the Basel III regulatory framework for the bank sector. The implementation of the EU NIS directive as discussed above requires CI and some of the CII operators to regularly perform RAs as a basis for their cyber security measures. RM is also a key element in the NIST framework [25]. Moreover, these CI and CII operators should be prepared to perform a quick reassessment of the cyber risk, mitigations, and the residual cyber-related risk in case a new cyber vulnerability or cyber threat comes to the fore.

3.2 Assessment of cyber risk by a single CI operator

The basis for the protection of CI lies in a strong RA at the operator level. For RA at the company level, including CI and CII operators, many methods and standards exist. Most of these methods are in line with the ISO 31000 series of RM standards [26]. For the IT-environment, ISO/IEC 27005 [27] provides the RM and risk mitigation background as part of the ISO/IEC 27000 series that assist organizations to implement information security management based on a set of terms and definitions [28] and security controls [29, 30]. For the OT-environment, security control frameworks with similar security control sets
exist, e.g. [31, 32]. Although these security control frameworks are often sector specific, they can be mapped on common structures or frameworks, see e.g. ENISA and NIST [25, 33].

One of the important factors to cover in a RA of CI/CII is the risk of ICT/OT as a vulnerability that may cause disruptions of CI/CII. This may involve the risk of technical failure or human mistakes, but also the cyber risk of malicious attacks. Given the criticality for states, even hybrid conflicts affecting CIs and CIIIs are envisioned, see e.g. [34, 35]. An early example is the Crimea conflict. On December 23, 2015, Ukrainian power companies experienced unscheduled power outages impacting many customers in Ukraine. In addition, there have also been reports of malware found in Ukrainian companies in a variety of their CI sectors [36].

Section 4 below specifically focuses on the cyber risk factors related to OT.

3.3 Assessment of the cyber risk across organizations

A RA for a specific CI sector is feasible, as was shown by the EUropean Risk Assessment and COntingency planning Methodologies for interconnected energy networks (EURACOM) project [37]. This approach extended the European Risk Assessment Methodology (EURAM) [38] with contingency planning. In particular, chapter 4 of the EURACOM report discusses the cyber threats to the energy CI sector. The methodology is based on a common and holistic approach (end-to-end energy supply chain) for RA, RM and contingency planning across the power, gas, and oil CI subsectors.

The seven steps of the EURAM RA methodology are shown in Figure 3. The methodology scales from the department level to the operator level, to the CI or CII sector, and national level. Moreover, the methodology may embed the results of other RA methodologies. Risk which cannot be dealt with at a certain level may be input to the next higher level of abstraction. For example, the risk implications of a pandemic or a state actor cyber-attack to a nation cannot be managed alone by a CI operator and must be off-loaded to and managed at the national or even supranational level.

3.4 Challenges to assess ICT/OT risk across organizations

Although methods and approaches exist to perform RA across organizations. (e.g. a CI/CII sector or a service chain) some practical challenges exist:

- **The risk attached to ICT and OT elements across CI/CII-chains.** Certain CI/CII services are composed of a set of (chained) ICT and OT elements provided and operated by multiple operators. The criticality of certain elements to a CI or CII may be unknown to its operator; therefore, its protection has less priority than required from the national CI protection (CIP) or NIS point of view. It is a challenge to identify such critical elements and to assess the risk attached across the chain. In support of this type of assessments, new methods have been proposed, e.g. the RA method suggested by the Dutch cyber security council which requires the collaboration of all organizations in a supply chain to collectively assess the risk and define the appropriate security controls [39].

- **Identifying the risk related to critical elements in various CI/CII:** Some ICT and OT products are widely used across many CI and CII sectors and other organizations. The cyber risk attached to a systemic failure or vulnerability of such
a product may be large, e.g., a vulnerability in Microsoft Windows systems or in commonly used OT systems. Such a vulnerability may lead to a high level of risk at the national or even the international level. This risk is difficult to assess since it requires a detailed and well-maintained asset inventory of systems and applications used by each CI/CII operator.

- **The international nature of part of the CII**: Assessing the risk and taking mitigating measures for CIIP might be troublesome when the CII ownership, operations and or (operational) jurisdiction are beyond one’s national border. Conflict of interests, legal requirements, and procedures may occur. For example, a cloud server operator having its operations in state B should report a cyber security breach to the national authority in that state. However, state A may have made regulation that each CII operator should report security breaches within 24 hours to them. When a CI operator in state A uses such a cloud service, the cloud service could have been designated as CII thereby imposing regulation on the cloud operator in state B. Such cross-border CII issues arise with the diverse national implementations of the EU NIS directive [40], and other CII-related laws. The new EU security strategy intends to address these issues [35].

These challenges lead to the necessity to perform RM not only at the company level but also across the service chain, and at the sector and national levels.

4. **Assessing the OT risk**

4.1 OT threats and vulnerabilities

To identify the main threats and vulnerabilities for the OT environment, a structured approach will be used in distinguishing multiple layers. Threats to OT may occur at multiple layers as defined by [41]:

- The governance layer.
• The socio-technical layer comprising the OT/ICT architecture, the technology, networking, and human factors.

• The operational-technical layer including (3rd party) maintenance.

According to [42], a threat to OT is the “potential cause of an unwanted incident through the use of one of more OT, which may result in harm to individuals, a system, an organization, critical infrastructure and vital societal services, the environment or the society at large”.

The governance layer. At the governance layer, the first threat stems from the fact that OT is technically embedded in functionality. The management focusses on the functionality, e.g. provide drinking water. Therefore, many chief information security officers (CISOs) or equivalent executive level responsibilities largely neglect the cyber risk to OT which at the same time is a major risk to the functioning of the whole CI. Moreover, there is major cultural difference between the IT department and other departments which use OT as part of the 24/7 functionality of their CI services. In addition, the IT department often has the cyber security mandate for the whole organization. “IT” develops the organization-wide cyber security policies (e.g. authentication and password policy, patch and anti-malware policies). Protection of the integrity, confidentiality, and privacy of information is a high priority. Therefore, “IT” may disrupt its operational services when required to install urgent patches. In their mindset, “IT” is key to the business of the whole organization; “OT is just the department of grease, pumps, and valves, isn’t it?”

The OT department on the other hand optimizes the control of the physical processes and are less concerned with cyber security. Most often, “OT” has to use of the networks managed by “IT” for wide area connectivity and remote access. “IT” even may state the company-wide cyber security policy to comply with specific cyber security management standards such as the ISO/IEC 27000-series [28]. “OT” has to adhere to those policies while such cyber security standards and good practices have not been developed for a 24/7 operational environment. For example, blocking an account after three subsequent login errors is of no help when an operator needs to change production settings in the middle of the night during an operational crisis. Such dissimilar needs, policies, and service expectations between “IT” and “OT” can be a source of conflicts. Governance of OT security therefore requires efforts by all involved to bridge the gap between the ICT and OT domains.

Another governance level threat is that the economic depreciation of OT is often equal to that of the OT-controlled system, e.g. a water purification unit. Therefore, very aged control system components such as a 486 Windows/XP system still operate hidden in cabinets. They still control metros, sewage systems, and so on.

In other situations, the renewal of OT will be a long-term process where the upgrade will be performed (sub)process by (sub)process. This means that the central system control must cooperate with both new and legacy OT. Mixed configurations mean that cyber security measures cannot be activated at all or can only be effective on and between the new OT-systems and applications.

“No worry about cyber security of OT, the processes still can be controlled manually”. At least management holds that view neglecting that the same management considerably reduced the experienced workforce able to manually operate the CI system. Therefore, an OT-disruption for longer than a couple of hours inevitably brings down the OT-controlled CI/CII services to society.
The socio-technical layer. At the socio-technical layer, [42] identifies a number of threats to the undisturbed functioning of OT-controlled CI processes, and therefore to the continuity, integrity and safety of physical processes. For example:

- Lack of cyber-security awareness of operators and other people operating and maintaining OT-controlled processes. No specific cyber-security education and training is part of their curricula.

- In the process control environment, it is not unusual that employees have been employed for many years. The risk of sabotage activities by disgruntled and dismissed employees is large. Many cases can be found in the media, e.g. the Maroochy water breach, and a sabotaged leak detection system of the Pacific Oil platforms and pipelines near Huntington Beach, USA. A risk which is not new: insider OT sabotage occurred already in the 90’s, see e.g. [43].

The operational-technical layer. At the operational-technical layer, [42] identifies OT-specific threats including:

- The SCADA (and similar) protocols were designed in the 60’s with a no threat, benign, closed operating environment in mind. Such protocols are not robust against any serious cyberattack. Applying such protocols now on top of TCP/IP increases the risk even more. A malformed packet may crash or lead to a dementia paralytica of process logic controllers as was shown by [44].

- The use of old technology and legacy OT, for reasons mentioned above, requires the need for personnel still knowing all ins and outs of twenty year or older OT as well as current technology. The old OT has no security-by-design. Moreover, old OT has too limited CPU and memory resources to run a malware protection package or encryption; the addition may break the critical process monitoring and control cycle. Moreover, a new plug-compatible board to replace a defective one may introduce new vulnerable functionality that is attractive to cyber attackers.

- In standard “IT” communications, temporary blocking of transmissions is accepted. In the OT-environment, however, not timely received status information from a process or a delayed control command may cause irreversible effects in the physical environment.

- OT systems may directly or indirectly be connected via remote operations or maintenance with the internet. Shodan [45] and similar search engine tools show ample OT-equipment that are directly accessible via the internet.

- System maintenance of OT in CI requires a lot of efforts due to the sheer size of the number of components. Password management policies, e.g. replacing passwords regularly, conflicts with the 24/7 operational continuity. CI sectors have agreed to good practices for patching and anti-malware signature updates but struggle with applying them, e.g. to apply security critical patches within a week after publication; all other patches to be applied during the next scheduled maintenance slot [46, 47]. In practice, patches are applied some three-quarter years after they became available and anti-malware signature files are updated after weeks if not months. “If the controlled process works, do not break it” is used as an excuse. Therefore, the risk of unauthorized exploitation of OT in CI sectors is high.
• Third party maintenance engineers are often given unrestricted and unmonitored access to key processes 24/7. Incidents have shown that third party employees cannot always be trusted.

4.2 Assessing the assurance of equipment and applications

A complex element in identifying the cyber risk in CII operations is assessing the risk in the wide variety of hardware and software CI operators use. Most CI/CII operators use ICT and OT from a multitude of suppliers, partly being global players. The hardware and software may contain hidden vulnerabilities. A CI/CII operator should try to ensure a high level of security of their own hardware, software, and services, and of those that are procured from suppliers. Organizations should adopt a security lifecycle approach to enhance the safe and secure functioning of their ICT elements. The security lifecycle comprises the acquisition, installation, system integration, operations, maintenance, upgrading, and decommissioning phases. When CI/CII operators are dependent on ICT and OT suppliers, system integrators, and third-party maintenance companies, they should have contractual agreements and measures in place to ensure that the resilience is up to par with the security requirements of the CI/CII organization. Based on the efforts of each organization, the use of cyber security standards and frameworks may increase the level of resilience across the chain. Examples of this approach are the third-party security requirements included in cyber security standards and frameworks [25, 29, 30, 32].

Assessing the level of assurance of each ICT/OT element, proves to be a challenge for an individual organization. Therefore, many organizations require support from their government, e.g. in certification of certain equipment. Recently, the EU Cyber Security Act [48] provides a framework structure for certifications, which is being taken up by ENISA and several of the European states although a number of challenges is perceived [49, 50].

4.3 Assessing the risk for the OT environment

The above-mentioned characteristics of OT systems, makes it necessary to include the following steps as part of the RA process:

• Use a multi-disciplinary team to assess the holistic risk to cyber. The team shall include those involved with general IT security, OT security, physical security, electronic security, security of services and supplies by utilities and third parties (e.g. power, external telecommunications, cooling), human resources (e.g. personnel security and safety).

• Collaborate with government organizations and relevant computer incident response teams (CSIRTs) on threat information and on assessing the risk to OT-equipment, software, and (tele)communication means.

• Identify the ICT and OT systems and networks that are critical to the key operational processes of the CI operator.

• Assess the impact of a disruption of ICT and OT to the CI service(s).

• Identify the connections with outside networks.

• Identify the external dependencies including third parties.

• Identify legacy systems that may pose additional vulnerabilities.
5. Assessing cyber security risk across CI/CII chains

Section 3.4 discussed the challenges for risk analysis across organizations in CI/CII chains. There exist several methods that support risk analysis across a chain of organizations which provide critical or essential services. There are, however, many challenges in applying such methods as is shown in Section 5.2.

5.1 Methods to assess the cyber risk across chains

Due to the specific characteristics, there is a need to perform RM not only at the company level but also perform a collaborative assessment across CI/CII service chains. There have been some studies that aim to establish a method for assessing the cyber-security risk across chains of CI/CII operations [38, 39].

The Dutch chain analysis method [39] has been developed by a set of CI operators in the energy sector. It was their believe that organizations in a supply chain together are in the best position to define and deploy appropriate controls and initiatives to reduce any cyber security risk themselves. The method aims to provide insight into the cyber security risk within a supply chain. It uses a layered approach to provide insight into the risk that arise from the ICT/OT systems and their interconnections as well as the potential risk that may pose to the chain of business processes of organizations. The identified risk in the business processes can ultimately disrupt the continuity of the entire supply chain of one or more critical or essential CI/CII services. By combining and merging the identified risk in business processes per organization, which should include their own third-party risk to these processes, the overall risk to the supply chain can be assessed (see Figure 4).

The aforementioned EURAM/EURACOM method uses a similar approach by combining three components to assess risk at an aggregated level, based on RAs by the individual organizations and is based on embedding lower level RA results by mapping the identified risk at the higher level [38].

Note that due to the hidden nature of ICT and OT within CI and CII, RM across the chain requires a large effort and a combination of expertise by all stakeholders.

Figure 4.
Visualization of the Dutch supply chain risk management method (from [39]).
to assess this risk and define appropriate mitigating measures as is highlighted by the aforementioned Dutch supply chain RA pilot [39]: “Providing insight into the cyber security risk within a supply chain requires a level of commitment of all organizations involved. It is paramount that in addition to the availability of adequate resources sufficient trust exists between organizations to share sensitive information among each other.”

5.2 Challenges to assess the cyber risk across CI/CII chains

In safeguarding CI and CII, cyber risk mitigation plays an important role. Cyber risk mitigation approaches comprise legal frameworks [13], the implementation of mostly non-CI/CII specific cyber security frameworks for ICT and OT [25, 29–32, 51], the sharing of cyber security information [52, 53], and a collaborative approach. The incentive for collaborative action to the cyber risk at the sector level and across service chains is clear. Resources are scarce and can be optimized by collaborating. Due to the interconnectedness of CI and CII, all organizations in a sector or service chain suffer when one weak link exists and fails, making a joint approach a necessity. Although many initiatives exist, the uptake of these initiatives is sometimes less than planned. Although there are methods available to assess the cyber risk across a CI chain, there exist challenges to apply those methods. Some of the factors that may prove a barrier in the adaptation of these methodologies are:

- **Different RA methodologies used by individual organizations**: Collaboration of RA across chains requires information sharing and discussions on the results of RA for the individual organizations. The sharing of information on the RA may be hampered when different methodologies are used. Although there are ways to overcome this, see e.g. [38], this requires some additional effort by the participating organizations.

- **Scarce resources**: Cyber security is a domain where expertise is still a scarce resource. When large scale incidents occur that would benefit from cross-organizational collaboration, many of the personnel needed will be taken-up by high-priority activities within their own organizations.

- **Difficulties in establishing effective public and private partnerships**: collaboration across the chain may require a close collaboration between public and private organizations, e.g. on information sharing on threats and vulnerabilities. While public-private partnerships (PPPs) are a popular form of collaboration in a number of states, in practice we see that they often lead to less than satisfactory results. Although the precise failure rate of PPPs in CIP is unknown, in the context of business-to-business partnerships failure rates of 30% up to 80% have been reported. This high failure rate may be based on tensions inherent to a PPP. Some balancing mechanisms are needed to overcome the inherent tensions [54].

- **Cross-border collaboration**: Most CI/CII operators use equipment of many different suppliers that originate worldwide. This may hamper information sharing and collaboration.

- **Legal barriers**: Anti-trust legislation on the one hand, and Freedom of Information (FOI) legislation on the other hand may create barriers to collaborate and exchange information between organizations [53].
• **Internal barriers:** Legal departments tend to block collaboration as they regard the shareholder risk too high due to negative image when information about cyber vulnerabilities or incidents leaks through partners [53].

6. What’s next?

6.1 Trends and developments in CIIP

CIIP is an ongoing challenge for governmental policymakers and political leadership. Effective CIIP requires a constant assessment of future technological developments and keeping track of the dynamics in the ICT and OT domains. The increasing use of ICT and (embedded) OT to monitor and control critical and complex cyber-physical systems means that most CI have CII components or are slowly transforming into CII. Meanwhile, the cyber security of OT is lagging far behind that of ICT despite specific cyber security good practices and standards [32, 55]. However, the IEC 62443 framework on Security for industrial automation and control systems has recently been extended with a part on RA [31].

Developments in ICT and OT and their interrelationships continuously alter the nature of CI and CII, for instance big data, smart energy grids, autonomously driving vehicles, 5G, e-health monitoring, and remote robotic surgery. Keeping track of the dynamically changing cyber risk landscape for CI and CII is therefore a challenge. Chapter 6 of [56] states that the “continuous developments in digital technology require states to keep track of the changing risk landscape and to review CIIP policy accordingly”. Moreover, Chapter 4 of [11] states that “Horizon scanning strengthens CIIP policy as it enables nations to proactively signal and assess developments in technology, and to act when new technology reaches the potential to become part of the national CII.”

Nevertheless, it is difficult to recognize developments in the criticality of information infrastructures due to the hyper-connectivity of modern technologies which suddenly may alter existing dependencies and introduce new dependencies within CIIIs and between CII and CI. Dependencies may shift in unforeseen ways due to unanticipated adoption of traditional or seemingly unimportant information infrastructure elements. Such changes may cause other information infrastructure services to become critical to a state on the one hand and to cause the criticality of other CII elements to disappear over time on the other hand [57].

Similarly, company policy changes unexpectedly may affect CI/CII incident response and recovery plans for ICT and OT operations. Consider the organization’s green policy to replace all vehicles by e-vehicles. The existing incident response and recovery plans which dispatches repair trucks and their crews over long distances during a long power disruption will fail when no special provisions for recharging during non-normal modes of operation are made and will delay the recovery of CIs/CIIIs.

Mass adoption and integration of new technologies such as internet of things (IoT), industrial internet of things (IIoT), internet-of-medical-things (IOMT), robotics and artificial intelligence may, besides changing the nature of CI and CII, also increase the risk of cyber and hybrid attacks to CII [34, 35]. Ecosystems of not well-secured, hundreds of thousands, if not more, of internetted devices may fall victim of cyber criminals. Their combined power may be used to attack CI, CII and life-essential devices, e.g. by denial of service attacks and spreading malware [58]. CI/CII operators and states shall be aware of this risk in time and take precautionary actions. For instance, smart grid technologies are fundamentally changing the
energy sector and may introduce new CII elements at the national level. With the advancements in sensory, actuator and wireless technologies as well as the global internet, the usage of OT expands rapidly towards IIoT. The need for cyber security by design in new technological developments such as robotics and AI most often is an afterthought. This increases the cyber risk to CI, CII and humans, e.g. the use of robotic equipment such as vehicles and as human assistants in dangerous CI environments [59]. Moreover, new technologies enter the organization via the backdoor and is part of CI/CII services before the cyber risk is assessed and mitigated in a proper way.

6.2 Laws and regulations

The global cyber risk makes that states develop strategies, laws and regulations to get more grip on the cyber security risk to their state. Apart from the European general data protection regulation (GDPR) that became fully into effect in all EU Member States on May 25, 2018 [60], CI and some CII operators may be designated as operator of essential services (OES) or DSP as a result of the national law and related regulations which implement the EU NIS directive [13]. Whether one is designed as an OES or DSP depends on the service(s) provided, size of the operations, number of customers, area, and the level of criticality as laid down in national ruling. One requirement is that the OES or DSP shall notify the competent authority or the CSIRT with national authority without undue delay of any incident having a substantial impact on the provision of services. Moreover, national law may oblige notification by an OES to the ‘CI stovepipe’ responsible ministry or regulator. In case personal data is involved, the GDPR notification is required as well. Non-compliance with the law may result in a huge fine.

Reporting cyber incidents may lead to more transparency on the actual level of the cyber risk and may lead that to more awareness with operators and policymakers on the risk that cyber threats and vulnerabilities pose for society.

7. Conclusions

Analyzing the cyber risk in CI and CII, firstly requires the identification of CII using a set of (nationally) established criteria. RA for CI and CII may take place at multiple levels: by the organization of the CI/CII operator, by the CI/CII sector, nationally across all CI/CII sectors, and along the critical and essential service supply chains. This chapter provided insight to the OT risk, identifies the need for RA across organizations, and describes some RA models to address the cyber risk across multiple organizations and for service supply chains.

In assessing the cyber risk to CI/CII at the operator level, both ICT and OT should be considered. There exist many CI/CII sector-specific security control standards which can be mapped on common structures or frameworks as has been shown by e.g. NIST and ENISA. Although many standards and control measures exist, the OT risk at the governance, socio-technical, and operational-technical layers is often less understood and addressed by organizations. Recent advisories by government agencies show that the need to address the OT risk has become more urgent since the number of malicious attacks on OT as well as hybrid threats are growing while disruptions of the OT may have a large impact on the physical CI processes.

Recent research on RA for CI emphasizes on taking CI dependencies into account. This proves to be even more urgent and complex for CII. RA for CIIIs and their dependencies is complex due to the highly dynamic nature of advances in and use of IT and OT, the often hidden nature of technological dependencies, think e.g.
about PNT services, and inclusion of embedded systems. Several RA approaches and methods exist to assess the cyber risk across organizations. However, assessing the cyber risk to the CI/CII service supply chains proves to be complex as it requires trust and willingness of all organizations involved.

And last not but least, organizations need to consider the cyber risk of future technologies before such technologies creep in via the backdoor and are an essential part of their critical services and business operations. The introduction of these new technologies can be planned (e.g. in the case of smart grids), which allows for an upfront analysis of the security risk involved, even when this risk is not always fully considered. New technologies, e.g. IoTs and dependencies may also be introduced in a more haphazard way into traditionally well-separated environments of CI/CII operators. Managing this additional risk is a major challenge for the operators.
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Chapter 10

Flood Risk Analysis for Critical Infrastructure Protection: Issues and Opportunities in Less Developed Societies

Ugonna C. Nkwunonwo

Abstract

This chapter presents all-important discussions relating to flood risk analysis which arguably is a subject of overwhelming significance within the context of less developed societies, for example Nigeria. Whilst a possible means of eradicating flooding from human environment is inconceivable, debates for more effective flood risk reduction methodologies for critical infrastructure protection must continue. Increased population and urbanisation scenarios drive worsened flood risk which trigger increased efforts for corporate adaptability to flooding. To ensure that social systems can cope with floods, it is important to investigate why best practices in flood risk reduction are not fully applicable. This chapter explores these issues drawing from extant dialogues on flood risk management (FRM). Arguably, the current flood modelling techniques and assessment of vulnerability operations largely do not support a realistic analysis of flood risk. Funnelled through an interpretative research paradigm, the chapter conceives that these limitations fall under five cardinal issues – (1) data, (2) theories and concepts, (3) existing flood risk analyses methods, (4) legislation and policy, and (5) sustainable development. It argues that the realisation of a more effective flood risk reduction for the poorer and less developed societies will depend on effective tackling of these issues which creates opportunities for flood risk analyses through simplified approaches, and use of free and open geospatial data infrastructure.

Keywords: flooding, flood risk analyses, less developed societies, urbanisation, flood risk management, flood modelling, vulnerability assessment

1. Introduction

The widespread flooding in recent times, the reduction of its impacts on human populations, properties and economic activities and the impracticability of its eradication from natural environment are factors of global concerns [1–4]. In the developing countries (DCs) such as Nigeria, there is evidence to suggest that the thought of the next flooding event appears to apprehend many local communities, urban residents and authorities’ hierarchy [5]. Arguably, this reality suggests among other interesting discourse, that the recognition of flooding impacts and the curiosity they drive in human populations are fundamental towards finding realistic solutions to the hazard. Worthy of note within this context is the damage
potential of flooding which is debatably unprecedented when compared to other known environmental hazards occurring within natural human environment in recent times [6, 7]. Whilst the failure and/or limitation of efforts to tackle flooding are issues in the DCs that clearly require urgent attention [8, 9], the need for sustainable development which underpins adaptability and collective resilience of the general public to flooding cannot be disregarded [10, 11].

The interplay between causes, impacts and remedies of flooding phenomenon highlights the situation in the less developed societies in respect of flooding and the risk it poses. This chapter focuses on the Lagos metropolis of Nigeria in West Africa. Under the quandary of rapid population increase and urbanization, it appears the conurbation has been subject to critical and disturbing scenarios. The idea that population growth will compel worsened future flood risk highlights the need to engage with more proactive measures of tackling flooding and more importantly more effective means of building the capacities of human population to cope with floods [11, 12]. However, present efforts at addressing the challenges of flooding in the Lagos area are flawed [13, 14]. Whilst the area signifies the economic and industrial hub of Nigeria and attracts tourists from within the country and abroad, responses to security challenges, poor corporate adaptation and resilience to flooding among other besetting environmental hazards is inadequate [15, 16]. Existing knowledge regarding particularly to the state of affairs of flooding in Lagos is unsatisfactory and falls short of solutions to the impacts of the hazard on human populations and has been unable to support sustainable development within the region [14, 17].

Within these contexts, it is imperative that the critical factors which undermine efforts at tackling flooding in Lagos as well as gaps in knowledge among other considerations which can be associated with increasing flood risk generally are identified. Thus, the need to support present efforts at tackling flooding in the Lagos region and to advance existing knowledge relating to flood risk reduction in the area motivate the debates in this chapter which considers a triplet of objectives: firstly, to summarise the widespread flooding in the Lagos metropolis of Nigeria, secondly, to summarise the current efforts towards tackling the hazard in Lagos and to identify key limitations and gaps in knowledge and practice, and finally, whilst the author argues that inadequate flood modelling in the area and limited application and scope of assessment of vulnerability to flooding undermine the success of current efforts to tackling flooding, why more of such investigations are needed is presented along with the possible challenges facing their applications in Lagos, Nigeria. It equally presents the prospects for flood risk analyses through simplified approaches and open geospatial data.

2. Widespread flooding in Lagos Nigeria

Past and present flooding in Lagos Nigeria, highlight the influence of climate change, rapid population growth and urbanization on the local hydrology of the region [18–20]. First and foremost, the Lagos metropolis consists of 16 local government areas (LGAs) of varying spatial enumeration units (the largest being about 194 km$^2$) (see Table 1 and Figure 1). The total land mass of the conurbation exceeds 1100 km$^2$. Based on the state government’s statistics [22], up to 21 million people reside in the area and this creates a yawning dimension of adverse social and environmental condition mostly overcrowding and slum development. The lack of space for a myriad of anthropogenic activities forces development of flood prone areas thus instigating a severe vulnerability to flooding for those inhabitants who lack social capacities to cope with the hazard. The abundance of impervious surfaces...
potential of flooding which is debatably unprecedented when compared to other known environmental hazards occurring within natural human environment in recent times [6, 7]. Whilst the failure and/or limitation of efforts to tackle flooding are issues in the DCs that clearly require urgent attention [8, 9], the need for sustainable development which underpins adaptability and collective resilience of the general public to flooding cannot be disregarded [10, 11].

The interplay between causes, impacts and remedies of flooding phenomenon highlights the situation in the less developed societies in respect of flooding and the risk it poses. This chapter focuses on the Lagos metropolis of Nigeria in West Africa. Under the quandary of rapid population increase and urbanization, it appears the conurbation has been subject to critical and disturbing scenarios. The idea that population growth will compel worsened future flood risk highlights the need to engage with more proactive measures of tackling flooding and more importantly more effective means of building the capacities of human population to cope with floods [11, 12]. However, present efforts at addressing the challenges of flooding in the Lagos area are flawed [13, 14]. Whilst the area signifies the economic and industrial hub of Nigeria and attracts tourists from within the country and abroad, responses to security challenges, poor corporate adaptation and resilience to flooding among other besetting environmental hazards is inadequate [15, 16]. Existing knowledge regarding particularly to the state of affairs of flooding in Lagos is unsatisfactory and falls short of solutions to the impacts of the hazard on human populations and has been unable to support sustainable development within the region [14, 17].

Within these contexts, it is imperative that the critical factors which undermine efforts at tackling flooding in Lagos as well as gaps in knowledge among other considerations which can be associated with increasing flood risk generally are identified. Thus, the need to support present efforts at tackling flooding in the Lagos region and to advance existing knowledge relating to flood risk reduction in the area motivate the debates in this chapter which considers a triplet of objectives: firstly, to summarise the widespread flooding in the Lagos metropolis of Nigeria, secondly, to summarise the current efforts towards tackling the hazard in Lagos and to identify key limitations and gaps in knowledge and practice, and finally, whilst the author argues that inadequate flood modelling in the area and limited application and scope of assessment of vulnerability to flooding undermine the success of current efforts to tackling flooding, why more of such investigations are needed is presented along with the possible challenges facing their applications in Lagos, Nigeria. It equally presents the prospects for flood risk analyses through simplified approaches and open geospatial data.

2. Widespread flooding in Lagos Nigeria

Past and present flooding in Lagos Nigeria, highlight the influence of climate change, rapid population growth and urbanization on the local hydrology of the region [18–20]. First and foremost, the Lagos metropolis consists of 16 local government areas (LGAs) of varying spatial enumeration units (the largest being about $194$ km$^2$) (see Table 1 and Figure 1). The total land mass of the conurbation exceeds $1100$ km$^2$. Based on the state government’s statistics [22], up to 21 million people reside in the area and this creates a yawning dimension of adverse social and environmental condition mostly overcrowding and slum development. The lack of space for a myriad of anthropogenic activities forces development of flood prone areas thus instigating a severe vulnerability to flooding for those inhabitants who lack social capacities to cope with the hazard. The abundance of impervious surfaces in the area which generally causes increased surface water runoff and reduced soil infiltration highlights the impediments of poor urban drainage system [23].

<table>
<thead>
<tr>
<th>S/no.</th>
<th>LGAs</th>
<th>Land area (km$^2$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Agege</td>
<td>11.263</td>
</tr>
<tr>
<td>2</td>
<td>Ajeromi-Ifeledun</td>
<td>12.395</td>
</tr>
<tr>
<td>3</td>
<td>Alimosho</td>
<td>186.195</td>
</tr>
<tr>
<td>4</td>
<td>Amuwo-Odofin</td>
<td>135.240</td>
</tr>
<tr>
<td>5</td>
<td>Apapa</td>
<td>26.798</td>
</tr>
<tr>
<td>6</td>
<td>Eti-osa</td>
<td>193.460</td>
</tr>
<tr>
<td>7</td>
<td>Ifako-Ijaiye</td>
<td>26.769</td>
</tr>
<tr>
<td>8</td>
<td>Ikeja</td>
<td>46.427</td>
</tr>
<tr>
<td>9</td>
<td>Kosofe</td>
<td>81.889</td>
</tr>
<tr>
<td>10</td>
<td>Lagos-island</td>
<td>8.707</td>
</tr>
<tr>
<td>11</td>
<td>Lagos-mainland</td>
<td>19.572</td>
</tr>
<tr>
<td>12</td>
<td>Mushin</td>
<td>17.576</td>
</tr>
<tr>
<td>13</td>
<td>Ojo</td>
<td>158.884</td>
</tr>
<tr>
<td>14</td>
<td>Oshodi-Isolo</td>
<td>44.999</td>
</tr>
<tr>
<td>15</td>
<td>Shomolu</td>
<td>11.615</td>
</tr>
<tr>
<td>16</td>
<td>Surulere</td>
<td>23.122</td>
</tr>
</tbody>
</table>

Table 1. 16 local government areas and their spatial units in the Lagos metropolis of Nigeria. Source: Adapted from [21].

Figure 1. The Lagos metropolis of Nigeria. Inset showing the location of Lagos State in Nigeria. Source: Drafted by authors.

in the area which generally causes increased surface water runoff and reduced soil infiltration highlights the impediments of poor urban drainage system [23].

Following the overview of Lagos metropolis presented in the preceding paragraph, a clearer picture of the devastating effects of flooding in the area can be
appreciated. Typically, the hazard which has been generally attributed to climate change and poor urban planning affects hundreds of thousands of people (mostly through homelessness, physical injuries, mortality, spread of diseases and emotional trauma), destroys chains of urban infrastructure and disrupts economic activities [14, 24]. Fiscal losses caused by the hazard in the area amount to millions of US dollars [25]. Although fluvial and coastal flooding occurred in the early days of flooding – i.e. in the early 1960s – pluvial floods resulting from prolonged rainfall which overwhelms urban drainage facilities and soil infiltration capacity are now more widespread. Such floods usually recur annually between the months of March and October (but usually more severe in July) with considerable environmental and socio-economic impacts [26]. These floods which have triggered concerns for environmental mismanagement, urgent humanitarian needs and services, primary health delivery, solid waste management, urban development and governance, and the resilience of the general public within the area are claimed to be more severe for Lagos Island, Apapa, Ikeja, Mushin, Surulere and parts of Ikorodu [16, 26–29]. The magnitude of flooding experience in the Lagos region of Nigeria is highlighted in Figure 2(a-d) below. A typical example of flooding event in Lagos is the July 2011 flooding, caused by a heavy rainfall that lasted 17 hours. The flood affected more than 10 thousand people with deaths exceeding 100 and a range of damage including public infrastructure such as roads, bridges and schools. Houses were submerged by flood water while lots of properties including vehicles were destroyed due to the intensity of the flood. An estimated economic loss of about 50 billion Naira ($US 320 million) was incurred [30].

3. Summary of current efforts towards tackling flooding in Lagos

For appraisal of current approaches to flood risk management in Lagos city by public and private sectors and the implications of such approaches within the
context of global flood risk management practices, refer to Adelekan [31]. Flooding and the means of tackling its risk in the Lagos metropolis of Nigeria have received considerable attention in the literature since the last two decades, and this arguably demonstrates commitment on the part of the Lagos state government and various stake holders. Some of the ongoing practices as argued by Oshodi [32] include: expansion of drainage infrastructure within the city heartland, annual debris removal from principal drainage facilities within the city heartland, recommendation and resettlement of the dwellers of flood plains and wetlands and the residents of Ogun river catchment areas, demolition of homes in the flood prone areas. Several flood preventive and curative initiatives ranging from community self-assistance actions to World Bank assisted programmes were identified in Odunuga [26]. Recently, key initiatives which include the Drain Dock and The Emergency Flood Abatement Gang (EFAG) were launched by the government of Lagos state to improve current efforts towards addressing the challenges of flooding. Action by the ministries of Environment, Works and Health as well as the Lagos Metropolitan Development and Governance Project (LMDGP) towards controlling flood hazard in the area including waste management programme, shoreline protection, low carbon emission, school advocacy programme and climate change club are acknowledged [14].

It can be shown that how to promote sustainable drainage infrastructure and sustainable access to basic urban services for urban residents and the general public are a top priority. Lagos state emerged as the first in Nigeria to carry out a detailed topographic mapping of the area with LiDAR (Light detection and ranging) data acquisition and GIS based analysis aimed at addressing the challenges of flooding. Although it is claimed that these measures have been preventive in context, they are unprecedented in Nigeria and clearly demonstrate practical commitment to fighting flooding [33, 34]. However, in the light of ‘best practices’ in flood risk reduction and ‘lessons learned’ from other countries’ experiences of flooding, it can be argued that such measures are at best limited. Although the lack of data, lack of funds and improved technology as well as poor political will have been implicated [23, 35], flood modelling which is needed to systematically tackle flooding within the context of flood risk/hazard mapping and provision of flood data for improving the perception of flooding among the general public and to support other non-structural approaches to flood risk reduction seems to have been ignored.

4. Flood modelling and assessment of vulnerability to flooding for the Lagos metropolis of Nigeria

Flood risk reduction is fundamentally a knowledge-driven ideology that shapes the pathway towards living with floods. Key knowledge that drives this idea is often based on flood risk/hazard maps, public opinions and specialist judgement on flooding. Within this perspective, flood modelling which predicts flood data (mainly flood water depth, duration and extent, as well as depth-averaged velocities) essentially needed for flood risk/hazard analyses, mapping and assessment plays significant roles [36, 37]. Conceptually, flood modelling may be perceived as a scientific technique that numerically or analytically solves relevant governing mathematical equations and generates computer algorithms and codes for fast, continuous and routine simulation of flood data [9]. Quick, continuous and routine provisions of flood data appear to undermine ground survey methods and remote sensing technologies, thus most evidently highlighting the relevance of flood modelling.
For the Lagos area, besides the importance of quick, continuous and routine provision of flood data, it is pertinent to realize the specific roles which flood modelling can play towards flood risk reduction and these includes: (1) to align the goals of flood risk management in the Lagos areas with the objectives of such roles in other places such as the United States, United Kingdom and the Netherlands, (2) to pave the way for overcoming the various hassles associated with flood modelling generally such as computation complexity and model instability/conditional stability, (3) to strengthen the means of improving flood awareness among urban residents and other stake holders through flood risk/hazard mapping, and (4) to combine with vulnerability assessment in order to build the capacity of a wider population to cope with floods.

Vulnerability is clearly a relevant concept in disaster/risk management and it suggests the propensity to which a system, subsystem or systems component can be adversely affected by a stressor [38]. System, subsystem or systems component refer to human populations and/or critical infrastructure that appear to be in harm’s way during flood hazard occurrence which is the reason why exposure, sensitivity and adaptive capacity are often considered in the course of analysing vulnerability [38, 39]. In the Lagos metropolis of Nigeria, the issue of vulnerability to flooding is critical given that urbanization and rapid population growth which both trigger and increase slum development and development on flood prone areas [40]. However, this odd scenario has not been sufficiently tackled with adequate knowledge of vulnerabilities of social systems to flooding and the factors that influence such vulnerabilities. Few studies that considered vulnerability to flooding in Lagos are limited in scope, constrained by paucity of quality data and narrowed discussions down to small areas [15, 16, 41, 42]. It can be shown that results obtained from analysing vulnerability to flooding at such small scales cannot be generalized for the Lagos area [43].

5. The challenges of flood modelling and vulnerability assessment in the Lagos metropolis of Nigeria

Given the general merits of flood modelling and assessment of vulnerability to flooding and the specific roles they can play towards flood risk reduction in the Lagos metropolis of Nigeria (refer to [42]), it is important to identify the factors that potentially constrain their application. In view of this, the author conceived and discuss the following issues:

5.1 Issues on data

The fact that flood modelling and assessment of vulnerability to flooding require sufficient and accurate data to implement suggests paucity of data as mostly constraining such operations. For the Lagos area, it can be argued that issues relating to relevant data can be likened to a total mirage ranging from abject paucity, inaccuracy and limited access. A typical example is demography for which two key sources (2006 National Population Census and Lagos State Digest of Statistics) quoted different figures representing the Lagos region. Equally complicating is media reporting which has been inconsistent in many instances [44]. Although high resolution LiDAR data is now available for the area, access to the dataset for flood modelling and assessment of vulnerability is been constrained by cost.
5.2 Issues on theories and concepts

Flood risk reduction is a key concern for major environmental research themes (for example Climate Change Adaptation (CCA) and Disaster Risk Reduction (DRA)) which promote the development of integrated methodologies subject to living with floods rather than fighting them [45, 46]. Invariably, such methodologies seem to require in-depth understanding of the drivers of flood risk while their practicability appears to suit ideal situation favoured by easy access to relevant datasets and technical requirements. However, these methodologies often lack sufficient flexibilities for application to external case studies such as the DCs. To circumvent such methodology inflexibility, it is imperative that new methodologies are developed. For the Lagos area, it can be argued that the development of new methodologies with sufficient capacity to support assessment of vulnerability to flooding and flood modelling can be easily undermined by the underlying concepts and theories which are generally inductive based on ontological perspective.

5.3 Issues on existing methodologies

Expectations are increasing for more efficient methodologies with regards to tackling flooding and the risks it poses [47]. Based on this, improving on the functionality of existing methodology has become a popular hypothesis recently. Whilst this assumption has been affirmed in many cases, intuitively, an important concept such as flood modelling underlines the need to understand the basic components that limits existing methodologies [48, 49]. Within the context of flood modelling, existing methodologies (especially for the physically based numerical flood models) lead to models that are computationally expensive, often unstable/conditionally stable requiring a certain CFL condition (Courant-Friedrichs-Lewy condition), which prescribes small time steps leading to high computation burden. Besides, some of these models lack extensive calibration due to insensitivity to certain parameterisation. For the Lagos metropolis of Nigeria, it is argued that the means to overcome these challenges present a critical consideration which undermines flood modelling in the area, although the Lack of funds to acquire commercial codes along with their technical assistance can also have a resistive impact on flood modelling [9].

5.4 Issues on legislation and policy

Flood risk reduction within the context of living with floods is strengthened by robust legislation towards environmental management, intensive research and adaptation of human population to the hazard. Nigeria among many DCs is characterized by weak legislation towards hazard management [50]. This arguably impacts negatively on the inclusion of more robust approaches such as flood modelling and assessment of vulnerability to tackling flooding and the challenges it poses. As argued by Oshodi [32], due to the weak legislation and poorly implemented policies regarding hazard risk and environmental sustainability in the Lagos area, full preparedness to deal with the challenges of flooding is uncertain.

5.5 Issues on sustainable development

Flood modelling and assessment of vulnerability to flooding required to effectively tackle flooding underpin sustainable development [11]. Within the context of sustainable development, every society aspires towards meeting human development goals while sustaining the ability of natural systems to continue to provide
6. Opportunities for flood risk analyses through simplified approaches and free and open geospatial data in the less developed societies

Kovacs et al. [56] compiled a French technical report of several simplified approaches to flood risk analyses in the developing countries. These techniques are simplified in theory and often require utilising freely available datasets for flood risk analyses and protection of critical infrastructure in the less developed societies. Several other attempts have been made in the literature. The prospects within these simple techniques to enable stakeholders lessen the threats of flooding on critical infrastructure and sustainable development are significant. Hammond et al. [57] developed a modified Drivers-Pressures-State-Impact-Response (DPSIR) framework which enables policy makers to evaluate strategies for improving flood resilience in cities. Nkwunonwo et al. [49] proposed the new scheme, GFSP-1, to model urban flooding using a minimum of data. The model which was implemented in a MATLAB environment was tested using the flooding event of year 2000 in Portsmouth, UK, and later used to simulated the historic flooding of year 2011 in the Lagos area of Nigeria. See et al. [58] utilised an open data approach which includes open street map and field paper to map urban drainage infrastructure in the Philippines. Results emerging from these simplified approaches correlate positively with real life data, and have been effective in assessing flood risk and vulnerabilities, and providing realistic feedbacks to stakeholders.

The major weakness in these simplified approaches is the lead time in moving towards an integrated flood risk management. This is because of many assumptions made to actualise data fitting in the simple methods, and the inability of the simple techniques to capture all the physical parameters and nexus around the variables that motivate flooding within catchment area. This increases epistemic and aleatory uncertainty, and makes it hard to generalise the methods towards a more effective stimulus in flood risk management. Flood risk is an aggregate of multiple factors – hazard, exposure and vulnerability – drawing from Crichton’s risk triangle [59]. Land use analyses and flood modelling are able to evaluate the magnitude of exposure and flood hazard (depth and extent along with velocity of flood water) [9, 60, 61]. Vulnerability is a bit more practical because of its conceptualization and theories that underpin its analyses. In the current literature, flood vulnerability is a measure of elements at risk of flooding because they lack coping capacity or any form of adaptive mechanism. It is an ideal science culture to includes community participation in analysing flood vulnerability. This is
standard technique in the developed societies, and few authors have discussed its application in the Lagos area of Nigeria. Although, data paucity and challenges adapting existing methodologies to new case studies often stand in the way of an ideal vulnerability analyses, participatory approaches for collecting informal knowledge on exposed elements and vulnerabilities from the population and local actors is invaluable towards assessment of vulnerability to flooding. Douglas et al. [19] Adelekan [13, 15], and Salami et al. [62] used this approach in the Lagos area of Nigeria, and the result have been fundamental to decision support in flood risk management within the area.

One clear insight into state-of-art methodologies for vulnerability assessment is the importance of indicators as proxies to vulnerability variables. Several studies have applied this method for examples Müller et al. [63] and Tapia et al. [64] and the outcomes demonstrate how the various types of vulnerability – physical, economic and social – not only relate to various dimensions of the society, but also varies according to the complexity and main determinants of sustainable development. This understanding plays important roles in protecting critical infrastructure from flooding, bearing in mind the question of what makes a critical infrastructure vulnerable? For example, social vulnerability is based on social factor such as age, gender, socio-economic status [65], an idea which Nkwunonwo [41] applied, using demographic distribution from Nigeria’s 2006 census to assess the social vulnerability of Lagos to urban flooding. Indicator-based vulnerability analyses is often complicated by the lack of method to measure a particular indicator. In such a situation, expert elicitation based on observed vulnerabilities and impacts following a previous catastrophic event can be used for vulnerability assessment and modelling. This is a simple approach that serves the purpose and addresses the gap in flood risk assessment in developing societies.

7. Conclusion

Flooding experiences in the Lagos metropolis of Nigeria are overwhelming and has remained an issue of incessant debate. Although there are present efforts at tackling the hazard, success so far has arguably been limited and ample discussion regarding this condition are critical. Whilst flooding is generally accepted as an inevitable phenomenon in present day environment, reducing its impacts on people and the environment is a significant priority for many regional and international flood management initiatives and directives [3, 66]. To achieve the sole aim of flood risk reduction which is “living with floods rather than fighting them”, flood modelling and assessment of vulnerability to flooding are fundamental operations and have been applied in many developed countries such as the United States, United Kingdom and Netherlands [67]. However, for the Lagos metropolis of Nigeria, flood modelling and assessment of vulnerability to flooding have been skimped.

As a critical focus, this chapter makes attempts to bridge the gaps in knowledge and practice of flood risk reduction in the Lagos area and investigates the key reason why these approaches were skimped in the Lagos area. It is argued that unless these critical issues such as limitation in data, legislation and policy and mismatch in sustainable development, the application of flood modelling and assessment of vulnerability to flooding in the Lagos metropolis of Nigeria will remain unrealistic. Moreover, simplified approaches and freely available and open source datasets create opportunities to undertake flood risk assessment despite the issues that cause severe limitations. Research is needed to provide bespoke methodologies that will take advantage of these resources to provide workable feedbacks to stake holders and flood risk management policy makers.
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Chapter 11
The Cultural Differences in the Perception and Application of Crisis Management in Tourism
Marica Mazurek

Abstract
During the COVID-2019 outbreak, countries in the world reacted to the epidemic situation differently. These discrepancies were based on cultural differences and the reactions of the public sector to deal organizationally and financially with these negative externalities, which can damage tourism businesses. In this book chapter, we have explained the differences in the reactions of Eastern cultures and Western cultures and their hierarchical approach to the decision-making process.

The methodological approach to this book chapter and its content is based on the use of concepts rooted in the studies of applied models of crisis management and the application of several case studies from Europe, Asia, and North America, where we have discussed the preparedness of the public sector to bear a risk and to act effectively during COVID-19 outbreak. A discussion comprises cultural differences and their impact on health situation and the role of media as well as the organizational learning culture.

Keywords: cultural differences, crisis management, organizational learning, pandemic situation of COVID-19, tourism

1. Introduction
The existence of danger and threat are serious factors, which could undermine image, reputation, and competitiveness of tourism and the whole country. In the global crisis situation, a majority of countries has to face the risk of health and human's security, but also the economy survival. Responses of different countries to these events depend on a variety of factors, especially the economic position, the model of governance, preparedness to cope with critical situations, reaction of the international community, mass media, and business culture.

During the COVID-2019 outbreak, communities seem not to be fully and similarly empowered and organizationally and financially prepared to cope with these negative externalities, which can damage tourism businesses. Eastern cultures do not react the same way as Western cultures, and their hierarchical approach to the decision-making process could be a strong argument that generic models or approaches would not be implemented in the same way in different cultural milieus, which has also a strong influence on the organizational learning. Similarly, there could be differences even in the reaction of countries joined in common geographical and political structures. For this reason, it might be interesting to study some...
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1. Introduction

The existence of danger and threat are serious factors, which could undermine image, reputation, competiveness of tourism and the whole country. In the global crisis situation, a majority of countries has to face risk of health and human’s security, but also the economy survival. Responses of different countries to these events depend on a variety of factors, especially the economic position, the model of governance, preparedness to cope a critical situation, reaction of international community, mass media, and business culture.

During the COVID 2019 outbreak, communities seem not to be fully and similarly empowered and organizationally and financially prepared to cope with these negative externalities, which can damage also tourism businesses. Eastern cultures do not react the same way as western cultures and their hierarchical approach to the decision-making process could be a strong argument that generic models or approaches would not be implemented in the same way in different cultural milieu, which has also a strong influence on the organizational learning. Similarly, there could be differences even in the reaction of countries joined in common geographical and political structure. For this reason, it might be interesting to study some
discrepancies in the reactions of those countries and their managerial preparedness and the organizational specifics for a critical situation especially in tourism due to the pandemic outbreak of COVID 19.

Safety and security are important factors of competitive advantage of a destination, which might not only serve as a place of existence and life of humans, fauna and flora, but also a place for economic and social activities, which are typical for tourism. Those factors are not eternal and unchanging, which is a real danger for the competitiveness, but also the existence of these above mentioned subjects or elements. One of the most vulnerable activities, which might be influenced by safety and security hazards, is tourism. The most important is to understand different patterns of the same problem, which was created by a crisis, and to distinguish the difference of the approaches of different cultures and countries to the same problem and learn a lesson of the organizational differences based on a variety of cultural approaches. Tourism destinations are as vulnerable as any other places, and sometimes more so, and for this reason the crisis management will discuss specifics and organizational learning tasks also from this point of view.

The methodological approach to this book chapter and its content was framed by the conceptual base of studies of applied models of crisis management and the responds of several studied countries to the pandemic situation of COVID 19, especially the preparedness of public sector to bear a risk and to act effectively. A discussion comprises cultural differences and their impact on health situation and the role of media as well as the organizational learning culture. Organisational learning was found to be a critical source of sustainable competitive advantage [1] as stated by Škerlavaj et al. [2]. There will be discussed the questions of tourism in the connection to the economic consequences of pandemic situation. The case studies will be based on the studied secondary sources in selected countries in Europe, Asia, and North America.

2. Conceptual base

The concepts dealing with the crisis management portfolio deal with the reasons or the impacts of crises and disasters. An important perspective to study and understand is the perception of the crises and their solution, which means the preparedness to cope a disaster, set priorities and responses of countries and communities to crises. Faulkner ([3], p. 139) mentioned that “different internal cultures and modus operandi become barriers to communication and co-operation between organisations”. It concerns countries, their governments, people, businesses, social groups and tourism as one of the business and social activity as well. For this reason, it is also complicated to apply the universal model for the crisis management.

Hofstede [4] mentioned in his work that people from different national cultures tend to have different styles of management. Based on the author ([4], p. 28) “in the process of comparing phenomena similarity and differences are two sides of the same coin; one presupposes the other.” It concerns not only people, but also the institutions position, role, involvement. Important work from Hofstede [4] is the idea to take into consideration the division of societies in the world into the individualistic or collectivistic cultures, which has an impact on people’s behavior and the approach of the whole society and government to the urgent tasks in society. Hofstede [4] explained five dimensions of national culture, which influence a behavior of different cultures and it means also countries with people living predominantly in this cultural group. Those typical independent dimensions are: power distance; uncertainty avoidance; individualism versus collectivism; masculinity versus femininity; and long-term versus short-term orientation. Škerlavaj et al [2] mentioned that
only a few studies have applied Hofstede’s model to examine the effects of national cultural dimensions on organizational learning.

Among the above mentioned dimensions, power distance means the hierarchy of power and wealth among the general population and a nation, culture, and business. A higher degree means a higher hierarchy, which is executed in society. It allows governments to imply more easily a power in society. It might influence the role of public sector versus private business and concerns the differences of aims of public and private enterprises and their organization. In the connection to the crisis management execution, the role of public sector is unquestionable; however, the scenario of mutual roles of both sectors depends not only on the power distance factor, but on the type of government’s response to the crisis, which could be for instance the influence of tighter centralization in a country. Organizational learning from this situation will be based on the direction in a particular country and the role of private and public sector in crisis management.

The uncertainty avoidance could be defined as the affinity to the status quo, less change in society, tendency to keep strict codes and obey the rules in society. The feeling of absolute truth might be a reason for further dictatorship from the side of government, which might complicate free entrepreneurship provision. Less tolerance in society might influence the behaviour of companies and organizations in a country.

Individualism versus collectivism means a preference of being more independent and less governed or on the other hand better compatibility with the other members of society, families, friends, etc. Uncertainty avoidance means a fear of unknown or not certain situations and it might influence also decision level and empowerment in society. In such situations as health risk it could influence behaviour in a positive or negative way. This type of behaviour influences the speed and type of changes in society, business environment and changes, which should be done really smoothly, quickly, and in a more massive way due to crisis situation.

According to Hofstede [4] as stated in Compiranon and Scott [5], individualism stands for a society in which the ties are loose between individuals, and as a result, individuals are only expected to look after himself/herself and his/her immediate family. Conversely, collectivism stands for a society in which people from birth onwards are integrated into strong, cohesive in-groups, which throughout people’s lifetime continue to protect them in exchange for unquestioning loyalty. In management decision making and organisational learning situation, a collective decision is preferable in a collectivism culture, whilst an individual decision is more likely to be seen in a culture that supports individualism. This might complicate even decisions of government in the area of health protection and risk avoidance, which could be generated by such a negative externality as the pandemic situation (as one possible outcome of risk management situation), which has consequently negative influence on the whole country, quality of life, security, economy where tourism business is part of it.

Division of roles between genders is incorporated in the expression of masculinity versus femininity and this could be also applied in crisis management concept and organisational learning and decisions in a country. As Compiranon and Scott [5] explain the ideas of Hofstede [4] masculinity is found in a society, in which social gender roles are clearly distinct; thus men are encouraged to be assertive, tough and focused on material success. Women are expected to be more modest, tender and concerned with the quality of life. Unlike masculinity, femininity stands for a society in which social gender roles overlap, and both men and women are encouraged to be modest, tender and concerned with the quality of life. Hofstede [4] explained how masculinity and femininity approach influences culture and as a consequence how managers in a femininity culture prefer to use more intuition,
deal with feelings and seek consensus. In masculinity culture, the managers are more decisive, firm, assertive, aggressive, and competitive. More masculine societies are focused on achievements, material rewards and success, which influences also the learning about the business culture in such countries and underlines a type of behaviour of managers who want to succeed in their business strategies.

The question is how this might influence the crisis management process and organisational learning, consequently also tourism business in those countries having a more masculine or feminine dominance society. In COVID-19 crisis situation, surprisingly the countries with more feminine culture impact (Scandinavian countries for instance) achieved better results in fighting the epidemic situation. It might be a result of preferring health protection over business, at least in the beginning of the crisis situation.

The authors Compiranon and Scott [5] discussed the role of culture and leadership and described the crisis management stages in the following scheme (Figure 1). They used the ideas of the World Tourism Organization Model. The following scheme shows the main ideas.

Eastern cultures do not react the same way as western cultures and their hierarchical approach to the decision-making process could be a strong argument that generic model would not be implemented in the same way as it would be in western societies.

Some form of criticism also lies in adoption of similar management methods and organizational decisions to different management environments. “For example, the authors FanN and Zigang [7] compared the differences between reaction of American and Chinese managers while dealing with uncertain situation: “having a high uncertainty avoidance culture, Chinese managers normally lack and adventurous spirit and the sense of risk. On the other hand, low uncertainty avoidance American managers are more likely to accept risk.” These examples only confirm what the other authors discussed as being in impertinent situation for implementation of models in different environments. Thus, academics as Faulkner mentioned this possibility by stating that “different internal cultures and modus operandi are barriers to communication and co-operation between organizations” [3]. In a case of the epidemic situation; however, we have to face a totally different situation and
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*Figure 1.*

it is quite smart to ask if we should be adventurous or more predictive and cautious in order to save somebody’s health and life. There is always an open question if the health is a priority or the economy, business, for instance also tourism business. Many countries were able to make reasonable decisions to save both or just to do their best for citizens, their health, but also the existence of businesses and survival of the economy and tourism as well.

Compiranon and Scott [5] agreed “that national culture has a significant impact on crisis management.” Johnson and Peppas [8] stated that “crisis intensity varies from country to country and culture to culture, which means that it is very important that crisis response plans are developed for a specific location.” It influences a society as social and economic structure with such an economic phenomenon as tourism, a role of government in a society, a role of people as social entities and their culture and behavior, and a role of media as a mean of communication in a society.

The authors Faulkner [3], Ritchie [9], Paraskevas and Arendell [10] mentioned the role of mass media during the crises and disasters. Media role is closely related to image and reputation. The connotation of meaning of crises and disasters can be positive and negative; however, predominantly negative. Though, in Chaos Theory, the existence of a “turning point can be “essentially creative, rather than a destructive process” as described by Faulkner ([3], p. 137). The author explained several examples of this positive outcome as for instance “the empowerment of a society, the creation of modern facilities, innovations, international recognition of destination, etc.” It might be really disputable if this could be a case of health pandemic situation in the globalized world, but it should be mentioned also this opinion in order to understand some developments and changes especially influenced by the processes of innovation in the world. As Compiranon and Scott [5] explained the ideas formerly delineated by Holmes [11] that at the heart of every crisis lies tremendous opportunity, and perhaps this is why the Chinese word for crisis is surprisingly composed of two symbols of meaning ‘danger’ and ‘opportunity’. For this reason, it might be important to see and predict which countries might be more in a danger and which will take the opportunities and the same could be visible in the business sphere and tourism could be one example. For instance, tourism businesses, which might be more friendly with modern technologies, digitalization or countries, which are not so tightly dependent on mass tourism development and are more typical in a sustainable tourism development, would have probably easier way for the adjustment to a new situation and a real change of business strategies.

Culture, resources and leadership (political and economic), geographical character (for instance isolation as more the islands can use as their advantage in this concept), time (which is now visible in the development of the pandemic crisis, stages and waves of the crisis), level of preparedness, responses of governments, citizens, businesses, especially power of economy, it all might have an enormous influence on crisis recovery, and for this reason could be visible also differences in several parts of the world and also in tourism business performance and changing preferences and visitors’ behaviour.

In order to understand the questions of crisis management generally, but also in tourism, some authors tried to develop generic model suitable not only for tourism destinations, but also for different purposes, for instance a country generic model with its specific requirements of safety, security, service provision. Faulkner [3] applied a deep inductive approach in order to construct generic model of crisis and disasters.

Ritchie [9] underlined a necessity of more holistic and strategic approach. Hence, models are more useful for studies of the first group of conceptual approach, e. g. the reasons of crises and disasters and the roles of stakeholders
during these events. However, some authors as Paraskevas and Arrendell [10] shifted further risk assessment research of crisis management to the different methodological approach by questioning particular destination stakeholders, corporate and government representatives, policy makers and planners about their preparedness to deal with crises and disasters, which could be an excellent lesson of different approaches to the organizational learning and managerial decisions understanding. As the authors stated, “the purpose was to produce insight rather than to test theory, the study was inductive in nature and used a qualitative, interpretative approach” [12]. Their research revealed through interviewing of experts on corporate and government security, safety, tourism policy and planning some controversial aspects of former research approaches: based on compiling of theoretical frameworks without testing the attitudes of stakeholders. A research underlined necessity of co-operative approach of all stakeholders, compatible jurisdiction, allocation of financial resources, etc. Thus, pragmatic approach to the studied topic revealed important gaps between managerial theoretical approach, organization, and practice.

More discussion is needed on perception of disaster management framework of models (re-active models) and pro-active risk management models as has been stated by some academics in numerous academic journals dealing with the topic of crisis management. Important role in the crisis management and resolving the situation has a state and its role is crucial. It is well known in the public economy theory that public sector has to be present where the private sector is not capable of solving a problem, but has to withdraw when it is not necessary to intervene. Crisis management is a really difficult role, which should be planned and prepared thoroughly ahead and kept strongly during the occurrence of the negative situation in a country and the world. Many countries and their businesses failed due to unpreparedness and due to risking of health of their inhabitants and the consequences in those countries could be tremendous. For this reason, a discussion about the preparedness and models of crisis and disasters is needed.

First academic, who identified these two approaches to model creation in crisis and disasters, was Heath [13, 14] who mentioned the traditional crisis management approach and the risk management approach. Miller and Ritchie [15] added that “the traditional crisis management approach involves no initial (pre-crisis) planning or management (Figure 2) and the role of risk management approach “is to respond to the crisis and manage the impacts effectively and efficiently (Figure 3).
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*A traditional approach to a crisis.*
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However, some authors as Paraskevas and Arrendell [10] shifted further risk assessment research of crisis management to the different methodological approach by questioning particular destination stakeholders, corporate and government representatives, policy makers and planners about their preparedness to deal with crises and disasters, which could be an excellent lesson of different approaches to the organizational learning and managerial decisions understanding. As the authors stated, “the purpose was to produce insight rather to test theory, the study was inductive in nature and used a qualitative, interpretative approach” [12]. Their research revealed through interviewing of experts on corporate and government security, safety, tourism policy and planning some controversial aspects of former research approaches based on compiling of theoretical frameworks without testing the attitudes of stakeholders. A research underlined necessity of co-operative approach of all stakeholders, compatible jurisdiction, allocation of financial resources, etc. Thus, pragmatic approach to the studied topic revealed important gaps between managerial theoretical approach, organization, and practice.

More discussion is needed on perception of disaster management framework of models (re-active models) and pro-active risk management models as has been stated by some academics in numerous academic journals dealing with the topic of crisis management. Important role in the crisis management and resolving the situation has a state and its role is crucial. It is well known in the public economy theory that public sector has to be present where the private sector is not capable of solving a problem, but has to withdraw when it is not necessary to intervene. Crisis management is a really difficult role, which should be planned and prepared thoroughly ahead and kept strongly during the occurrence of the negative situation in a country and the world. Many countries and their businesses failed due to unpreparedness and due to risking of health of their inhabitants and the consequences in those countries could be tremendous. For this reason, a discussion about the preparedness and models of crisis and disasters is needed.

First academic, who identified these two approaches to model creation in crisis and disasters, was Heath [13, 14] who mentioned the traditional crisis management approach and the risk management approach. Miller and Ritchie [15] added that “the traditional crisis management approach involves no initial (pre-crisis) planning or management (Figure 2) and the role of risk management approach “is to respond to the crisis and manage the impacts effectively and efficiently (Figure 3).

The methodological approach is based on the qualitative approach and is framed by the conceptual base of studies of applied models of crisis management and the responds of several studied countries to the pandemic situation of COVID 19, especially the preparedness of public sector to bear a risk and to act effectively and the responds of governments and citizens to the crisis situation. Škerlavaj et al. [2] mentioned that the type of predominant culture would bring diverse influence on the development of organizational learning culture. Crucial are especially cultural differences and a role of media in several discussed countries. The case studies are based on the studied secondary sources in Europe, especially in Slovakia, Czech Republic in comparison to the other countries in Asia (Taiwan, South Korea) and North America (Canada and the U.S.A.), etc.

3. Results

Several studies from Asian countries showed that in many cases could be visible former experience with crisis situation and it means also preparedness of a responsible government to that situation. Moreover, there might be visible cultural dimensions, which have been mentioned as the collectiveness or the individualism. Important could be fast political decisions and a respond of citizens. For instance, one excellent example is Taiwan. Taiwanese government is one of the most successful examples of crisis management implementation in the world. The first information about the virus appeared on 21st of January 2020. Taiwanese government has actively and really efficiently sent all instructions about the protection against a new form of virus to the citizens and did not try to hide any information, which is a sign of democratic and responsible government. One of the crucial tasks was a control of the healthcare supply chain affordable to the country and its citizens and a tight co-operation with the academic institutions in a matter of the antiviral
drugs development. For instance, the figures by April 9th, about 79 days after first case appeared, the number of cases was 379 and deaths only 5. These numbers were much lower than the numbers in China in that time, which is a result of a quick response, geographical advantage (an Island separated by a sea), preparedness and different cultural and political approach despite of being Chinese culture, but with a totally different political attitude. When we compare the numbers of the evidence of this virus to the situation in China, by April 9, in China the number of confirmed cases was 175,74 times the number in Taiwan and the number of deaths 5,300 times the number in Taiwan (in Taiwan 4,7 cases and 0,06 deaths per day).

Another example of success might be found in Malaysia and Vietnam. Similarly, as in Taiwan, Malaysia and Vietnam are culturally close to Confucianism. It means that governmental leadership might be easier because of that collectivist feelings and a meaning of collective good is deeper incorporated in their cultures. It means hegemony of duty to society over individual needs. This was visible in those countries, where for instance citizens of Taiwan regularly wear facemasks in public despite of the fact that the evidence of COVID-19 is very low. Governments in Asia need not always remind people to wear masks, keep distance and stay home.

In Malaysia, COVID-19 infection started to spread early March and rocketed to 8 800 cases early June, but later due to the discipline and facemasks, responsibility of the citizens and government regulations obedience, the number of cases dropped. Ethnic Malay cultures in Malaysia and Indonesia promote banding together against common threats.

Malaysia is also one success example of the cultural influence, governmental approach and responsibility of citizens; however, there could also play important role the geographical indicators and a distance from the neighbouring countries. Boundaries, geographical distance, social distance and political capability might be decisive factors of successful outcome of such pandemic situation caused by a virus. Similarly, Vietnam was able to keep the situation of their country with just 401 cases in the beginning under control; however, there might be visible not only cultural, but also political influence and more governmental control as a consequence of former historical and political development. Despite of it, Vietnam could be a success story to the world.

In the United States, the virus started to develop in early March, but in comparison the above mentioned countries, the numbers have climbed in June 2020. It might be a cultural attitude and power distance characteristics, but Americans are not unified in the rule to wear masks and abandon their personal freedom to decide personally. This might be a problem in several western countries all over the world, for instance also in Europe or even in Eastern Europe (a case of Czech Republic).

On the opposite to the U.S.A., another country at the North American continent, Canada knows as a multicultural country focused on social, health, and community principles. Canada has a different story as for instance the U.S.A. and the rest of western world (particular countries). Based on a research of Zhang and Young-Leslie who have been collecting data mainly through focus groups and surveys of Canadians from across the country, several results could indicate a cultural and political approach as well the attitudes of different cultures to the rules given by Canadian government as a result to the pandemic situation. The research showed that some rules as face masks wearing was quite common even before the COVID-19 outbreak among some cultures, for instance as a result of fair pollution or sensitivity to toxins in the air. Those cultures were from East Asia, for instance China, Korea, Vietnam, and Japan. In some cases, these inhabitants tried to avoid harsh weather or wanted to keep anonymity. In a poll conducted by Leger and the Association for Canadian Studies, 51 per cent of Canadians surveyed said they’ve worn masks while doing their grocery shopping. Fifty-three per cent said masks
should be mandatory in public and confined spaces like shopping malls and public transit. Public acceptance of protective face masks has evolved dramatically in Canada since the beginning of the COVID-19 pandemic, according to new psychology research from the University of Alberta. It is important to state that North-American people, a generation of people who are still alive and the middle aged or young generation never experienced Spanish flu. This could be also stated about a majority of people in the world because this flu was typical for the beginning of the 20th century and not many people are still alive from that period of time. This might be also important fact in general judgment of the behaviour of some people who do not believe in this real health problem and think this might be only made up artificially and distributed by media. However, there are again political, cultural and geographical differences among countries and people.

Zhang and Young-Leslie also found there were differences between non-Chinese-speaking Asian-Canadians and recent immigrants, where the assimilated Chinese non-Chinese speaking Asian Canadians felt to be more targeted as new immigrants, which is also an important sign of a stigma. However, based on this research and results, it could be visible that cultural influence and a period of life in different country and culture might have an influence on behaviour of people.

Richard Schultz, an expert on federalism and a 40-year veteran of teaching politics at McGill University mentioned important statement on Canada, which should be discussed in order to understand the differences among the development in the epidemic outbreak in Canada and the U.S.A. There is this culture (in Canada) of ... more deeply rooted community and social services. We fight about the size of government, we fight about deficits -- but when push came to shove, we said, 'Look, there's no one fighting this.' ... it does say something to me about the vast cultural difference between the United States and Canada. “Professor Schulz continues” Political scholars have long seen Canada as one of the world's most decentralized federations -- a place where Ottawa yields much to the provinces and territories, which manage key services like health and education.” (https://www.ctvnews.ca/health/coronavirus/compared-to-u-s-canada-s-covid-19-response-a-case-study-in-political-civility-1.4895357).

However, in the question of crisis solving, there has been a strong consensus and co-operation among the provinces and the federal government. Important is also a consensus with the communities and citizens, businesses and economic support in the time of crisis to overcome the negative consequences. Professor Schulz commented that "And yet, I think this is a highly exceptional case that we're dealing with. We have the 10 provinces and the federal government -- in a way that I haven't witnessed in the 56 years I've been studying it -- working relatively collaboratively, co-operatively together on this issue.", which confirms the above stated ideas (https://www.ctvnews.ca/health/coronavirus/compared-to-u-s-canada-s-covid-19-response-a-case-study-in-political-civility-1.4895357) [16]. It might be more explained by one fact that Canada has had already an experience with SARS outbreak in 2004 and a positive outcome of this situation was preparedness for the epidemiological and crisis situation. Important role might play also cultural factors as has been mentioned above and the fact that Canada is a country with strongly developed common sense feeling.

In Canada, the outbreak of SARS (Severe Acute Respiratory Syndrome) did not have an extreme impact on mortality of people because only 45 people died, but an immediate effect was evident in tourism industry. Over 1/3 of 95 000 employees in tourism was laid off (based on Smith Travel Research) after the SARS outbreak and total decrease of tourism revenue due to SARS was 500 million in Toronto, Ontario in the following months. From April to June 2004, the number of international visitors declined 14%, their spending declined 13% and the travel deficit in the income
from international tourism was over 1.1 billion CAD together with the decrease of employment in tourism by 2.4% ([17]; KPMG; PKF Consulting). Based on the Canadian Charter of Rights and Freedoms, Federal government has a power to act in a matter of health protection in a case of health protection of the whole country despite a fact that health care, public health lies under the jurisdiction of the provinces. Some formerly experienced problems and failings during SARS outbreak in 2004 lead to a stronger federalism in this question, which had an influence on Canadian story in pandemic fight. It might be a real problem in the second largest country in the world, but the outcome was not catastrophic and when we compare the situation in the U.S.A., Canada was able to cope the crisis situation much more efficiently. Fierlbeck commented that Canada, because of historical circumstances, really has what I would call a reasonable institutional framework for co-ordination between jurisdictions. (https://www.ctvnews.ca/health/coronavirus/compared-to-us-canada-s-covid-19-response-a-case-study-in-political-civility-1.4895357).

The success lesson could be taught from Slovakia in the 1st wave of COVID-19 situation, where mostly several key factors played the most important role, the quick introduction of protective rules, which were especially rooted in wearing protective masks and gloves. The strict rules were implemented in order to protect citizens as for instance a penalty of breaking a quarantine order. Slovakia belonged to the first countries in the world (second after the Czech Republic in Europe) to order face masks to become mandatory inside buildings (stores, schools, etc.) and in public spaces. This decision was made even earlier as the World Health Organization advised people to wear masks in public. By March 13, one week after Slovakia confirmed its first coronavirus case the Slovak governmental representatives appeared in masks in front of media and demonstrated their compassion with the existing situation and the seriousness of the health care problem caused by the COVID-19 virus. The message was sent to the public: “Protect others and you’ll be protected ... It’s not embarrassing. It helps everyone.” Important decision was a nationwide lockdown. The reason might be a fear of the situation in the world, especially in Italy and Spain and a fear to cope a pandemic situation, which could be overwhelming and devastating for the Slovak healthcare system. (https://www.theatlantic.com/international/archive/2020/05/slovakia-mask-coronavirus-pandemic-success/611545/) [18].

When analysing the success factors of Slovakia in a survey about the successful measures fighting against the virus of COVID-19, the most important were classified the rule of wearing face masks, gloves, especially in very frequent spaces. About 90 percent of the respondents have limited their travelling, either by public transport or by car. This had a strong consequence on tourism and travel agencies and airports experienced a strong decline of passengers (about 80%). (https://newsnow.tasr.sk/featured/survey-over-90-of-slovaks-view-coronavirus-related-measures-as-appropriate/)

Unfortunately, this is not a case of the 2nd COVID-19 wave in Slovakia, where the situation is becoming more difficult. Slovakia and Czech Republic are culturally very close countries in some aspects and at the beginning of the pandemic situation in Slovakia was second after Czech Republic to implement face masks duty after the outbreak of COVID-19 in their countries. Both countries have a democratic government, which was elected in free elections and the development in fighting the epidemic situation was at the beginning similar, despite a slightly higher numbers in Czech Republic due to the number of citizens and a proximity to western countries, which were more affected in that period of time. In the first wave of pandemic situation both countries were cases of good results. In June the situation has been improved and both countries opened the economy, schools and some travelling to safe countries was fully introduced. However, it is visible from the development in
both countries that Slovak citizens were more careful in opening and did not aban-
don some formerly introduced regulations. Slovaks are people who obey the rules
and it is more collectivist society with a masculine characteristic. This cannot be
fully generalized, but when we compare Czechs and Slovaks, there are differences.

This might be a reason why there exist now such differences in the number of
infected people, mortality and 14-day cumulative number of cases per 100 000
when we compare both countries now. In Czech Republic (now takes 2nd place in
Europe in the daily increase of numbers of infected people), there are 49 290 cases,
daily increase ranks from 2000 to over 3000 infected people, mortality is 503 and
14th day cumulative number of COVID-19 cases per 100 000 is 37.9. The expecta-
tion based on the European Centre for the Prevention and Control of Diseases the
expected daily increase in Czech Republic could be 8000 cases a day. Finally, the
government decided to renew the meetings of the General Crises Committee and
decided about a personal change of a Minister of Health Care. In Slovakia, on the
other hand are 6 677 infected, mortality is 40 and the 14-day cumulative number
of COVID-19 is 37.9 per 100 000. Slovakia had to restrict the travelling rules from
Czech Republic and there are several strict restrictions, which will try to avoid
spreading the virus. Slovak government tries despite very friendly contacts with
Czech government to look at the case as the negative externality, which might be a
danger for Slovak citizens. Culturally, Czech people could be characterized as more
feminine society (in comparison to Slovakia as more masculine society), more indi-
vidualistic society closer to western European countries and a society with not such
a tendency to obey rules (refusal to wear masks inside, for instance) and keep all
restrictions, especially in big cities. Cultural dimension, political rule, governance
and also the number of visitors with tourism or business aim might be a decisive
reason for Czech Republic to be in such a situation. In all aspects, economy and
consequently even tourism suffers more when people are not administered properly
or there is lack of control from a government. Obviously, this pandemic situation
might lead to stronger governmental role in a country and in tourism business as
well. It might be a lesson for the countries and governments of those countries how
to solve the situation more effectively. The effective crisis management and organi-
zational learning processes should be helpful not only to understand the differences
among cultures, but especially could solve problems in a faster and progressive way.

4. Conclusion

Competitiveness of countries, which is based not only on comparative advan-
tage, but also the competitive forces as for instance is safety and security, has
tremendous impact on economy and tourism as well. The world is in continual
change, which could be positive or negative. Some changes might be totally unex-
pected and devastating for the economy and the most dangerous are consequences
for the human’s health and life, which is a case of pandemic COVID-19, which
affected the whole world since January 2000. In this chapter, we tried to discuss not
only managerial preparation and the existence of models of crisis and management
from former crisis situations, but also preparedness of several countries to cope
critical situation, the role of mass media and business culture and especially the
influence of cultural differences in managerial decisions, in behavior of citizens
generally and in the discussed countries. Hofstede [4] explained five dimensions of
national culture, which influence a behavior of different cultures and it means also
countries with people living predominantly from this cultural group. Those typical
independent dimensions are: power distance; uncertainty avoidance; individual-
ism versus collectivism; masculinity versus femininity; and long-term versus
short-term orientation. Škerlavaj et al [2] mentioned that only a few studies have applied Hofstede’s model to examine the effects of national cultural dimensions on organizational learning. For this reason, we tried to discuss if those mentioned dimensions could have an influence on the development in crisis situation in the studied countries in the 1st wave of COVID-19 (not including the 2nd wave or the period after 2nd wave with new mutations of the virus COVID-19). It is evident that for instance high power distance culture would enhance the positive effects of information interpretation, information acquisition and behavioural and cognitive changes as the important variables of organizational learning, but on the other hand the individualistic, masculine and the uncertainty avoidant culture would weaken or hinder such process. For instance, in such situation as crisis, lack of flexibility caused by the uncertainty avoidant culture could be dangerous for crisis problems solutions as well as for the organizations who are not able to learn from a failure, do not engage experimental learning and would hinder the development of the organizational learning culture. These several examples could be important for the statement that the roles of national culture could be decisive for the organizational learning culture and that different cultural dimensions influence organizational learning culture. Dimensions of national culture could have an impact on the whole process of crisis management. For this reason, the same situation cannot be totally the same in every country despite of taking similar restrictions or providing similar processes of crisis management and organizational learning. Consequently, the situation in risk environment has an impact on economy (unemployment, bankruptcies of businesses, social problems, etc.). Tourism is a part of social and business environment by its activities and goals and a destabilizing situation in the world has a really negative consequence not only on humans, countries, but also tourism businesses.
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Chapter 12

Italian Crisis Management in 2020
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Abstract

Approaches to risk analysis, crisis management and resilience enhancement for Critical Infrastructure (CI) Protection will be considered starting from a case study related to the management of the pandemic in Italy. Business continuity and crisis management models for CI are analyzed aiming to deal with complexity and reduce uncertainty relating pandemic and long-time crisis. Furthermore, is presented a methodology highlighting the functioning of the Italian Civil Protection and its systemic nature: a complex apparatus made up of different elements and organizations, which derives from the functioning of different organizational systems in interaction with each other. As a baseline for the coordination management the Augustus Method is considered for its strategical, tactical and operational aspects. One of the main outputs of the research consists in creating a “what if” forecasting model, configured as a visualization of the propagation of negative effects on the supply chain and manpower over time.

Keywords: complex system, emergency management, manpower, cascading effects, resilience

1. Introduction

Dealing with complexity and reducing uncertainty during 2020 crisis is a priority, for Countries, Critical Infrastructures, and companies.

Due to the interdependency of Critical Infrastructures, companies, and the civil society their protection and management represent a significant challenge and, somehow, an opportunity.

The present contribution aims to support the understanding of the tangled pandemic scenario, studying the interdependencies between different sectors and their supply chain, proposing a model addressed to the complexity management for ensure the Business Continuity both of Critical Infrastructure and companies.

The Italian response to the crisis generated by the pandemic was observed, from the study of the impact of the crisis on Critical Infrastructures, to the response strategies, the remediation plans, passing through the reference standards on business continuity and supply chain (in the ISO family of standards).

The imposed lockdown has led to a forced acceleration of digitization, with the challenges and opportunities that could be derived from it.

The crisis management, supported by the experience generated by the avian influenza, together with the support tools provided by the Italian government has proved to be effective and efficient, also relaunching several SMEs through their productive conversion.
The human factor has become evident as the cornerstone of any service, from the provision of essential services falling within the competence of the Critical Infrastructures, which have involved a particular attention to the continuous security and business protocols to be followed, to the most disparate production sectors. It is also necessary to remember how the interconnection between the different sectors and services now characterizes our reality, and therefore how the so call “What-If Analysis” is fundamental in the development of decision support tools for crisis management. In this context is clear that resilience is founded on risk analysis and the drawing of recovery plans, together with measures for an increased control over the value chain.

2. Addressing complexity and impacts of pandemic in critical infrastructure

Dealing with complexity and reducing uncertainty during 2020 crisis is a priority for Countries, Critical Infrastructures, and companies. Complexity could represent a risk but also an opportunity to create a new competitive advantage.

Society is dependent on composed critical networks, becoming more complex as are strong interdependent both within and between infrastructure systems [1]. Nowadays, complexity and uncertainty assess the search for new and effective management strategies and methods. Embracing unpredictability and planning to adapt is crucial to manage the complexity that cannot be eliminated, although, it can be reduced to manageable levels. Complexity and vulnerability of Critical Infrastructure systems has been explored and assessed [2, 3].

Complexity is related with composite systems and problems that are dynamic, unpredictable, and multi-dimensional. It consists of a collection of interconnected relationships and parts. Unlike traditional “cause and effect” or linear thinking, complexity science is characterized by nonlinearity [4]. Complexity management needs to consider several layouts of complexity, in fact an IC or a company internal value chain is strongly dependent on external complexity.

For each area of complexity regulation, as avoidance and reduction related to causes, transfer, and division, exist several theories, approaches and methods.

Effective complexity management aim to develop an appropriate and effective incident response plan. Finally, complexity must be addressed proactively.

In fact, in such complex scenario, different actors (institutional and non) have responded to the crisis in multiple ways, according to the regulations issued. Moreover, these troubled times show how strategic and essential are some sectors.

In the crisis generated by the pandemic it has been confirmed that the daily life of the citizens depends on the reliability of the Critical Infrastructures (CI) to supply essential services such as energy and water. In recent years, Critical Infrastructure control systems have become more complex, with increasingly interconnected devices; a trend that will probably continue with the Internet of Things.

The need for increased resilience to resist extreme events of both natural and malicious origin has become more acute. With Critical Infrastructure continuously exposed to threats, especially cyber-attacks, there are severe security implications, most notably in the energy sector which is ranked as one of the most affected sectors with the highest incident costs [5]. Any attack of this nature is likely to have knock-on effects on a country’s overall economy and the lives of its citizens.

The pandemic, all in all, has had modest effects on the electrical service. Electricity consumption has been reduced by about 10% on average, but with a very uneven distribution on the Italian territory. Fortunately, the phenomenon has been
well controlled and there have been no perceptible effects, but it is easy to imagine the consequences of possible inefficiencies. The effect of the pandemic could be very marked on geopolitical balances, in a context of possible tensions deriving from the rebalancing of the primary energy market and the challenge of the Fourth Industrial Revolution (4IR) [6].

The energy issue brings us back to the more general field of critical infrastructures: electricity and energy system, communication networks, infrastructures for the transport of people and goods (air, sea, rail and road), health system, economic-financial circuits, administrative and state organizations and bodies.

What happened on the Istituto Nazionale della Previdenza Sociale (the Italian Social Security), website is a symptom of a strong criticality in the Country System, where technical shortcomings make the fundamental rights of citizens even more vulnerable, and how IC and companies must equip themselves to manage crisis situations that are not predictable. For this reason there have been several episodes in Italy which have triggered the alarm by the Centro Nazionale Anticrimine Informatico per la Protezione delle Infrastrutture Critiche (CNAIPIC - National Anti-Crime Information Centre for the Protection of Critical Infrastructures).

In terms of crisis management, thanks to the experience of avian influenza (H5N1), which has highlighted how the human factor is the most valuable element for any company and as such must be safeguarded and protected, operators of critical infrastructure have been able to develop a series of effective initiatives, as demonstrated by the fact that no essential service, i.e. the supply of gas, water, electricity, transport, etc. has suffered interruptions or dysfunctions in recent months. And this despite the problems related to difficulties in supply, reduced mobility, the presence of staff in quarantine fiduciary and/or infected and considering the commitment of companies to safeguard the health of their workers.

This achievement is the result of an effort which in recent years has seen a significant change in the role of the security managers, which has shifted to the top management in order to bring strategic choices back to specific task forces capable of having a prompt impact on all levels of the company’s organization, being equipped with the financial and decision-making capacity appropriate to the criticality of the situation [7].

2020 long time crisis and consequent lock down were managed asking to every operators of critical services to maintain business continuity and to guarantee services if critical. This means that not only critical infrastructures at national level, but also critical infrastructures at regional or city or province level had to maintain operation, even having the supply chains partly or completely locked and also even having manpower partly or completely in smart working.

The Office of the Military Advisor of the Presidency of the Council, in consideration of the necessity to guarantee the essential services provided by Critical Infrastructures, has provided the precautionary principles, to which Critical Infrastructure Operators are required to comply in order to contain and contrast the spread of the pandemic, while ensuring the continuity of the supply of essential services, the operability of the facilities and the security of the personnel involved.

These lines suggest, first, a reduction in the number of staff working in situ by reducing activities to those that cannot be postponed for business continuity, and to review the maintenance programs, limiting them to those that cannot be postponed and postponing those that are not indispensable, promoting the adoption of smart working at all levels, necessary for the continuity of the service. The Precautionary Principles highlight the need to provide specific training and tools to operators to prevent and combat the threat of cybersecurity, the importance of which is growing today, to equipping all staff with adequate IT support, including the use of...
dedicated connections, VPN systems and anything else in order to ensure adequate levels of cybersecurity, including the issue of appropriate rules of conduct by staff working in smart working mode.

Furthermore, is required to prepare all the necessary measures related to sanitization.

The Companies are invited to organize the personnel involved in activities that cannot be postponed at the work sites or field operations in teams composed of the minimum number of people necessary for the safe execution of the various activities. The composition of each team, to increase its resilience, must not, where possible, change over time and specific procedural measures must be taken to avoid, or limit to a minimum, physical interaction between several teams.

With regard to the management of the control and management rooms, given that it is necessary to ensure their functionality in all conditions, it is recommended that all useful measures be taken to contain the pandemic; organizing the staff into several teams and adopting specific and more stringent safeguards for this type of personnel, for example, measures and/or adequately equipping several rooms, possibly in different locations, to allow the alternation of shifts in different rooms and/or sanitized each shift change [8]. Another taken measure was the “voluntary segregation”: the provision of temporary accommodation for groups of people who will operate in the control center for a period of not less than 14 days without physical contact with external personnel. The spaces to which such staff have access will be forbidden to those who do not implement voluntary segregation. To guarantee the continuous rotation of the activities, a second team of staff is set up at the same time, already in isolation at their homes.

Telespazio has set up a three-level system for its Space Center which, before entering the control room, requires a further period of voluntary quarantine within a camp facility located at the Fucino site [9].

The theme of cyber-security is particularly relevant in an increasingly interconnected world where threat vectors multiply and can affect the vulnerabilities of Critical Infrastructures. Moreover, the low level of cybersecurity preparedness of the country system is also reflected in low awareness among citizen-users.

In view of the above, we can say that for the management of emergencies and crises first of all it is necessary to develop a culture of security, supported by the necessary tools and strategies, also considering that we are moving towards the increasing digitalization of any area of the country. In order to do this we can combine the creation of high potential and distributed networks, to avoid in case of stress of infrastructure use, domino effects. It is not possible today to imagine an area of the country that is not covered by essential infrastructures and services that respond to adequate minimum levels of service delivery and security, especially cybersecurity.

It is therefore also essential to start a training process in line with the needs of the world of work and thus adapt to the new professions, together with a plan for the conversion of skills towards new professional qualifications [10].

A fundamental and new aspect of this crisis, which has led to a rethinking of the management of Critical Infrastructures, is that there was a clear “day before” (in Italy between 10th and 11st March) and a lack of clarity in the “day after”. There is still the sensation of a prolonged crisis and the passage to a remote working that has reduced social relations. This situation has also led to a discontinuity in the visibility that the employer has towards his employees (with respect to how he is and what he feels) that had never been experienced before, while the knowledge of the human model is crucial.

When we make a reading of complexity, we consider a company (or a CI) and analyze it in all that is the flow of its value chain and we retrace all the places and moments of a not physiological complexity.
One type of challenge for Critical Infrastructure Protection is about the dependencies and interdependencies among different Critical Infrastructures [11]. In the context of this extremely long lock-down we had an enormous complexity of relations with suppliers and with those who had to remain in continuity and we would find in the re-opening a strong discontinuity, also in understanding for example the rules with which it was possible to re-open and the responsibilities (in fact, the provision of a suitable team that knows how to interpret the rules is also part of crisis management).

2.1 The Italian production strategy during the 2020 pandemic: statal measures and production conversion

Italian SMEs have worked out an appropriate response strategy to the crisis caused by the 2020 pandemic. Starting from the importance of the role of each individual entrepreneur, through the constant and daily collection of information on a formal and informal basis, it was possible to identify the strategic levers and focus on new core businesses, based on corporate liquidity, assets and resources. It emerged that the creation of balanced strategic levers, the make/buy balance, together with the dialog with the stakeholders represented a fundamental element for the conception of a response strategy that represented an example of business resilience.

The crisis has certainly been, and still is, an opportunity to examine which lessons are learning for the future creation of resilience-oriented protocols [12]. There are many Italian companies that have reacted to the crisis by reconverting their production.

Phase two, co-existence with the pandemic, began on 4th May 2020. The Prime Minister’s Decree issued by the Government has made mandatory the use of the mask in closed places accessible to the public, such as public transport and shops. Wearing the mask is mandatory in all situations where “it is not possible to continuously guarantee a safe distance” [13].

Given the emergency and lack of access to this personal protective equipment, more and more companies have chosen to make a concrete contribution and boost their activities after the lockdown by aiming at the reconversion of production chains to manufacture masks. Initiatives that are born to make available the expertise and skills of entire sectors forced by the emergency and the upheaval of daily habits to rebuild their missions and restructure their short, medium- and long-term objectives.

Siare Engineering, an Emilian company specialized in the manufacture of lung ventilators (the unique company in Italy), at the outbreak of the emergency increased its production and changed its export market. In mid-March the company delivered 300 machines to the Civil Protection, originally destined for countries such as South Korea, India, the Philippines and Vietnam, its traditional clients. The company was supported by specialized Army technicians with the aim of producing over 2300 machines, tripling production. Siare Engineering’s efforts were supported by companies such as Ferrari, FCA and Magneti Marelli [14].

Grafica Veneta, a Paduan company active in the printing sector, has reconverted its production to produce 2 million masks. These products, even though they could not be intended for healthcare workers, provided (at a time of dramatic shortage) an initial protection to the population, and were distributed free of charge to the population by the Civil Protection and the Alpini (Italian Army’s mountain infantry).
Mestel Safety, a specialist in snorkeling and diving masks, deposited a patent at the beginning of March to transform this diving equipment into protective masks against contagion [15].

On 23rd March Confindustria Moda launched an adhesion campaign to make masks and PPE, to which 200 companies have immediately joined. A similar initiative was taken by CNA Federmoda. Some of the most important Italian fashion companies responded to the call, such as Armani, Calzedonia, Fendi, Gucci and Valentino.

Prada, on request of the Tuscany Region, has started the production of 80,000 white coats and 110,000 masks [16].

Toscano Alta Sartoria (ex Mabro) has promptly reconfigured its production starting, from March, to produce 3000–4000 masks per day [17].

A choice made also by Valigeria Roncato, a leading company in the sector in the production of luggage made in Italy, which has decided to make a strong contribution to the enduring battle at pandemic by converting its production lines for the production of long-lasting, non-disposable, washable and therefore reusable masks [18]. The core business of the Veneto industry responds to the urgent demand for protective masks that are becoming more and more indispensable.

These solidarity initiatives have been stimulated by the possibility to access incentives to activate the production and supply of medical devices and personal protective equipment (PPE) for the containment and fight against the epidemiological emergency.

And more: to deal with the pandemic, numerous measures have been taken to prevent and contain its expansion and its effects on the economic system. These are emergency measures issued at short distance from each other and linked to each other.

The financial support to SMEs has gone through interventions on the fiscal side, the suspension of the refund of loans, the public guarantee on those granted to companies that have suffered decreases in turnover, a fund for the promotion of Made in Italy, financing.

The objective was to prevent SMEs from shutting down due to lack of liquidity because of the emergency: according to Cerved the system could lose up to 650 billion in revenue between this year and the next.

In this picture, are extremely important the interventions to support the liquidity of the productive network, strongly strengthened by the Legislative Decree n. 23/2020 (so-called Liquidity Decree). This last measure has on one hand modified and on the other hand implemented the extraordinary measures introduced by Decree Law no. 18/2020. This is also thanks to the new regulatory framework for State aid, the EU Commission’s “State Aid Temporary Framework” [19], which has intervened in the meantime. On 14th April 2020, the European Commission authorized the extraordinary support aid schemes provided by Decree Law no. 23/2020. Further interventions to support the liquidity of companies are also contained in Decree-Law No 34 of the 2020.

The economic support measures for businesses adopted with the decrees of March–May 2020 (Decree-Law No 18/2020, Decree-Law No 23/2020 and Decree-Law No 34/2020) are essentially attributable to the following main lines of intervention: liquidity support; export and internationalization support; capitalization support and non-repayable grants; suspension of certain obligations and tax payments, as well as temporary relief on the fixed costs of electricity bills for low-voltage non-domestic users; interventions for companies in crisis, industrial reconversion and development contracts; protection of the national economic and business fabric through changes, some of which are temporary, to the exercise of special powers in sectors of strategic importance (so-called golden power).
Among the measures for companies in crisis, industrial reconversion and development contracts, the following interventions are highly important.

Decree Law No. 18/2020 refinanced the measure of development contracts by €400 million for 2020 (Article 80). The Ministero dello Sviluppo Economico (MISE) Directive of April 15th, 2020 provided for the allocation of resources.

Finally, it should be noted that Law Decree no. 18/2020 authorized the Extraordinary Commissioner for the Epidemiological Emergency to provide funding to companies producing medical devices and personal protective equipment, using INVITALIA as the entity managing the measure. To this end, expenditure of EUR 50 million for 2020 has been authorized (Article 5). The aid scheme was authorized by the EU Commission (on 22nd March 2020). The Ordinance of the Extraordinary Commissioner of 23rd March 2020 (published in the Official Journal on 24 March 2020) implemented the measure.

The resources were assigned to the granting of aid to investment programs aimed at increasing the availability of medical devices and personal protection equipment in the national territory through the expansion of the capacity and/or the reconversion of an existing production unit. The facilities consist of subsidized financing of up to 75% of eligible expenditure. The maximum amount of the facilities that can be granted, in terms of aid (intended as Gross Grant Equivalent), may not exceed 800,000 euros, in accordance with the European Commission Communication of 19th March 2020 - COM (2020) 1863 final - “Temporary Framework for State aid measures to support the economy in the current COVID-19 outbreak”.

Manufacturing masks, gowns, gels and disinfection products, plexiglass spacers, medical devices. These are some of the production reconversions following the pandemic of companies in most of the textile-fashion sector, but also plastics, chemicals, cosmetics, manufacturing, medical, graphics and printing [20].

For some sectors, textiles and chemicals, the new production is opening stable business opportunities in the post 2020 long time crisis, through new channels, which also open opportunities for professional integration.

More than two thirds of companies in the chemical sector, which in the emergency produced alcohol-based disinfectant gels for the hospital sector, are planning to permanently convert, but now intend to extend to direct sales to consumers.

And two thirds of the companies in the plastics sector, which have taken the opportunity to make plexiglass spacers to be installed in the companies, will not stop production. By virtue of a demand that is still expected to be sustained, moreover, more than half of the companies in the textile sector, which are now also aiming to create joint ventures with fashion companies, and almost all the companies in the print sector, which have activated new channels, will maintain active production of masks.

Not all companies, however, are planning to maintain the conversion once the normality is restored, with profound differences between sectors, due to the specificities of the productions.

These are mainly temporary reconversions, on the other hand, for fashion companies that have turned for a few weeks to the production of masks and gowns, as for those in the automotive, cosmetics, medical devices, and manufacturing sectors.

In addition to interventions aimed solely at conversion, the whole world of work has had to face the need to change and adapt to the new situation. Another example of resilience, together with the reconversion of the production of different companies, was the adoption of smart working.

There are data on the transition to remote working collected by Associazione Italiana Esperti Infrastrutture Critiche (AIIC) with the help of other companies.
It became clear that before the crisis and therefore until 2019 in companies 71% of employees did not even know what remote working was. During the pandemic 97% of people said they had been working remotely all the time and 43% of people interviewed said they would continue to work remotely.

Regarding the impact on the IT budget: 30% of companies said that investments on the 2020 roadmap projects reset and/or moved to 2021 or suspended.

In contrast, 30% of companies stated that investments will continue without any impact on the 2020 roadmap projects.

Finally, 60% of companies say they still do not know how to proceed with the investments.

The company management, however, has the advantage of being able to provide incentives for sanitization and safety at work: for companies are introduced incentives for sanitization and increased safety at work, through the granting of a tax credit equal to 50% of expenses up to a maximum of 20 thousand euros, and contributions through the establishment of an Inail fund.

The pandemic emergency has not only produced a strong acceleration of digital transformation, smart working and strong demands related to logistics, but also interesting productive reconversions, together with the consciousness of the complex interrelation through different sectors and their supply chain.

For SMEs, the introduction of new products has often meant a real revolution in the business, but able to ensure continuity in production that would otherwise have stopped. Moreover, in case the reconversions are expected to be permanent, are requiring new professional figures to support the activity.

And, most of all, the emergency confirmed the relevance of the human factor.

3. Concrete approaches to critical infrastructure protection

3.1 Supply chain continuity management and lack of manpower during the pandemic

Supply Chain Continuity Management (SCCM) must be considered as a necessary evolution of Business Continuity Management (BCM) models. SCCM is outlined in the ISO 22318 standard which is part of the group of standards for continuity management including ISO 22301, ISO 22313 Security and resilience (ISO 22318), and ISO 28000, which specifies the requirements for a security management system, including those aspects critical to security assurance of the supply chain. SCCM defines continuity in relation to external supplies, third parties or internal entities that play a supplier role in the context of the organization.

The simplified representation of the supply chain therefore provides a composite structure of internal and external suppliers (considering also the flexibility applicable to the relationships between the suppliers) that contribute to the operations of an organization and consequently of its customers.

If the relationship with suppliers is characterized by assets that are mainly intangible and movable and therefore related, for example, to the exchange of information or movable consumer goods, there will be greater control. An example in this sense, during the pandemic emergency management consisted in the possibility of maintaining relationships with suppliers through forms of smart working. This form of collaboration and coordination has been possible mainly between entities operating in sectors consisting of intangible assets such as professional, scientific and technical activities, financial and insurance activities, the activities
of extraterritorial organizations, public administration and most professional services and, in general, all sectors that have not been affected by the suspension decrees.

In any case it will be necessary to have a management plan in case of crisis or incidents involving the supply chain.

The adoption of such measures will result in increasing control over the value chain in relation to an organization. In particular, the analysis carried out on the supply chain gives visibility to the mapping of interdependencies between different sectors allowing an analysis that goes beyond the single organization. Network analysis techniques could be combined with criticality and reliability metrics in order to produce composite methods that provide useful information to stakeholders [21].

As for ISO 22301, to plan the SCCM it will be necessary to carry out Impact Analysis activities with the individual suppliers involved, distinguishing critical suppliers from non-critical suppliers. For all relationships with critical suppliers, the guarantee of continuity can be determined by identifying a SCCM strategy to be agreed in transparency with these suppliers. Some strategic approaches may be:

- Reducing dependence on a supplier: direct engagement of substitute suppliers for a specific service; increasing on-site stock holding; establishing alternative solutions.

- Increasing resilience: loss mitigation; establishing mutual support policies with competitors.

- Working with suppliers: creating partnerships with suppliers; setting performance standard; monitoring and dealing with suppliers to increase their resilience; including SCCM requirements in supplier contracts.

The direct effects of the suspension decrees concerned the sectors directly involved and all those sectors that had to sustain the labor shortage caused by the lockdown. While other sectors not directly involved in the suspension decrees, such as financial services or wholesale trade, or sectors more prone to targeted reconversions and the adoption of smart working strategies such as online trade or the fashion sector, were able to stem the direct impact of the emergency or even profit from it.

The Italian National Institute of Statistics in May 2020 has provided a wide range of data and information about the positioning and contribution of the sectors within the Italian production system.

The database is based on the Extended Statistical Register on Economic Performance of Enterprises (Frame-SBS), which contains individual data on all industrial and service enterprises active in the country (about 4.4 million units), supplemented with additional statistical registers that provide detailed information on the characteristics of the employment, as well as import and export enterprises. The data have been further integrated with indicators taken from Italian Accounting.

Considering the enterprises that are part of the universe of reference of the system of Structural Business Statistics (SBS), those that from May 4 are operating in sectors still formally suspended are about 800 thousand (19.1% of the total), with an employment weight of 15.7% on the total of the sectors of industry and market services (excluding the financial sector) [22].
By revising and analyzing the Istat dataset updated in May 2020 [23] with regard to the pandemic, it can be observed in the Figure 1 below that the unavailability of manpower has most directly affected the following sectors in percentage terms:

1. Other mining and quarrying activities; creative, artistic and entertainment activities; travel agency, tour operator and reservation services and related activities; libraries, archives, museums and other cultural activities; rental and operative leasing activities; real estate activities; activities concerning lotteries, betting, gambling houses; Sports, entertainment and leisure activities; construction of buildings; Mining of metal ores; Manufacture of other transport equipment; Manufacture of leather and related products; Manufacture of motor vehicles, trailers and semi-trailers; Manufacture of furniture; Tobacco industry; Metallurgy; Advertising and market research: 100%

2. Manufacture of clothing, manufacture of leather and fur articles: 98,48%

3. Manufacture of fabricated metal products (except machinery and equipment): 93,98%

4. Manufacture of other non-metallic mineral products: 92,85%
By revising and analyzing the Istat dataset updated in May 2020 [23] with regard to the pandemic, it can be observed in Figure 1 below that the unavailability of manpower has most directly affected the following sectors in percentage terms:

1. Other mining and quarrying activities; creative, artistic and entertainment activities; travel agency, tour operator and reservation services and related activities; libraries, archives, museums and other cultural activities; rental and operative leasing activities; real estate activities; activities concerning lotteries, betting, gambling houses; Sports, entertainment and leisure activities; construction of buildings; Mining of metal ores; Manufacture of other transport equipment; Manufacture of leather and related products; Manufacture of motor vehicles, trailers and semi-trailers; Manufacture of furniture; Tobacco industry; Metallurgy; Advertising and market research: 100%

2. Manufacture of clothing, manufacture of leather and fur articles: 98,48%

3. Manufacture of fabricated metal products (except machinery and equipment): 93,98%

4. Manufacture of other non-metallic mineral products: 92,85%

5. Food service activities: 90,91%

6. Manufacture of machinery and equipment NCA: 89,48%

7. Textile industries: 86,77%

8. Other personal service activities: 83,46%

9. Wholesale trade (except of motor vehicles and motorcycles): 67,23%

10. Manufacture of rubber and plastic products: 63,67%.

3.2 Approaches to supply chain what if analysis: dependencies trees

Considering the analyses and remediation plans structured to protect the SCC, it is possible to structure What If models oriented to predict the consequences linked to the lack of a supply.

In relation to the manpower issue, for example, it is possible to structure time-oriented models that consider the negative effects of the manpower.

The Domino Effect methodology applied to manpower aims to study and quantify the consequences of a negative event that causes a lack of personnel and/or supply chain. The model is configured as a visualization of the propagation over time of the negative effects caused by the unavailability of a certain percentage of company personnel.

Such a predictive model can allow the decision maker to simulate different crisis scenarios resulting from the loss of personnel based on the formal organizational structure of the company. In order for the model to be effective, however, it will be essential to feed the model and the collection of information starting from the analysis of the organizational chart and the company function chart.

Information is needed that can be traced back to the following organizational areas:

- Administration (ADM)
- Actors in charge of Crisis Management (CM)
- Functions that have relationships with critical suppliers (SUP)
- Business (BSS)
- Commercial (COM).

The holistic evolution of this model consists in describing the interdependencies between different sectors starting from the simulation of a disservice concerning a sector. The generic example below can be applied to a single reality in order to understand what long-term effects the lack of manpower, considered as a distinguished sector, could have on the operational continuity of the organization itself (Figure 2).

The severity of the dependency corresponds to the extent to which the Quality of Service (QoS) perceived by the user is deteriorated. Depending on the item, the degradation can be measured by the variation of some specific parameters (coverage, signal reception, delivery time, etc.) with respect to the normal QoS values. In general, the measures that allow to characterize the QoS can be traced back to the general concepts of availability and capacity: the quality with which the service is
provided can be described by quantifying the quantity of items provided in comparison to the demand and the time in which the service is actually available. The choice of the temporal moments in which to sample the phenomenon varies according to the item represented.

Metrics commonly agreed to in these cases include: Abandonment Rate; ASA (Average Speed to Answer); TSF (Time Service Factor); FCR (First-Call Resolution); TAT (Turn-Around Time); TRT (total resolution time); MTTR (Mean Time To Recover).

Starting from the elaboration of matrices that consider dependency relations, to represent a domino effect map it is necessary to apply a “filter” based on the degradation level of the service. An item will be considered compromised (and therefore will be represented in the domino effect map) only if the QoS degradation will be higher than a certain threshold, so the service is not considered acceptable (outage).

Various methods are described in the literature to perform this assessment. In general, the most common approaches consist in identifying some indicators that describe the various aspects of the consequences caused by an out of service event. These indicators can fall into the following categories:

- number of people (evaluated in terms of people impacted by the disruption)
- economic damage (assessed in terms of the extent of economic losses and/or deterioration of products or services)
- effects on public opinion (assessed in terms of impact on public confidence, physical suffering, and disruption of daily life).

Simulation of interdependencies and graph-based model to understand critical infrastructure interdependencies are proposed in literature [24–27].
The graphical output here proposed (Figure 3) from the described model consists of dependency trees, time-oriented, that describe the collapse of the internal structure of an organization following the manpower “sector” unavailability. This model can be applied to a single organization based on its SC analysis starting considering one or more products and services sectors.

By re-analyzing the ISTAT indices and considering the main sectors activated by the sectors impacted by the manpower shortage, it is possible to identify which related sectors have been most impacted by service interruptions than those listed above.

The sectors impacted indirectly by the shortage of manpower compared with the interruptions of those impacted directly are as follows:

- Rental and management of owned or leased properties
- Legal and accounting activities
- Road freight transport, removal and pipeline transport
- Financial service activities (except insurance and pension funding)
- Wholesale
- Manufacture of fabricated metal products (except machinery and equipment)

As we can see in Figure 4, some sectors such as Financial Services Activities that did not undergo significant effects during the first phase of the lockdown, are subject to an indirect impact due to the activity suspension of their main suppliers.

3.3 Augustus method and its application by the Italian civil protection

The Augustus method can be considered as another concrete approaches to Critical Infrastructure protection.

The Method is a tool used by the Civil Protection Department of the Italian Republic for emergency planning. The Augustus Method was created in order to equip the Italian Civil Protection Service with a unified strategy for planning the Civil Protection assistance at various levels of competence.

Figure 3.
Manpower dependency tree.
This method is named after the Roman Emperor Augustus (27 B.C. to 14 A.D.), who affirmed that: “The value of planning decreases with the complexity of the state of things.” In detail, Augustus stated that it is impossible to plan a strategy in the smallest detail, because the event when it happens will always present in a different way. The Augustus Method is generated from the need to harmonize the directions of emergency planning.

This approach to the complexity of modern reality was structured and adapted by Elvezio Galanti, who considers the “emergency” (a public situation of particular difficulty and danger) an “organism” with its own life and composed by physiological functions (endocrine system, cardiology, etc.), each one specialized in its own field in which normally carries out its ordinary activity. In the context of civil protection, the “organism” is defined as the territory in which they normally act, and each one because of its specific functions (municipal, regional, health, transport, etc.). In the event of a disaster, these activities must all work together and in synergy.

The Augustus Methodology highlights, therefore, a fundamental aspect of the functioning of the Italian Civil Protection: its systemic nature. A complex apparatus made up of different elements and different organizations, resulting from the functioning of different systems in interaction with each other and with the other organizational systems [28].

In the preventive design phase, the Civil Protection, first of all, must work to collect information (time of occurrence of an event, geological conformation, productive fabric, urban fabric, etc.), then it must proceed with basic examinations (hazard analysis, vulnerability analysis, etc.) and finally a first diagnosis will be made (scenario, i.e. what I expect to happen) and for this reason, facilities will be arranged (monitoring networks, cleaning of riverbeds, seismic adaptation of structures, etc.).

In the absence or in the impossibility of activating these protocols, minimum measures of confrontation will be taken through the constitution of a “resilient cell” to manage the “big 5”, i.e. five macro-areas in which the operational approach is divided into “acute emergency”. These are:

1. Identification of sites per control room;
2. Entry points for expected rescue;
3. Reception areas and first assistance to the population;
4. identification of proximity sites to coordinate local interventions;

5. assistance to the population (health and management of any temporary camps for reception and stay).

In the “acute” emergency scenario the Augustus Method becomes a good practice to manage the situation through the identification of 14 basic support functions, or support, that match all the competent and specific institutional figures for each function at territorial level and that contribute to its ordinary and extraordinary functioning. These functions are usually involved during the emergency itself, while in the study phases prior to the emergency, such as forecasting and prevention, they are deactivated and delivered to their specific and ordinary institutional functioning. These functions are: F 1 - Technology and planning; F 2 - Health, social and veterinary assistance; F 3 - Mass-media and information; F 4 - Volunteering; F 5 - Materials and means; F 6 - Transport, traffic and roads; F 7 - Telecommunications; F 8 - Essential services; F 9 - Census of damage to persons and property; F 10 - Operational facilities; F 11 - Local authorities; F 12 - Hazardous materials; F 13 - Assistance to the population; F 14 - Coordination of operational centres.

The design of all coordinated activities and procedures of Civil Protection to respond to any disaster event that is expected in a specific territory is called “Emergency Plan”. The Emergency Plan must be implemented:

1. Forecasting and Prevention Programs

2. Information related to:
   • physical processes causing the risk conditions and their assessments
   • precursors
   • events
   • scenarios
   • available resources.

Therefore, it is necessary to represent graphically the information necessary for the characterization of possible risk scenarios for the implementation of intervention strategies for the rescue and management of the emergency, rationalizing and targeting the use of men and means.

According to the Method, the following conditions determine the success of a civil protection operation [29]:

• unitary direction: the unitary direction of emergency operations is implemented through the coordination of a complex system and not in a sectoral vision of the intervention.

• communication: constant exchange of information between the central and peripheral Civil Protection system.

• resources: rational and timely use of the resources really available and the availability of the men and means suitable for intervention.
The Emergency Plan structured according to the Augustus Method must be able to answer the following questions:

- what calamitous events may reasonably affect the municipality?
- which people, facilities and services will be affected or damaged?
- what operational organization is necessary to minimize the effects of the event with particular attention to the protection of human life?
- to whom are the different responsibilities at the various levels of command and control for emergency management assigned?

To satisfy these needs, it is first of all necessary to define the risk scenarios on the basis of the vulnerability of the portion of the territory concerned (areas, population involved, damaged structures, etc.) in order to have a global and reliable picture of the expected event and therefore to be able to dimension in advance the operational response necessary to overcome the disaster with particular attention to the protection of human life (how many firefighters, how many volunteers, which command and control structures, which roads or escape routes, which shelter structures, health areas, etc.).

The Emergency Plan is therefore a working tool calibrated on a likely situation based on scientific knowledge of the state of risk of the territory, which can be updated and integrated with reference to the list of men and means, but especially when new knowledge is acquired on the conditions of risk involving different assessments of the scenarios, or even when new or additional monitoring and warning systems to the population are available [30].

On the provincial level, the Emergency Plan will identify, at an inter-municipal or provincial scale: on the one side the situations that can configure a more extensive emergency of the single municipality, on the other side the situations, even localized, of greater risk, pointing out, when necessary, the need for an in-depth study of some aspects related to the Municipal scale.

On municipal level, a more detailed level of information is needed to allow the operators of the various components of the Civil Protection to have a reference framework corresponding to the size of the expected event, the population involved, the alternative road system, possible escape routes, waiting areas, shelter, storage areas and so on. Considering that the risk present in a given territory may refer to different types of events (floods, earthquakes, landslides, etc.), the Emergency Plan must provide for one or more “risk scenarios”, which must or may correspond to different types of intervention.

The Italian Civil Protection assumes primary and decisive roles on the institutional scene of civil protection in Italy. This body sums up three fundamental structures at national level:

- the Civil Protection Department at the Presidency of the Council of Ministers
- the General Directorate of Civil Protection and Firefighting Services at the Ministry of the Interior
- the National Seismic Service at the Department of National Technical Services (currently dependent on the Ministry of Public Works).

The Civil Protection plays a key role in the management of national emergencies but not only: the possibility of being activated by the Prefect (Prefetto) for
emergencies and in particular cases also for events at local level, makes the Civil Protection an entity that can operate de facto across the board. The Prefect is the cornerstone of the command and coordination structure of the civil protection operational system.

Another key player is represented by the Mayor. He is the determining element in the operational chain of civil protection at municipal level in the assumption of all responsibilities related to civil protection tasks: from the preventive organization of control and monitoring activities to the adoption of emergency measures aimed primarily at safeguarding human life.

It is appropriate, at this point, to make one final consideration: the Emergency Plan is drawn up in any case on the basis of the scientific knowledge possessed at the time of writing, without waiting for studies in progress or future assignments or improvements. An “expeditious” plan, even if imprecise and precautionary, is better than no plan at all. As soon as possible, the Emergency Plan will be reviewed, improved, and completed with more data and more scientific bases.

The key concept of contingency planning is to try to predict all possible variables, however, it is necessary to be aware that it will always be possible, in any emergency, to face something unforeseen.

### 3.4 The Italian civil protection strategy for the management of the 2020 crisis

The coordination of the members of the National Service of Civil Protection is happening according to the provisions of the Augustus Method thanks to the synchronism of the representatives of each operational function (Health, Volunteering, Telecommunications, etc..) to interact directly with each other.

The intervention model adopted by civil protection for the management of the epidemiological emergency [31] based on the definition of the chain of command and control, the communication flow and the procedures to be activated in relation to the emergency state determined by the spread of the pandemic.

The chain of command and control includes the following levels of coordination:

- **National level:** the Head of the Civil Protection Department ensures the coordination of the necessary interventions, making use of the Department, the components, and operational structures of the National Civil Protection Service, as well as implementing entities. At the Department of Civil Protection is active the Civil Protection Operational Committee, with the task of ensuring the contribution and support of the National Civil Protection System on the basis of the health indications defined by the Ministry of Health, which makes use of the ISS (Istituto Superiore Sanità) and the Scientific Technical Committee specifically established with the OCDPC 630/2020 at the Department.

- **Regional level:** at all Regions must be activated a regional crisis unit, which operates in close connection with the SOR - Regional Operations Room, which must provide for the participation of the Regional Health Contact, which operates in connection with the Health Director of the local health agencies, and in constant contact with a representative of the Chief Prefecture, in order to ensure the connection with the other Prefectures - UTG of the regional territory.

- **Provincial level:** in the provinces in which at least one person is positive for whom the source of transmission is unknown or in any case where there is a case not attributable to a person from an area already affected by the virus, as provided by art. 1, paragraph 1 of Decree-Law no. 6 of 23.02.2020, the Prefect or his delegate provides for the activation of the CCS - Rescue Coordination Centre
• Municipal level: in the municipalities or areas in which at least one person is positive for whom the source of transmission is unknown or in any case where there is a case not attributable to a person from an area already affected by the aforementioned virus, as provided by art. 1 paragraph 1 of Decree-Law no. 6 of 23.02.2020, the Mayor or his delegate provides for the activation of the Municipal Operations Centre - COC of the municipality involved and neighboring municipalities in order to implement possible preventive actions.

Therefore, in order to cope with the pandemic and in accordance with the provisions of the Augustus Method, collaborative decision-making processes have been initiated in real time in the operational rooms of the various levels such as:

• Centro Coordinamento dei Soccorsi (CCS) - Rescue Coordination Centre

• Centro Operativo Comunale (COC) - Municipal Operations Centre

• Centro Operativo Misto (COM) - Mixed Operations Centre.

The CCS is the main body at provincial level and is chaired by the Prefect or his delegate. By COC is meant the Municipal Operations Centre, responsible for the activities at municipal-local level, whose maximum point of reference is the Mayor or his delegate (Law 225/1992 - Art. 15). Finally, the COM is the Mixed Operations Centre. They can be more than one and set up ad hoc to be as close as possible to the place of the event.

Originally established as emergency operational centres (i.e. support and operational coordination structures set up and organized exclusively in the full management phase of the emergency following catastrophic events), over time the term has moved to a broader interpretation of the term which also involves structures and organizational divisions of one or more local administrations in the construction of the local civil protection system as well as emergency planning activities to be carried out in ordinary time.

In this emergency caused by the pandemic, a key role is played by the COC, which have been activated in many Italian municipalities [32]. Specifically, the Mayor makes use of the COC to ensure the direction and coordination of rescue and assistance services to the population within his municipal territory in relation to the declaration of the state of emergency issued by the Italian Government. The choice of the location of this Centre must be in earthquake-proof structures, in areas with easy access and not vulnerable to any kind of risk. These facilities must be equipped with a square of enough size to accommodate heavy vehicles and anything else needed in a state of emergency. The COC is responsible for the decision-making levels of the entire municipal structure, summarized in the trade union responsibilities referred to in the previous paragraphs; as a rule, the decision-making level is taken by the Mayor who, through a municipal civil protection system, identifies the actions and strategies necessary to try to keep the infection curve and morbidity index under control. The COC operates in a place of coordination called “operations room” where all the news related to the event converge and where decisions are taken to overcome it. In many municipalities, the COC has been activated by the Mayor as an immediate consequence of the increase in infections within the national territory, and not necessarily in the municipal one, and it will remain operational until the resolution of the pandemic crisis [33].

According to the Civil Protection Operational Measures for the management of the epidemiological emergency [31] actions and operational measures
identified for each level of coordination, without prejudice to the provisions issued by the Ministry of Health, are as follows:

- information to the population
- activation of local volunteering, in connection with the levels of coordination above
- organization of actions at the municipal level, in connection with the regional and provincial level, actions to ensure the continuity of essential services, as well as the collection of waste in areas affected, or that may be affected, by urgent measures of containment
- organization of actions at the municipal level, in connection with what has been prepared at the regional level, actions aimed at ensuring the continuity of the supply of basic necessities (including fuel supplies) in the areas concerned, or that could be affected by urgent containment measures;
- planning, or possible activation, of the actions of assistance to the population of the municipalities concerned, or that could be affected by urgent containment measures
- planning and organization of home care services for persons in home quarantine (e.g., basic necessities, medicines, pre-packaged meals...), possibly carried out by personnel of volunteer organizations, appropriately trained.

At this point, it can be stated that the success of a civil protection operation can be achieved if three parameters are satisfied: coordination, communication, and resource management.

4. Conclusion

As with any crisis management strategy, resilience strategies must be planned and prepared during the “peace” period and then implemented, appropriately adapted, during crisis situations. The variable structure, and a proactive response, is what succeeds in giving us a continuity and dealing successfully with the complexity.

Labor shortages directly affected all those sectors that had to close due to the impossibility to convert their business using smart working. Some activities, although part of sectors not directly involved in the lockdown, were indirectly affected by labor shortages caused by the inability of seasonal and commuting staff to move. Finally, the indirect repercussions that have affected those activities that, while remaining operational, have suffered significant economic repercussions due to the interruption of their supply chain caused by the shortage of labor in other sectors.

To be considered in the degree of dependence that an organization might have on its suppliers, beyond its intrinsic resilience, is the degree of flexibility applicable to relations with the various suppliers.

To plan the SCCM it will be necessary to carry out Impact Analysis activities with the individual suppliers involved, distinguishing critical suppliers from non-critical suppliers. For all relationships with critical suppliers continuity can be determined by identifying a SCCM strategy to be agreed transparently with these suppliers. Some strategic approaches may be:
• Reducing dependence on a supplier: direct engagement of alternative suppliers for a given service; increasing on-site stock holding; establishing alternative solutions.

• Increased resilience: mitigation of losses; identification of a set of alternative suppliers; establishing mutual support policies with competitors.

• Working with suppliers: creating partnerships with suppliers; setting performance standards (including through SLAs); monitoring and dealing with suppliers to increase their resilience; including SCCM requirements in supplier contracts.

The adoption of these measures will result in increasing control over the value chain in relation to an organization. In particular, the analysis carried out on the supplier chain gives visibility to the mapping of the interdependencies between the different sectors enabling an analysis that goes beyond the single organization.

Therefore, maximum flexibility and, at the same time, the ability to create the preconditions (e.g. through exercises) is needed to ensure that the best conditions for success are in place in these cases as well.

Moreover, most of all, the 2020 crisis confirmed the relevance of the human factor.

The Italian case is an example of how the set of private initiatives, the support of adequate policies of incentives and support from the State, together with a strong sense of solidarity with the population, can represent a positive reaction to a negative event, and that business strategies oriented towards business continuity are the basis for the development of resilience in the productive sector, and the resilience of the Critical Infrastructures.
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Critical infrastructure provides essential services to citizens. The mutual dependencies of services between systems form a complex “system of systems” with a large perturbation surface, prone to be damaged by natural and anthropic events. Their intrinsic and extrinsic vulnerabilities could be overcome by providing them adaptive properties to allow fast and effective recovery from loss of functionality. Resilience is thus the key issue, and its enhancement, at the systemic level, is a priority goal to be achieved. This volume reviews recent insights into the different domains (resilience-enhancing strategies, impact and threats knowledge, and dependency-related issues) and proposes new strategies for better critical infrastructure protection.