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This book provides a comprehensive overview of high-throughput screening (HTS) and its role in the development of novel drugs for precision medicine, infectious diseases, and cell signaling modulators. It highlights recent advancements as well as future directions in the field. The book focuses on various aspects of HTS for drug discovery for various communicable and non-communicable diseases. HTS is a widely used procedure for identifying bioactive compounds. The function of a target (typically a protein) is determined in presence of a library of compounds for their ability to induce the desired modification. The objective of HTS is to identify the lead compounds that can be developed into drugs of choice. The fact that compound discovery is driven by functional activity rather than known binding is a significant advantage of using HTS. HTS is a well-established method for identifying chemical starting points for drug discovery, with most pharmaceutical companies now screening hundreds of thousands or millions of compounds against a protein of interest. As a result, one of the most valuable assets a pharmaceutical company possesses is its library of HTS-ready compounds. HTS has recently been made possible by advances in robotics, liquid handling, plate reader detection, and high-speed computers. Nonetheless, HTS still necessitates a highly specialized and costly screening facility, which not every lab can afford. Instead of establishing their own facility, institutions with limited budgets typically use HTS services provided by third-party providers such as contract research organizations (CROs) or, more commonly in an academic setting, core facilities.

Using HTS, we can now perform an exhaustive number of measurements in a short period of time using high-throughput technologies, giving access to individuals’ DNA (genomics), transcribed RNA from genes over time (transcriptomics), DNA methylation and protein profiles of specific tissues and cells (epigenomics and proteomics), metabolites (metabolomics), and other types of omics data that helps to identify the role of HTS in personalized and precision medicine. This book focuses on the understanding of HTS from various perspectives while discussing the crucial aspect of drug discovery. It is a self-contained collection of scholarly contributions targeting an audience of practicing researchers, academics, Ph.D. students, and other scientists.

I am overwhelmed in all humbleness and gratefulness to acknowledge all the contributors who trusted me and supported me in this work. My research fellows and students are central to all my research and academic work. They are the motivating force behind anything constructive I do. They are truly brilliant and have a bright future. I would like to express gratitude to our mentors, teachers, and students who gave me the strength to see this project to fruition. Also, I would like to thank the colleagues, family, and friends who provided encouragement and support. A happy environment at home is essential for any kind of growth, and I thank my family, especially my talented wife and children, for the same.

Dr. Shailendra K. Saxena
Professor,
Center for Advanced Research (CFAR),
Faculty of Medicine,
King George’s Medical University (KGMU),
Lucknow, India
This book provides a comprehensive overview of high-throughput screening (HTS) and its role in the development of novel drugs for precision medicine, infectious diseases, and cell signaling modulators. It highlights recent advancements as well as future directions in the field. The book focuses on various aspects of HTS for drug discovery for various communicable and non-communicable diseases. HTS is a widely used procedure for identifying bioactive compounds. The function of a target (typically a protein) is determined in presence of a library of compounds for their ability to induce the desired modification. The objective of HTS is to identify the lead compounds that can be developed into drugs of choice. The fact that compound discovery is driven by functional activity rather than known binding is a significant advantage of using HTS. HTS is a well-established method for identifying chemical starting points for drug discovery, with most pharmaceutical companies now screening hundreds of thousands or millions of compounds against a protein of interest. As a result, one of the most valuable assets a pharmaceutical company possesses is its library of HTS-ready compounds. HTS has recently been made possible by advances in robotics, liquid handling, plate reader detection, and high-speed computers. Nonetheless, HTS still necessitates a highly specialized and costly screening facility, which not every lab can afford. Instead of establishing their own facility, institutions with limited budgets typically use HTS services provided by third-party providers such as contract research organizations (CROs) or, more commonly in an academic setting, core facilities.

Using HTS, we can now perform an exhaustive number of measurements in a short period of time using high-throughput technologies, giving access to individuals’ DNA (genomics), transcribed RNA from genes over time (transcriptomics), DNA methylation and protein profiles of specific tissues and cells (epigenomics and proteomics), metabolites (metabolomics), and other types of omics data that helps to identify the role of HTS in personalized and precision medicine. This book focuses on the understanding of HTS from various perspectives while discussing the crucial aspect of drug discovery. It is a self-contained collection of scholarly contributions targeting an audience of practicing researchers, academics, Ph.D. students, and other scientists.

I am overwhelmed in all humbleness and gratefulness to acknowledge all the contributors who trusted me and supported me in this work. My research fellows and students are central to all my research and academic work. They are the motivating force behind anything constructive I do. They are truly brilliant and have a bright future. I would like to express gratitude to our mentors, teachers, and students who gave me the strength to see this project to fruition. Also, I would like to thank the colleagues, family, and friends who provided encouragement and support. A happy environment at home is essential for any kind of growth, and I thank my family, especially my talented wife and children, for the same.

Dr. Shailendra K. Saxena
Professor,
Center for Advanced Research (CFAR),
Faculty of Medicine,
King George’s Medical University (KGMU),
Lucknow, India
Section 1
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Chapter 1

Introductory Chapter: High-Throughput Screening - A New Tool for Precision Medicine

Shailendra K. Saxena, Vimal K. Maurya, Saniya Ansari, Swatantra Kumar, Shivani Maurya, Ankur Gupta, Anil K. Tripathi and Bipin Puri

1. Introduction

High-Throughput Screening (HTS) is a programmed process that can rapidly identify active compounds (chemical/biological), antibodies, genes, or one or more candidates based on specific criteria [1]. In the pharmaceutical industry, HTS has been applied for novel drug discovery to overcome the conventional “trial and error” strategies to discover new therapeutic targets or validate their biological effects. Thus, a large number of biological effectors and modulators can be screened against specific targets in a short period using HTS technology during humanitarian emergencies [2]. HTS can also be used to evaluate pharmacological targets and pharmacological profile of agonists and antagonists for various receptors such as G-protein-coupled receptors (GPCRs) and enzymes. In recent years, a large number of drugs in clinical trials have come through HTS campaigns, establishing HTS as a reliable hit-finding technique. HTS has recently emerged as one of the important methods in the area of drug and vaccine design [3–6]. It also allows the immediate incorporation of broad screening collections such as GPCR, kinase, and ion channel-based libraries, as well as the use of client-supplied libraries, into an HTS campaign [7]. Over the past decades, HTS mainly focused on several fundamental technologies like homogeneous assays, high-density microplates, high-performance microliter dispensers, imaging, laboratory automation, and combinatorial chemistry and genomics [8]. The success of HTS is dependent on the identification of meaningful assay systems. HTS is mainly performed using in silico methods (ligand-based drug design and structure-based drug design) in vitro methods (cell-based assays and biochemical assays), in-vivo methods (whole organism-based assays) [9].

Recently, with a rising need to store, access, and compute more sequencing reads and other biological data, HTS technology is becoming more important in the therapeutic context [10]. High-throughput biochemical measures of new variation, thorough health records, and open data sharing will improve our capacity to read individual genomics and understand exactly human health and diseases. The availability of HTS has surpassed current procedures for reporting on data analysis techniques. Lower prices and better accessibility led to an influx of data and related studies, which helped to progress bioinformatics. Innovative, dependable, and accurate omics-based study (i.e., genomics, transcriptomics, and proteomics) would aid novel drug development and precision medicine research [11].
This book also provides an in-depth look at the technologies utilized to detect biological reactions in HTS bioassays, such as fluorescence, luminescence, and atomic absorbance. In the context of anti-infective drug design, discovery, and development, the applications of HTS, reverse pharmacology, present obstacles, and future views of HTS in the pharmaceutical and biotechnology industries are explored. In this book, we describe a novel, multiplex immuno-assay platform based on high-throughput flow cytometry technology and advanced computational algorithms for data analysis. The assay simultaneously measures T cell dynamics including phenotype, time-dependent expression of activation markers, secreted effector cytokines, and proliferation. Further, this book covers the recent advances that use high-throughput methods to move towards the generation of a comprehensive network of extracellular protein-protein interactions (ePPIs) in humans for future targeted drug discovery. Furthermore, the book focuses on the advancement of technologies in HTS methods and research advances in three major technology areas including miniaturization, automation and robotics, and artificial intelligence, which promises to help speed up the discovery of medicines and their development process. At last, this book provides comprehensive knowledge about the use of various machine-learning algorithms for the screening of Aryl hydrocarbon receptor (AhR) modulators that have minimum errors compared with structure-based methods.

Precision medicine has gained a lot of attention in recent years due to its unique approach i.e., “to target the right treatments to the right patients at the right time”. According to the National Institutes of Health (NIH), precision medicine is a new therapy and preventative strategy based on knowledge about an individual's genes,
environment, and lifestyle [12, 13]. Precision medicine aims to give accurate and personalized treatment to patients by using genomes, proteomics, and other related technologies to evaluate and identify biomarkers in huge sample groups for specific diseases [14]. Precision medicine attempts to limit medical expenses while achieving an optimal treatment impact by bringing humanism, ethics, economics, sociology, and other knowledge factors together [15]. Precision medicine is a new medical concept for gaining a comprehensive knowledge of a patient’s genetic and genomic data to estimate disease and make better preventive, diagnostic, and treatment decisions [16]. Medical oncology has progressed through three stages: cytotoxic chemical treatment, gene-driven precision medicine, and personalized molecule-targeted treatment (Figure 1) [17]. Precision medicine has entered a new phase in clinical practice today. Its overall purpose is to minimize mortality, morbidity, and disability from serious diseases, improve healthcare service quality (Table 1) [18, 19].

2. Applications of high throughput screening (HTS) in precision medicine

Improvements in sequencing technology over the last 10 years have allowed several high-throughput sequencing platforms to provide novel insights to design

<table>
<thead>
<tr>
<th>Area</th>
<th>Biomarkers</th>
<th>Treatment</th>
<th>Disease</th>
</tr>
</thead>
<tbody>
<tr>
<td>Infectious diseases</td>
<td>CD4⁺ T cells, HIV viral load</td>
<td>Highly active antiretroviral therapy</td>
<td>HIV/AIDS</td>
</tr>
<tr>
<td>Cancer</td>
<td>BCR-ABL1</td>
<td>Blinatumomab, Bosutinib, Busulfan, Imatinib, Nilotinib</td>
<td>CML</td>
</tr>
<tr>
<td></td>
<td>EML4-ALK</td>
<td>Crizotinib, Brigatinib, Alectinib</td>
<td>Lung cancer</td>
</tr>
<tr>
<td>Cardiovascular disease</td>
<td>CYP2C19</td>
<td>Citalopram, Clobazam, Doxepin, Clopidogrel, Carisoprodol</td>
<td>Coronary artery disease (CAD)</td>
</tr>
<tr>
<td>Pulmonary disease</td>
<td>G551D</td>
<td>Ivacaftor</td>
<td>Cystic fibrosis</td>
</tr>
<tr>
<td>Endocrine disease</td>
<td>RET</td>
<td>Prophylactic thyroidectomy, Carbozantinib</td>
<td>Multiple endocrine neoplasia type 2</td>
</tr>
<tr>
<td>Hematology</td>
<td>Factor V Leiden</td>
<td>Avoid prothrombotic drugs</td>
<td>Thrombosis</td>
</tr>
<tr>
<td>Metabolic disease</td>
<td>LDL cholesterol</td>
<td>Statins</td>
<td>Hyperlipidemia</td>
</tr>
<tr>
<td>Neurology</td>
<td>CXCL13</td>
<td>Immunotherapy</td>
<td>Autoimmune encephalitis</td>
</tr>
<tr>
<td>Psychiatry</td>
<td>GRIK1</td>
<td>Topiramate</td>
<td>Alcohol use disorder</td>
</tr>
<tr>
<td>Renal disease</td>
<td>Urinary gene signature</td>
<td>Antirejection drugs</td>
<td>Transplant rejection</td>
</tr>
<tr>
<td>Ophthalmology</td>
<td>RPE65</td>
<td>Gene therapy</td>
<td>Leber’s congenital amaurosis</td>
</tr>
<tr>
<td>Pharmacogenomics</td>
<td>CYP2A6</td>
<td>Varenicline</td>
<td>Smoking cessation</td>
</tr>
</tbody>
</table>

Table 1. Examples of precision medicine applications for the management of various clinical conditions.
personalized medicine [20]. Modern sequencing technology (Ion, Illumina, Torrent, Oxford Nanopore Technologies, pacific biosciences, etc.) created new paths for HTS in the area of medicine. Epigenetic applications, Genomic (DNA-seq), and transcriptomic (RNA-seq), are all part of HTS. To determine genomic variants (insertion or deletion, single nucleotide variants, copy number alterations, and fundamental changes) from biological samples, whole-genome sequencing (WGS), and whole-exome sequencing (WES) is used (Figure 2) [21, 22].
Identification of new transcripts, characterization of gene expression profiles, alternative splicing, RNA editing, and fusion transcripts are all feasible using RNA-seq. [23]. Similarly, next-generation sequencing (NGS) may quickly identify or “sequence” huge parts of a person’s genome and are significant advancements in precision medicine clinical applications. These tests can assist patients, doctors, and researchers uncover genetic variations that can help them diagnose, treat, and know more about human disease. Apart from this, NGS techniques can also be applied in the area of metagenomics, RNAseq, ribosome profiling, targeted sequencing, and minor variant reconstruction, as well as a wide range of post-pipeline studies that combine genomic, clinical, epidemiological, and ecological data [24, 25].

HTS has mostly been applied to specific areas of the genome or in the context of identifying microscopic pathogens. Prenatal assays intended to identify chromosomal abnormalities in cell-free DNA from maternal blood are clinically accessible [26]. Targeted HTS of clinically actionable mutations is also being used to guide illness diagnosis and therapy [27]. HTS has also been used in clinical settings to track pathogen outbreaks like methicillin-resistant Staphylococcus aureus infections. The development and usage of these specialized assays will continue to grow, but precision medicine depends on the potential therapeutic use of more extensive methods like WGS, which is still facing complications. WGS is the most comprehensive technique for potential therapeutic use since that marks the next stage in the path to a complete understanding of the genetic determinants of a patient’s heritable character [28]. Additional genome sequencing, and data from large-scale genomics efforts like ENCODE and GTEx, which allow the development of even more extensive datasets, will help interpret the variations. Community resources for correlating phenotypes to sequences will be provided through open access programs including the Personal Genomes Project and integrated Personal Omics Profiling [29].

3. Few prime areas of high throughput screening (HTS) for precision medicine

3.1 Management of infectious diseases

Efforts have recently been made to combine these technologies with bioinformatics and epidemiology to improve public health surveillance, investigations, and control of infectious diseases [30]. The previous 40 years had a substantial influence on the knowledge of infectious diseases. A broad spectrum of medically important viruses, bacteria, parasites, fungus, and other pathogens have been studied using next-generation sequencing [31]. Many of these pathogens are directly important to the development and assessment of vaccinations, medicines, infection control, and a variety of nonmedical pandemic countermeasures [32].

3.2 Management of cancer

Recently HTS has been coupled with various sequencing techniques in the design of precision medicine for the treatment of various types of cancers like multiple myeloma, glioblastoma, and pediatric cancers. A wide range of FDA approved drugs such as temsirolimus (mTOR inhibitor), ceritinib (ALK inhibitor), and BI2536 (PLK1 inhibitor), panobinostat, bortezomib, ixazomib, carfilzomib, and selinexor, bortezomib (proteasome inhibitor), Bcl-2 inhibitor ABT-263 with the mTOR inhibitor AZD-8055 have been tested as precision therapy for multiple myeloma, glioblastoma, and pediatric cancer [33–35].
4. Conclusions

In clinical and preclinical research, there have been a few attempts to integrate throughput screening technologies with precision medicine. The relevance of high-throughput screening approaches in identifying and designing precision therapies for the treatment of various diseases is highlighted in this chapter. Over the last ten years, advances in sequencing technology have enabled several high-throughput sequencing platforms to bring unique insights into the creation of customized medicine. The sequencing technologies of the present day (Ion, Illumina, Torrent, Oxford Nanopore Technologies, pacific biosciences) created a new roadmap for HTS technologies to identify and design precision therapeutics.

5. Future perspectives

The development of a single definition for precision medicine will aid transdisciplinary areas with a shared understanding of concepts and enhance collaborative ideas. Standardization of HTS and analytical methods will make it easier to validate and replicate findings in clinically relevant timeframes. This, along with interdisciplinary cooperation, will allow it to be fully integrated into patient care and treatment via the development of novel diagnostic, predictive, and prognostic tests. The creation of broad conceptual frameworks that address the underlying drivers of health across specialized areas will be facilitated by the establishment of a shared precision medicine definition, which will promote collaboration between the transdisciplinary domains that make up precision medicine. It may be beneficial to establish a set of recommendations in the next 5–10 years to assist in deciding whether or not research activities or therapies fit precision medicine requirements. These principles might determine if the endeavor should include efforts to personalize therapies, a focus on genetics/biology, the environment, nutrition, and/or lifestyle, as well as the amount to which these distinct variables interact.
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High-Throughput Screening Based Drug Discovery for Infectious Diseases
Chapter 2

High-Throughput Screening for Drug Discovery toward Infectious Diseases: Options and Challenges

Ankur Gupta, Swatantra Kumar, Vimal K. Maurya, Bipin Puri and Shailendra K. Saxena

Abstract

The increase in the number of antibiotic-resistant microbial strains makes it evident to discover and develop newer efficacious anti-infective drugs. High-throughput screening (HTS) is a robust technology that plays a crucial role in identifying novel anti-infective lead compounds. This chapter briefly explains the role of virtual HTS (vHTS) and HTS technologies in lead identification using various categories of chemical libraries through structure-based drug design, ligand-based drug design, in vitro cell-based assay, and biochemical assay approaches involved in the process of drug design and discovery. The chapter also gives an insightful survey of the technologies such as fluorescence, luminescence, and atomic absorbance used for the detection of biological responses in the HTS bioassays. Applications of HTS, reverse pharmacology, current challenges, and future perspectives of HTS in the pharmaceutical and biotechnology industry are discussed in the context of anti-infective drug design, discovery, and development.

Keywords: HTS, vHTS, bioassay, anti-infective, drug discovery

1. Introduction

Antibiotic resistance among evolving microbes has been a matter of concern for pharmaceutical and biotechnology companies around the globe. These emerging pathogens with multiple drug resistance capabilities necessitate the discovery and development of both novel targets and anti-infective drugs. The key to success in anti-infective drug discovery depends on the identification of the target (a novel target for existing or novel strain of microbe) and a substantially active lead molecule against the designated target. Among the two key steps, the former requires genome sequence analysis (genomics) and protein expression analysis (proteomics) to identify target genes/proteins for a broad variety of microbial pathways and the latter requires chemical library screening against the defined target [1]. The chemical library may be generated through various routes such as combinatorial chemistry, bioassay-guided isolation of natural products, food and drug administration (FDA)-approved drugs for repurposing, virtually designed chemical library based on structure-based drug design (SBDD) or quantitative structure-activity relationship (QSAR), or other chemicals for fragment-based drug design (FBDD). However, with the latest advancement in technology, lead identification can be performed
using high-throughput screening (HTS). HTS is a highly efficient automated method of screening chemical libraries to identify the so-called “hits,” which are further modified to drug “leads” for lead optimization through medicinal chemistry approaches [2]. Generally, HTS involves biological or biochemical assay screening [3], whereas computer-based chemical library screening for “hits” identification is termed virtual high-throughput screening (vHTS). However, both the methods are used simultaneously or in parallel enabling the scientists to think computationally, act chemically, and observe biologically [4, 5]; therefore, in the present chapter, vHTS has been coupled with HTS for ease of understanding the correlation between all the stages of the drug discovery process (Figure 1).

2. HTS in drug discovery for infectious diseases

Infectious diseases arise in any person due to certain microbes which enter the body and multiply to give clinical symptoms of the disease. While some infections are contagious and spread from one person to another person, others may spread in the community through infectious vectors (insect/animal bites) or contaminated air, water, and food [6]. These microbes undergo mechanisms of resistance to antibiotics either under the direct influence of antibiotics or through adaptive processes unrelated to the chemical structures of antibiotics [7, 8]. The increase in the number of antibiotic-resistant microbial strains makes it evident to discover and develop newer efficacious drugs. However, developing a new drug is a tedious and complex process with uncertain outcomes; therefore, the process needs to be rational in approach. HTS offers a highly rationalized automation approach to explore large chemical space in a time-efficient manner. However, it requires complex and costly technological platforms which are generally available in pharmaceutical companies [4]. Nevertheless, it is not expensive because HTS screens a huge number of chemical compounds as compared to manual methods for target-to-lead discovery. An overall success rate of HTS to find leads is considered ~50%. However, vHTS is considered
to have a higher success rate, but every method has its strengths and weaknesses, and therefore both the methods, HTS and vHTS, should be coupled for lead discovery. Few examples, among successful HTS drug discoveries in anti-infective agents, are (i) G-protein-coupled receptor (GPCR) inhibitor, Maraviroc (anti-HIV), (ii) reverse transcriptase (RT) inhibitor, etravirine (anti-HIV), [9] and (iii) hepatitis C virus (HCV) genotype 1a/b or 3 RNA replication inhibitor, Daclatasvir [10].

2.1 Need of HTS in drug discovery for infectious diseases

Bacterial enzymes play a significant role in developing antibiotic resistance through several key mechanisms and genetically derived mutations happening in: (i) drug-modifying enzymes (such as transferases and hydrolases), (ii) drug-metabolizing enzymes (such as pyrazinamidase, catalase-peroxidase, and monoxygenase), (iii) antibiotic's target enzymes (such as RNA-dependent RNA polymerase (RdRp) and Topoisomerase II), and (iv) antibiotic's cellular target-modifying enzymes (rRNA-methyltransferases and phosphoethanolaminetransferase). The structural changes in these enzymes not only lead to resistance among microbes but also open the 'omics gates to identify newer targets that originated after modifications in enzymes [8–10]. The rapid spread of resistance among microbes makes it imperative to rapidly identify new classes of antibiotics. Traditionally, growth inhibition assays are used for antimicrobial drug discovery which is a slow process [11, 12]. However, to match the pace of microbial resistance to antibiotics, a robotic automation screening process with efficient, accurate, and robust scientific methodology is required. HTS offers an economic advantage of screening huge chemical spaces accurately within defined timelines. Therefore, time, cost, and quality are termed as the “magic triangle of HTS” [13]. The credit of rapid HTS goes to: (i) high-density arrays, micro-reaction wells, and (ii) biological response detection methods.

High-density array micro-reaction well plates ranging from 96-well plates to miniaturized 3456-well plates are available with typical working volumes ranging from 1 to 10 μl of total volume. However, efforts are being made for further miniaturization of plates [13] to develop mega-dense arrays (>10,000 wells/plate) [14]. Although there are few difficulties associated with ultra-high-density plates, nevertheless, it is possible to perform 100,000 assays per day using ultra-high-throughput screening (uHTS) [15].

Biological response detection techniques such as fluorescence, luminescence, and atomic absorption spectroscopy have been established, which makes the process robust in the identification of active compounds. These direct and indirect detection methods have been developed based on: (i) direct measurement of absorbance and (ii) indirect measurement through enzymatic or chemical reactions coupled with pH indicators and chelators. These methods establish a quantitative relationship between biological response and target metabolite concentration [16]. Apart from the pharmacological aspect, HTS is equally beneficial in the evaluation of toxicological aspects of the chemical entities such as (i) genotoxicity, (ii) carcinogenicity, and (iii) immunotoxicity [15].

Plants have an abundance of potentially diverse chemical entities in the form of complex mixtures which are required to be evaluated in HTS for the discovery of new drugs against microbes. However, pure chemical entities from these complex mixtures need to be isolated and structurally characterized before proceeding for target-specific evaluation. Bioassay (in vitro)–guided HTS of these plant extracts aids in the identification and isolation of bioactive compounds (Figure 1) [17].

Similarly, vHTS is a bioethical approach consisting of a wide variety of in silico simulation approaches to explore chemical libraries and identify which chemical
entity has the potential to display \textit{in vitro} and/or \textit{in vivo} drug-like properties in HTS. However, there are chances of false-negative and false-positive results [4].

3. Methods involved in HTS for drug discovery toward infectious diseases

3.1 Classification of HTS

HTS methods for anti-infective drug discovery may be biological (cell-based or whole organism), biochemical (enzymes/receptors), and virtual (computer-based). Hence, the HTS methods may be classified as summarized in Figure 2. The HTS assay approach for the identification of “lead” molecule may vary depending on the target; however, the assay protocol must be (i) sensitive to low potency molecules, (ii) reproducible in biological response, (iii) accurate in terms of positive and negative control, and (iv) economically feasible. Therefore, these parameters should be optimized before proceeding with the assay of compounds in large numbers [18].

3.1.1 Virtual high-throughput screening (computer simulation-guided selection)

vHTS is an efficient approach to identify hits and lead compounds for an identified microbial target which are further optimized using medicinal chemistry approaches. The applications of vHTS can be further explored to virtually evaluate ADMET (absorption, distribution, metabolism, excretion, and toxicity) properties of the identified lead chemical entities based on “Lipinski’s rule.” The shortlisted potential hit/lead molecules may then be evaluated \textit{in vitro}, thus giving a meaningful rationale between computer simulations and practical experimentation. Where vHTS is a generalized term for different screening filters, it is categorized under two broad classes of virtual screening methods. These methods are (i) structure-based drug design (SBDD) and ligand-based drug design (LBDD) [19].

3.1.1.1 Structure-based drug design

Advances in HT ‘omics technologies and instrumental methods of analysis such as X-ray crystallography and nuclear magnetic resonance (NMR) have solved a large number of three-dimensional (3D) structures of target proteins involved in communicable and noncommunicable diseases. These structures with specific identification numbers and resolution are available for scientific research and education purposes in protein data bank (PDB) [20]. Therefore, understanding the biologically functional interacting pocket (druggable target site) within 3D structures of the target proteins is essential to proceed with SBDD. However, if this structural information is not completely reliable or any sequence of the structural information is missing, then homology modeling is performed to generate a homologous model of the target protein [21]. SBDD is further classified under two headings; (i) docking and scoring and (ii) \textit{de novo} drug design.

Docking and scoring is an excellent approach to predict the binding affinity and pharmacodynamic status of small chemical entities (ligands) in the active site of the target macromolecule. Scoring is an energy function which estimates the free binding energy of protein-ligand interactions such as electrostatic and van der Waals forces. Docking may be performed using two theoretical strategies namely: (i) lock and key theory, and (ii) induced-fit theory. Earlier docking programs were run using the lock and key assumptions where both the target protein and the ligand were treated as rigid structures with docking affinity dependent on the shape of the
interacting structures. Hence, it is termed as a rigid docking program. However, the target proteins and ligands are never in their rigid conformational state; instead, they are flexible (induced-fit docking) and undertake complementary conformational changes. Therefore, optimizing the binding pocket enables it to accommodate ligands of various shapes and sizes. This approach reduces the dropping out chances of potential false negatives [22, 23].

De novo design is a method of drug design that involves six different strategies: (i) identifying site point within the target site and connecting them using chemical fragments, (ii) determination of desirable fragment location, (iii) positioning fragment within the target site and linking them with linkers or scaffolds, (iv) construction of ligand sequentially within the site using fragments, (v) whole molecule conformation and interaction studies similar to docking, and (vi) random connection methods [24].

3.1.1.2 Ligand-based drug design

LBDD approach is applicable when nothing is known about the 3D structure of the target site and completely relies on the knowledge of previously established lead/drug molecules with known pharmacological/toxicological profiles and 2D/3D physicochemical descriptors. Therefore, LBDD is classified into two broad categories: (i) quantitative structure–activity relationship (QSAR) [25] and (ii) pharmacophore modeling [26]. However, scaffold hopping [27] and pseudo-receptor modeling [28] are also the strategies used in LBDD.

QSAR is a method for developing mathematical models to significantly correlate the pharmacological profile with the chemical structures within the data set using regression analysis. However, with technological advancement, the QSAR method has undergone dimensional transformations (2D and 3D). The process involves a collection of chemical data sets (in-house or external) to develop mathematical QSAR models. These models are then used to identify active compounds which are
sequentially evaluated and synthesized on various platforms, including docking, in vitro, and in vivo studies [25].

Scaffold hopping is also known as “lead hopping” as it starts with known active compounds which are modified using 1–4° chemical replacement in the known lead structure to generate a novel chemotype which is further evaluated using various platforms, including docking, in vitro, and in vivo studies [27]. In contrast, pseudoreceptor design is a method closely related to homology modeling of SBDD where presumed bioactive conformations of overlaid molecules are used to generate the target’s pseudo-binding site map for further SBDD. Hence, this method is a bridge between LBDD and SBDD [28].

Pharmacophore fingerprinting is a method to identify a common “pharmacophore feature” among a set of active drug or lead molecules that may be used in SBDD and/or LBDD. The pharmacophore feature is an essential chemical portion of lead/drug molecules which is required for biological functions and may include hydrogen bond donors/acceptors, aromatic rings, hydrophilic/hydrophobic attachments, or any possible combinations. These features are enumerated in terms of three-point and four-point sets of varied pharmacophores to measure the distance in terms of bonds. Pharmacophore fingerprints thus generated are utilized for developing novel lead molecules in combination with SBDD (Figure 3) [26].

3.1.2 High-throughput screening (bioassay-guided selection)

3.1.2.1 Cell-based assays

Various unexplored targets and pathways lie within the components of cellular complexity which offers an excellent platform to identify antimicrobial lead molecules through the cell (or organism)-based HTS. Thus, multiple targets can be screened using cell-based assays in all the stages of drug discovery. In simple words, these assays are used when the desired cellular target is either unknown or the
phenotype cannot be separated from the cellular context. Nevertheless, these assays provide additional information which cannot be obtained from biochemical assays or vHTS, such as membrane permeability, pharmacodynamic (agonist, partial agonist, inverse agonist, and antagonist) status, cell proliferation (or viability), cytotoxicity, heterogeneity, protein expression, transcriptional readouts, and phenotypic biomarker readouts. Thus, cell-based assays may be classified depending on the methodologies used such as: (i) cell viability assays using (a.) dyes like Alamar blue, tetrazolium compounds (MTT assay, XTT assay, and MTS assay) which get converted to generate fluorescence or color indicating cell death or viability; (b.) luciferin-luciferase assay where ATP content is measured using luciferin-luciferase to generate bioluminescence; (c.) intercalation with membrane-permeant DNA dyes; (ii) reporter gene assay; (iii) secondary messenger assay; (iv) protein-fragment complementation assay; (v) protein–protein interaction assay; (vi) label-free methods; and (vii) phenotype biomarker assays. For anti-infective drug discovery, cell viability assays with different cell lines are utilized to screen and identify molecules that can kill or inhibit the growth of pathogens. These assays are further utilized to evaluate the safety issues of the organs such as the liver because the liver is the primary center for drug metabolism [29].

3.1.2.2 Biochemical assays

Biochemical assays involve screening of chemical libraries for *in vitro* inhibition of purified target protein (enzyme, receptor, and ion channels) in competition format where the known substrate bound to protein is replaced by the ligand or compound under study. The biological response is detected using optical methods such as fluorescence, luminescence, or absorbance [29].

3.2 Biological response detection methods in HTS

The detection of biological response in the cell-based and/or biochemical assay may be performed using different analytical technologies such as, fluorescence-based assays [FRET, HTRF, dissociation-enhanced lanthanide fluorescent immunoassay (DELFIA), time-resolved FRET (TR-FRET), fluorescence polarization (FP), fluorescent lifetime (FLT)], luminescence-based assays [bioluminescence resonance energy transfer (BRET), amplified luminescent proximity homogeneous assay (ALPHA), electrochemiluminescence assay (ECL)], atomic absorption spectroscopy (AAS), high-throughput electrophysiology (HT electrophysiology), protein complementation assay (PCA), Scintillation proximity assay (SPA), and enzyme fragment complementation (EFC) [18], which are further modified with different variations. However, the detailed discussion on the usage of these variations in the design of HTS assays is beyond the scope of this chapter.

4. Applications and outcomes of HTS in anti-infective drug discovery

HTS is being applied in a myriad of ways starting from the biology of infectious diseases to finding the lead molecules for anti-infective drug discovery. Few applications of HTS in infectious biology are the identification of pathogenic molecular mechanisms, evolutionary analysis of pathogens, and determination of the determinants required for survival and pathogenesis of the mutant strains of the microbial population [30]. Although, HTS is an early-stage drug development program, however, the anti-infective drug discovery efforts with HTS from the year 2000 to date have led to the approval of 38 new antibacterial drugs and 67 drug candidates
are in the clinical development stage for both Gram-negative and Gram-positive bacteria including *Mycobacterium tuberculosis*. Nevertheless, 19 different compounds with novel pharmacophore are in different stages of clinical development (6 compounds in Phase I, 9 compounds in Phase II, 4 compounds in Phase III) [31].

5. **Reverse pharmacology in drug discovery for infectious diseases**

HTS bioassay-guided identification and isolation of bioactive compounds from natural biodiversity is termed as “Reverse Pharmacognosy.” Similarly, isolating a chemical entity and developing a pharmaceutical product from the clinically proven herbal remedy is termed “Reverse Pharmacology.” Quinine and Artemisinin are the two well-known antimalarial lead molecules identified and isolated through this approach [32] which were optimized using HTS and chemistry approaches to various antimalarial drugs with a better pharmacokinetic and pharmacodynamic profile.

6. **Challenges in drug discovery for infectious diseases**

The major challenge in drug discovery for infectious diseases is the mutation in superbugs which make them evolve rapidly. Despite the availability of structural information of 62,206 bacterially derived proteins in PDB, mutational changes in these structures necessitate continuous research in ‘omics studies. Moreover, the virus-derived proteins are only 9603 in number [20] leading to a reduced success rate of structure-based design of antiviral drugs. Nevertheless, many QSAR projects fail at the model building stage due to a lack of interdisciplinary application during the execution of the project. Similarly, a considerable challenge at the stage of *in vitro/in vivo* screening is the penetration of molecules into the bacterial cell, especially in Gram-negative species. However, these challenges may be countered with a diversified chemical space which is again a challenge for combinatorial chemistry-based chemical libraries. Therefore, biodiversity needs to be explored for identifying novel pharmacophores and associated anti-infective drugs.

7. **Future perspectives**

Highly diversified chemical space is a must for identifying novel pharmacophores which can be obtained through engineering biodiversity. Phytochemical hybridization [33] and phytochemical engineering [34] offer a great advantage to generate diverse semisynthetic chemical libraries which may be fruitful in identifying novel anti-infective pharmacophores. Further, nanotechnology is an emerging technology through which nanoprobes may be utilized to analyze microbes. Hence, HTS incorporated with nanotechnology may improve the efficiency of HTS [16]. Similarly, microfluidic technology may enable the use of a single platform to combine genome sequencing, mining, and uHTS. Thus, this technology may open up unique opportunities for anti-infective drug discovery at the level of single cell [35]. Further, given the urgency of the coronavirus (CoV) outbreak, HTS methodology using two types of mild CoV, HCoV-OC43 and MHV, was developed as a valuable tool for the rapid identification of promising drugs against CoV without the drawbacks of level three biological confinements. The luciferase reporter gene is introduced into HCoV-OC43 and MHV to indicate viral activity, and hence the antiviral efficiency of screened drugs can be quantified by luciferase activity. Compounds with antiviral activity against both HCoV-OC43 and MHV are further
evaluated in SARS-CoV-2 after structural optimizations. This system allows large-scale compounds to be screened to search for broad spectrum drugs against CoV in a high-throughput manner, providing potential alternatives for clinical management of SARS-CoV-2 [36].

8. Conclusions

The goal of this chapter was to elucidate various options and platforms of the drug discovery process in correlation with anti-infective drugs. Where most of the discovery aspects starting from microbial resistance to target-to-lead identification through HTS strategies such as structure-based, ligand-based drug design, in vitro cell-based/biochemical assays, and biological response detection techniques are covered, the detailed explanation on each subtopic may be referred using the reference section. However, the challenges in anti-infective drug discovery remain a matter of concern for future research and development using different techniques to generate chemical space such as phytochemical hybridization and incorporation of nanotechnology in HTS for ultra-efficient screening and detection of biological response.
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Section 3

High-Throughput Screening for Novel Drug Designing/Development
Chapter 3

Unbiased Identification of Extracellular Protein–Protein Interactions for Drug Target and Biologic Drug Discovery

Shengya Cao and Nadia Martinez-Martin

Abstract

Technological improvements in unbiased screening have accelerated drug target discovery. In particular, membrane-embedded and secreted proteins have gained attention because of their ability to orchestrate intercellular communication. Dysregulation of their extracellular protein–protein interactions (ePPIs) underlies the initiation and progression of many human diseases. Practically, ePPIs are also accessible for modulation by therapeutics since they operate outside of the plasma membrane. Therefore, it is unsurprising that while these proteins make up about 30% of human genes, they encompass the majority of drug targets approved by the FDA. Even so, most secreted and membrane proteins remain uncharacterized in terms of binding partners and cellular functions. To address this, a number of approaches have been developed to overcome challenges associated with membrane protein biology and ePPI discovery. This chapter will cover recent advances that use high-throughput methods to move towards the generation of a comprehensive network of ePPIs in humans for future targeted drug discovery.

Keywords: drug discovery, high-throughput screening, extracellular protein–protein interactions, unbiased target discovery, receptors, membrane proteins, secreted proteins

1. Introduction: targeting ePPIs to address disease burden

The World Health Organization estimates that over 70% of deaths in 2016 worldwide were due to non-communicable diseases like cardiovascular disease (CVD) and cancer. This number is expected to grow to over 80% by 2060 [1]. Even if these diseases arise from environmental damage, the disease states usually depend on altered cellular communication, driven at the molecular level by altered ePPIs. For example, interactions between immune cells and arterial walls through adhesion proteins can initiate positive feedback loops which drive atherosclerotic plaque formation in CVD [2]. Similarly, while genetic mutations are the root cause of cancer, aberrant cell–cell interactions allow cancer cells to evade the immune system [3], migrate [4], siphon nutrients [5] and ignore signals to stop growing [6]. EPPIs also contribute to communicable diseases, which, highlighted by the
(ongoing as of this writing) COVID-19 pandemic, can rapidly increase human deaths with the introduction of a novel pathogen. As with many pathogens, the virus underlying the pandemic, SARS-CoV-2, exploits host cell-surface receptors to enter cells to replicate and spread [7, 8].

Because ePPIs are often central to the initiation and progression of diseases, they offer opportunities for molecular intervention using drugs. Greater understanding of the ePPIs underlying diseases allows them to be effectively targeted and manipulated to reverse disease phenotypes. For example, for CVD, several efforts to target different cytokines are showing promise in stemming the progression of atherosclerosis [9]. The development of cancer immunotherapies in the last decade has revolutionized cancer treatment. These treatments block ePPIs between immune checkpoint proteins such as CTLA-4 or PD-L1 and their binding partners to reinvigorate the body’s defenses [10]. Even with SARS-CoV-2, an antibody cocktail (REGN-COV2) that blocks the ePPI between the virus spike protein and receptors on the cell, has been shown to stop viral entry and has gained emergency authorization for use in COVID-19 patients [11]. These examples highlight that identifying and targeting ePPIs can have strong therapeutic benefits in a variety of known and emerging diseases that make up a significant portion of human disease burden worldwide (Figure 1).

Despite the importance of ePPIs for both understanding and treating disease, our understanding of this field remains limited, especially compared to other classes of protein–protein interactions (PPIs). A main reason for this disparity is that common techniques for general PPI discovery are not well suited for ePPIs. Interactions between individual secreted or membrane proteins are typically weak, making them difficult to capture. Membrane proteins are biochemically recalcitrant and tend to misfold or aggregate outside of a native membrane context making them incompatible with many readouts designed for soluble proteins. Extracellular proteins also pick up many complex and heterogeneous post-translational modifications on their journey out of the cell, including specific disulfide bonds designed for the non-reducing extracellular environment. Since these can play roles in ePPIs but are not well characterized, they can be missed by common non-native expression

---

Figure 1.
Examples of therapeutically relevant ePPIs. (A) The tumor microenvironment consists of a complex mix of cell types that communicate through ePPIs. One example is the expression of immune checkpoint proteins such as PD-L1 on cancer cells, which inhibits cytotoxic T-cell function, allowing the cancer cells to evade the immune system. Drugs targeting these ePPIs are the foundation for the cancer immunotherapies, which have provided significant benefits for cancer patients. Many other ePPIs in this space are under active investigation. (B) SAR-CoV-2 uses its spike protein to co-op the ACE2 receptor for viral entry into host cells and initiate viral replication and infection. Strategies for blocking this interaction are being explored to address the COVID-19 pandemic.
systems [12, 13]. Altogether, these biochemical features make most available technologies suboptimal and as a result, ePPIs are remarkably underrepresented in current databases.

Because of the difficulties with ePPI discovery, many new approaches have been developed to specifically identify human ePPIs that play roles in homeostasis and disease. While past low-throughput methods and focused studies have provided fundamental insights into specific receptors and pathways, the rapid explosion in sequencing, mass spectrometry (MS), targeted mutagenesis and high-throughput screening techniques has made the exhaustive identification of ePPIs a realistic goal. Here, we will address how new techniques deal with unique challenges associated with ePPIs and highlight the progress towards to the elucidation of a comprehensive network map of all human ePPIs.

2. Methods for detecting ePPIs

From biophysical approaches to in vivo studies, a number of methods have been developed or are being improved that have the potential to enable unbiased ePPI discovery. The majority of methods can be categorized into a few broad technological concepts: biochemical fractionation, affinity purification, protein-fragment complementation, proximity labeling, direct protein interaction detection and computational modeling. As is the case for other disciplines, deciphering the complexities of extracellular interactions requires a multipronged approach. Since the different approaches provide different types of information, these methodologies are complementary. Especially as these categories have matured, many new techniques bridge the different concepts to balance the various benefits and shortcomings and push for increased throughput. The specific method-of-choice will depend on the expertise, equipment and overall resources available in each laboratory (Table 1).

<table>
<thead>
<tr>
<th>Approach</th>
<th>Direct Interaction</th>
<th>Weak Interaction Detection</th>
<th>Correct Modification</th>
<th>Automation Preferred</th>
<th>False +</th>
<th>False –</th>
</tr>
</thead>
<tbody>
<tr>
<td>Biochemical Fractionation</td>
<td>Variable</td>
<td>+</td>
<td>+++</td>
<td>No</td>
<td>++</td>
<td>+++</td>
</tr>
<tr>
<td>Affinity Purification</td>
<td>+</td>
<td>+</td>
<td>+++</td>
<td>Variable</td>
<td>++</td>
<td>+++</td>
</tr>
<tr>
<td>Protein-fragment complementation</td>
<td>++</td>
<td>++</td>
<td>++</td>
<td>Yes</td>
<td>++</td>
<td>++</td>
</tr>
<tr>
<td>Proximity labeling</td>
<td>+</td>
<td>+++</td>
<td>++</td>
<td>No</td>
<td>+++</td>
<td>+</td>
</tr>
<tr>
<td>Direct interaction screens</td>
<td>+++</td>
<td>++ – +++</td>
<td>– +++</td>
<td>Yes</td>
<td>+</td>
<td>+++</td>
</tr>
</tbody>
</table>

Table 1. Comparison of approaches for unbiased detecting ePPIs.

2.1 Biochemical fractionation

2.1.1 Concept description

Biochemical fractionation is the splitting of a complex lysate, typically cell or tissue extract, into simpler mixtures to identify the simplest solution that retains a
certain biochemical property. The measurable property could be complex cellular activities, such as the stimulation of cell migration, or simple ones such as binding to a target protein (Figure 2).

2.1.2 Concept pros

Biochemical fractionation does not require any knowledge of the components and can be an unbiased technique. It is a versatile concept since any biochemical property can be studied, from *in vivo* tissue level responses to molecular PPIs. Some degree of fractionation is easily combined with other techniques to reduce the starting complexity and to improve data interpretability.

2.1.3 Concept cons

The results from biochemical fractionations are dependent on the particular purification steps used and can be highly variable. Due to the multiple purification steps, this approach can also be labor and time intensive. The different purification steps can inactivate proteins by inducing misfolding or removing key co-factors. This is especially true for ePPIs that involve membrane proteins, which can lose activity if extracted from membranes [12, 13].

2.1.4 Specific applications

Biochemical fractionations played a role historically in identifying some of the first extracellular signaling proteins like cytokines using activities such as macrophage migration or bacteria killing [14]. In the 21st century, this approach has identified stable soluble PPIs proteome-wide by fractionating cell lysates down to the level of co-eluting protein complexes and identifying them using MS [15]. While the specific purification steps used for soluble proteins are unlikely to be applicable to ePPIs, alternative centrifugation-based fractionation successfully recovered biochemically active membranes from crude fruit fly extracts [16]. Direct application of affinity purification from crude extracts without enriching for synaptic membranes did not recover known ePPIs [16]. However, using biochemical fractionation to enrich for synaptic components was necessary for the identification of key proteins in synapse formation using an affinity purification approach (described in the next section) [17].

![Figure 2. Biochemical fractionation can be used to reduce the complexity of a mixture while maintaining the desired activity. While traditionally performed in series, fractionation can also be done in parallel with modern purification techniques.](image-url)
2.2 Affinity purification

2.2.1 Concept description

Affinity purification involves isolating a target-of-interest in non-denaturing conditions to enable co-isolation of any binding partners that are stably attached. The most common implementation is immunoprecipitation, where an antibody, generally attached to a solid substrate like a bead, plate or column, is used to specifically recognize the target-of-interest. Any factors that are not stably bound to the protein of interest are washed away by flushing the solid substrate with buffer. Proteins that survive the washes are identified (Figure 3).

2.2.2 Concept pros

Affinity purification allows for the direct isolation of a target-of-interest from complex mixtures. It is versatile and can be combined with many other approaches.

2.2.3 Concept cons

To isolate the target-of-interest, there needs to be a reagent, like an antibody, that will specifically and tightly bind the target. Since such reagents are not always readily available, the target may need to be tagged and introduced exogenously, which can affect target behavior. Affinity purification for unbiased identification of binding partners requires either large tagged libraries or access to MS. Importantly, to be identified, binding partners need to survive cell lysis and washes. This has limited the applicability of this otherwise widely-utilized approach in the study of ePPIs. Cell lysis and target extractions typically require membrane solubilization, which can disrupt membrane protein-dependent interactions. In addition, affinity purification workflows often miss detection of low affinity interactions, which are typical of ePPIs.

2.2.4 Specific applications

The most widely used version of this concept is affinity purification followed by binding partner identification using mass spectrometry (AP/MS) (Table 2). MS allows for the unbiased identification of interactors in their endogenous form in virtually any cell type or tissue. Traditionally, AP/MS studies were mostly restricted to one or a few targets-of-interest. However, recent technological advances, dominated
by the BioPlex project, have driven the development of a systematic pipeline that enables high-throughput AP/MS. Such efforts have already resulted in an interaction network with nearly 120,000 interactions identified for over 14,000 proteins in HEK293 cells [18].

A second and more recently developed method is the luminescence-based mammalian interactome mapping (LUMIER). In this approach, a library of epitope-tagged (specifically FLAG-tagged) constructs are co-transfected with a target-of-interest fused to Renilla luciferase. An anti-FLAG antibody is then used to pull down the tagged protein and binding is assayed by reading out luciferase activity of the immunoprecipitate [19]. Though in principle this approach offers increased sensitivity, this technique requires that both the target-of-interest and the library are tagged and expressed using artificial constructs. Thus, the applicability of this method for unbiased screening greatly depends on the accessibility to large libraries of tagged constructs.

While these approaches excel at identifying soluble interactions, ePPIs struggle to survive the processing steps and are noticeably underrepresented in both the LUMIER and even the much more comprehensive BioPlex dataset. One way to address some of the challenges associated to ePPIs is to combine affinity purification with cross-linking, turning transient ePPIs into permanent covalent linkages. By using cross-linking in combination with mass spectrometry (XL-MS), ePPIs can be identified in an unbiased manner. While cross-linking stabilizes weak interactions, XL-MS still has associated challenges like the presence of unproductive cross-links or combinatorial database search space. To overcome these, newly developed cross-linkers used for XL-MS can include affinity tags or MS cleavable moieties [20]. However, these increase cross-linker size and the chances of cross-linking nearby, non-interacting proteins. Existing cross-linking reagents also primarily target reactive amines, limiting the number of protein interactions that can be captured. Cross-linking protein complexes also tends make them less soluble [21]. This is worsened by the fact that ePPIs often involve membrane proteins which already present solubility challenges that complicates downstream processing. Since extracellular proteins are often heterogeneously post-translationally modified [22], they can be challenging to identify in mass databases for MS experiment. Overall, XL-MS represents one of the few techniques that does not have a bias against ePPIs over soluble PPIs.

While most cross-linking approaches select for general features of proteins like reactive amine groups, alternative strategies have been developed that specifically target cell-surface receptors using trifunctional cross-linkers. These methods typically have one moiety that covalently attaches the cross-linker to the target protein-of-interest, a soluble protein that ranges from peptides, to antibodies or even complex entities such as viral particles. A second moiety links to glycosylated receptor proteins bound to or near the target, and a third moiety enables purification. Three molecules and associated workflows have been described: TRICEPS [23], followed by ASB [24] and HATRIC [25]. These approaches have the potential

<table>
<thead>
<tr>
<th>Approach</th>
<th>Readout</th>
</tr>
</thead>
<tbody>
<tr>
<td>AP-MS</td>
<td>Mass spectrometry</td>
</tr>
<tr>
<td>LUMIER</td>
<td>Luciferase activity</td>
</tr>
<tr>
<td>XL-MS</td>
<td>Mass spectrometry</td>
</tr>
</tbody>
</table>

Table 2. Affinity purification techniques covered in this section. These approaches differ primarily in their readout method.
to enable unbiased study of targets of diverse nature in physiologically relevant settings such as cells expressing endogenous receptors, thus offering an attractive option for ePPI discovery.

2.3 Protein-fragment complementation

2.3.1 Concept description

Protein-fragment complementation refers to methods where a protein with reporter activity is split in two and fused to two proteins being tested for binding. Since the two halves do not interact with each other on their own, reporter activity is only recovered when the halves are fused to interacting proteins. The archetypal example of this approach is the yeast two-hybrid system (Y2H) which uses two halves of a transcriptional factor that can drive the expression of a report gene (Figure 4).

2.3.2 Concept pros

Protein-fragment complementation is usually performed using living cells allowing proteins to be maintained in relatively native conditions. Reporter activity often have an amplification step that allows for the sensitive detection of even weak interactions [26]. While protein-fragment complementation technically reads out proximity, reasonable linker lengths can select for small distances. The interaction has to persist long enough for the activity to be reconstituted, reducing false positives rates when compared to some other proximity-based techniques.

2.3.3 Concept cons

Protein-fragment complementation mandates the tagging of proteins with non-native sequences for the reporter readout. These tags can be substantial in size and affect the behavior of the proteins being tagged. Since the reporter activity depends only on the reporter portion being in close proximity, this approach does not guarantee a direct interaction. Most systems only test binary interactions by design since only the tagged proteins are being assayed.

2.3.4 Specific applications

Y2H has been used extensively to detect PPIs since its conception (Table 3). The use of yeast allows for low-cost high-throughput testing of interactions. This technique has now been used to detect interactions between 90% of human proteins [27]. However, Y2H is not suited for ePPI discovery. The expression of human proteins in yeast may result in non-native post-translational...
modifications relevant for function, but more importantly, Y2H actively selects against ePPIs because the interaction must occur in the nucleus to drive transcriptional readout.

To complement the classic Y2H approaches and overcome the pitfalls related to ePPIs, several systems specifically targeting membrane proteins have been developed. The membrane yeast two-hybrid (MYTH) [28] and its mammalian counterpart, mammalian membrane two-hybrid (MaMTH) [29] require that at least one protein being tested is anchored to the plasma membrane. Both of these approaches use a split ubiquitin system where one of the two halves is fused to a membrane protein and a transcription factor. Tethering the transcription factor to the membrane protein keeps it out of the nucleus, preventing reporter expression. When the membrane protein interacts with a protein containing the second half of ubiquitin, a cleavage event occurs, releasing the transcription factor to translocate to the nucleus and initiate reporter expression. In combination with targeted libraries, this approach has been used for the high-throughput detection of interactions between receptor tyrosine kinases and phosphatases [30]. However, since these techniques rely on the endogenous ubiquitin machinery for cleavage, they mandate that both binding partners be expressed in the same cells, limiting applicability of these techniques for detection of in-trans interactors.

### 2.4 Proximity labeling

#### 2.4.1 Concept description

Proximity labeling techniques identify possible PPIs by covalently modifying proteins that are in close proximity, typically within a few nanometers. In most cases, the label includes an affinity tag like biotin which allows the labeled proteins to be purified and identified using MS (Figure 5).
2.4.2 Concept pros

The different proximity proteomics methods have represented some of the most significant advances in the field of PPI detection, and in particular membrane protein interaction discovery. From the initial development of BioID and its further iterations in BioID2 and TurboID, as well as the more recently developed MicroMap, these techniques have substantially increased the sensitivity for detection of a range of interactions, including weak, transient interactions by translating them into permanent covalent linkages. In addition, proximity proteomics approaches are generally applicable to complex physiological systems and cellular models of interest, and can bypass over-expression of proteins-of-interest and laborious libraries. Furthermore, these approaches also offer the advantage of temporal control, though currently this is typically on the tens of minutes time-scale.

2.4.3 Concept cons

While proximity labeling typically does not require any special equipment, the unbiased identification of proximal proteins requires access to MS. Since these approaches fundamentally readout proximity, the PPI is inferred. Especially if used in complex physiological contexts, the possibility of identifying neighboring but not directly interacting proteins means that this approach has the greatest challenge when it comes to data interpretability. Additionally, the most popular proximity proteomics methods, BioID and APEX, require expression of the protein-of-interest fused to a bulky tag, followed by over-expression of the fusion protein. Although generally applicable to physiologically relevant systems, experimental conditions may require optimization to ensure that the overall behavior of the target-of-interest is not altered by tagging or over-expression.

Currently, these techniques have been applied primarily to detect interactions between proteins on the same cells. In many cases, the utility for in-trans interactions remains to be demonstrated.

2.4.4 Specific applications

The different proximity labeling techniques vary based on what enzymes or chemistries are used to accomplish the labeling. The field of proximity proteomics has been predominantly driven by the development of enzyme-catalyzed proximity labeling. These typically used a promiscuous biotin ligase (from BioID to the much faster TurboID) or a peroxidase (usually APEX or horse radish peroxidase (HRP)) to create a highly reactive biotin species that can only diffuse a short distance before reacting with nearby proteins or water [31]. When a target protein is tagged with one of these enzymes and substrate added, proteins in its vicinity are biotinylated, allowing them to be isolated and identified using MS. The particular techniques differ slightly in their tradeoffs. The peroxidases tend to be more broadly reactive and requiring less labeling time. However, they require the addition of a biotin conjugate and hydrogen peroxide, both of which could be toxic to cells. While the biotin ligases do not have this problem, they are on average slower, though the more recently engineered TurboID can achieve efficient labeling within minutes (Table 4) [31].

This concept has been incorporated into specific techniques for identifying ePPIs like selective proteomic proximity labeling assay using tyramine (SPPLAT). SPPLAT uses an HRP-conjugated antibody recognizing a cell surface protein.
Since the antibody cannot diffuse across the plasma membrane, it specifically targets ePPIs without any tagging of proteins, and thus enabling studies in unmodified cellular settings [32]. Another approach is enzyme-mediated activation of radical sources (EMARS) which also uses an HRP-conjugated antibody. However, EMARS uses a biotin fused to an aryl azide group giving it a large labeling radius of 200–300 nm, making it more suitable for characterizing entire microdomains rather than ePPIs [33]. Though the use of antibodies has advantages, genetically tagging a protein with HRP can allow these types of techniques to be performed in the physiological context in an organism. For example, the use of a CD2-HRP fusion protein with a membrane-impermeable biotin-phenol allowed the identification of cell-type specific neural protein cross talk in the fly brain [34].

The newest addition to the proximity labeling family is MicroMap, which uses entirely orthogonal chemistry to the existing techniques. MicroMap uses an antibody to detect the target-of-interest, which is then recognized by a secondary antibody conjugated to a photocatalyst. The photocatalyst absorbs blue light to catalyze the activation of a biotin conjugate molecule in its vicinity. This approach uses a more reactive chemical moiety than the biotin ligase or peroxide approaches, which allow for an even smaller radius of labeling and thus, is more likely to detect direct PPIs. Using MicroMap, the authors proposed a new set of putative binder partners for key immune receptors such as PD-L1 [35].

### 2.5 Direct protein–protein interaction screens

#### 2.5.1 Concept description

Direct interaction screens encompass a wide variety of techniques that have several features in common. First, there is a query protein that is the target-of-interest. Second, the query protein is tested for binding to a library containing possible binding partners presented as recombinant proteins or receptors expressed on cells. Third, a positive signal in the screen directly reads out an interaction between the query and a given binding partner in the library, using detection methods that vary depending on the approach. Major distinguishing factors between the various direct PPI-screening techniques include: the level of multimerization of the target protein (from monomers to oligomeric proteins), the form of the library of binding partners being screened (protein-based vs. cell-based formats), as well as the degree of purification required (purified protein vs. conditioned media) (Figure 6).

#### 2.5.2 Concept pros

This approach typically allows for the opportunity to control most aspects of the screen such as protein concentration and buffer conditions. This approach is also

<table>
<thead>
<tr>
<th>Approach</th>
<th>Substrate/Cross-linker Moieties</th>
</tr>
</thead>
<tbody>
<tr>
<td>Biotin ligases (BioID, TurboID)</td>
<td>Biotin</td>
</tr>
<tr>
<td>Peroxidases (APEX, HRP)</td>
<td>Different biotin conjugates</td>
</tr>
<tr>
<td>SPPLAT</td>
<td>Tyramide biotin conjugates</td>
</tr>
<tr>
<td>EMARS</td>
<td>Aryl azide biotin conjugates</td>
</tr>
<tr>
<td>MicroMap</td>
<td>Diazirine biotin conjugates</td>
</tr>
</tbody>
</table>

Table 4. Specific approaches mentioned in this section for using proximity labeling and cross-linking. These techniques differ in the labeling enzymes that they use (for labeling) or the chemistries of the substrate.
generally amenable to scale-up. Therefore many modern libraries have high coverage of at least specific protein families. The simplicity and the fact that the readout reflects direct PPIs also generally leads to straight-forward data analysis.

2.5.3 Concept cons

Many of these approaches use purified proteins and may require the use of ectodomains rather than the full-length protein. While the ectodomain is sufficient for binding in many instances, this requirement makes it difficult to identify ePPIs that use multiple ectodomains or transmembrane domains for binding; a behavior documented for the family of seven-transmembrane-domain-containing G protein-coupled receptors (GPCRs). These approaches also typically require that the target-of-interest be screened against a library, which needs to be comprehensive for truly unbiased identification if ePPIs. The generation and maintenance of a large library, either as recombinant proteins or plasmids for expression on cells, can be costly and may require access to automation.

2.5.4 Specific applications

While published work tends to take advantage of specific combinations of the type of target presentation and the type of library, significant mixing and matching is possible due to the similarity in the overall conceptual framework. Therefore, we will talk about the major types of target presentation and library separately and mention any incompatibilities. Also, since there are a large diversity of library formats, we divided the formats into protein-based libraries and cell-based libraries, though the same target presentation strategies can be used for both (Table 5).

<table>
<thead>
<tr>
<th>Target Presentation</th>
<th>Protein-based Library</th>
<th>Cell-based Library</th>
</tr>
</thead>
<tbody>
<tr>
<td>Dimer (Fc tag)</td>
<td>Protein microarray (on slide)</td>
<td>cDNA libraries (on slide)</td>
</tr>
<tr>
<td>Pentamer (COMP tag)</td>
<td>Purified protein (in plate)</td>
<td>cDNA libraries (on plate)</td>
</tr>
<tr>
<td>Beads-based Multimer (variable)</td>
<td>Purified protein (SPR chip)</td>
<td>CRISPRa gRNA libraries</td>
</tr>
<tr>
<td></td>
<td>Purified protein (Magneto-sensor chip)</td>
<td>Knock-down or Knock-out libraries</td>
</tr>
<tr>
<td></td>
<td>Conditioned media protein (in plate)</td>
<td></td>
</tr>
</tbody>
</table>

Table 5.
Lists of target presentations and protein and cell-based library formats covered in this section.
2.5.4.1 Target presentation methods

To be able to directly assay interactions, targets-of-interests are typically presented as recombinant protein for this type of approach. While secreted proteins are soluble and can be directly screened, membrane proteins tend to misfold and aggregate if they are extracted from membranes because of their hydrophobic transmembrane domains [12, 13]. Since ectodomains are usually the portion of transmembrane proteins available for direct ePPIs, typically only ectodomains are used for direct ePPI screening.

A number of multimerization approaches that increase query protein avidity and therefore facilitate detection of transient interactions have been developed. In particular, there are three dominant strategies: dimerization induced by fusing ectodomains to the constant Fc region of antibodies [36], pentamerization induced by fusing ectodomains to the rat cartilage oligomeric matrix protein (COMP) [37] and higher order multimerization using small beads with high protein-binding capacity, usually in the form of protein A-coated or streptavidin-coated beads.

While increased multimerization is a major factor for increasing sensitivity with target presentation, the readout method to measure target binding also varies. Using Fc-tagged dimers allows the detection of the target using a variety of secondary antibodies or protein A/G that bind to Fc regions with high affinity [36]. However, using enzymatic readouts can add a high degree of signal amplification that allows for increased sensitivity. Therefore, the approach used to generate the largest ePPI networks to date uses pentamerization combined with an enzymatic β-lactamase colorimetric assay [37–40]. As for bead-based approaches, the specific readout can be magnetic, fluorescent or chemiluminescent depending on the specific screening method used [41, 42].

Lastly, some of the recent high-throughput technologies use conditioned media enriched for the target-of-interest rather than purified proteins. Using conditioned media involves direct capture of secreted protein or protein ectodomains in the absence of protein purification, thus minimizing potential inactivation of the proteins due to purification steps. The use of conditioned media can also save time and resources, helping to make the approaches more accessible to different laboratory and more amenable to scaling up [37–40].

2.5.4.2 Protein-based library formats

Different protein-based library formats can allow for different levels of throughput and information collected about the binding interactions. The most common and high-throughput approaches are generally qualitative, detecting whether the interaction is present, but not providing quantitative information such as kinetic parameters. One example of this type of library is the protein microarray, which for ePPIs, contains different purified secreted proteins or ectodomains directly spotted on slides. Only small amounts of each protein are used, allowing for the dense tiling of thousands of proteins per slide. The compact format allows slides to be covered with a small volume of fluorescently-labeled target protein, rinsed and imaged using microscopy [43]. While this is a convenient format, the construction of the protein microarrays is often costly because it requires all of the proteins to be purified.

Another type of library for qualitative ePPI identification uses plate-based screening formats. The use of plates allows for the easy addition of proteins and controlled washes without the need for specialized microfluidics. While purified proteins can be used, plate-based formats allow for the direct capture of secreted tagged proteins from conditioned media. Capture of biotinylated proteins using streptavidin-coated plates [37] or Fc-tagged proteins using Protein A-coated plates [38–40] followed by washing allows for the effective purification of library proteins.
in wells while adding sensitivity by multimerizing (in the case of multivalent binding of streptavidin to biotin) or capturing already multimerized proteins. This approach also allows the use of enzymatic liquid phase readouts: β-lactamase-based colorimetric assays or luciferase-based luminescence assays which provides an additional degree of signal amplification. The plate-based approach also gives one value per well, allowing for simple data analysis and the greatest interpretability.

While the plate-based approach is generally the most scalable options, other techniques trade some scale for quantitative information on ePPIs. In particular, microfluidics, automation and miniaturization has pushed label-free biophysical techniques to be more high-throughput. For example, the combination of microfluidics and either surface plasmon resonance (SPR) or magneto-nanosensors has increase the scale enough to study all combinatorial interactions between a small number of proteins, making it especially adept at addressing complex cross-talk between small interaction networks [44, 45]. While SPR is the gold standard technique for biophysical characterization of protein interactions and calculation of kinetic parameters, the magneto-nanosensor platform provides higher degrees of sensitivity, and therefore, requiring less material to detect weak ePPIs. However, it requires the use of magnetic nanoparticles conjugated to the target-of-interest. The nanoparticles are are flowed over patches of library proteins printed on magneto-nanosensors that detect a change in electrical resistance if a nanoparticle is nearby [45]. Another technique that also provides similar information is biolayer interferometry (BLI) which translates protein binding into a light interference signal. While typically less sensitive than SPR and the magneto-nanosensor platform, BLI excels in its ease-of-use. BLI uses small, disposable sensors that can be coupled to targets-of-interest, typically through the capture of tag like Fc-tags or biotin. The sensors are then simply dipped into wells containing the potential binding partners in solution. With advances in automated and miniaturized BLI setups, it can be used to screen for interactions in high-throughput, provided that libraries of recombinant proteins are available. This technology helped identify the PVR-TIGIT interaction [46] which is mechanistic foundations of the anti-TIGIT immunotherapy [47].

2.5.4.3 Cell-based library formats

Even though protein-based libraries have many advantages such as storability and easy data interpretation, they can often fail to detect ePPIs because of biochemical challenges associated with membrane proteins. Many membrane proteins lose activity when truncated into soluble ectodomains or extracted from membranes. In addition, the complex cellular membrane environment can provide important protein and non-protein co-factors, orient and cluster membrane proteins and assist in high-order complex formation. Therefore, hard to purify receptors are often screened against cDNA libraries expressing membrane proteins directly on cells. This is especially true for important drug targets like GPCRs and ion channels [48] which have multiple transmembrane domains and typically small extracellular regions.

To screen for interactions using cell-based formats, libraries are used to either induce loss-of-function (lack of binding) or gain-of-function (increased binding). In the loss-of-function approach, possible binders of a target-of-interest are knocked down or knocked out either randomly using chemical mutagens or transposons like gene trap [49] or in a targeted manner with siRNA, zinc-finger nuclease, transcription activator-like effector nuclease (TALEN) or clustered regularly interspaced short palindromic repeat (CRISPR) libraries [50]. When the target-of-interest is incubated with the cells, the target should not interact if the interaction partner has been depleted. However, it may be difficult to identify cells that bind
the target-of-interest. In addition, the interaction must be simple enough that knocking down one interaction partner causes a detectable decrease in binding.

To avoid these limitations, an alternative approach is to overexpress receptors that may participate in ePPIs. This is most commonly done using cDNA libraries. The DNA libraries are spotted on slides [51] or plated into wells [52], with each spot or well containing a vector encoding for a different protein. Cells are then added and transfected to induce them to overexpress the protein and display them on the plasma membrane. If the cells are expressing the receptor for the target-of-interest, this can be detected by increased target binding to the surface of the cell. This approach has been successfully utilized to deorphanize secreted factors [53], interactions between immune receptors [54], or identify glycan-dependent recognition of specific ligands [55]. However, the generation and management of cDNA libraries that have significant coverage of membrane proteins can be expensive and not accessible to many investigators. In addition, selective expression of the myriad of possible receptors isoforms that may participate in ligand binding makes truly comprehensive cDNA libraries infeasible.

One way to address isoform-specific expression while facilitating library management is to use CRISPR activation (CRISPRa). In this implementation, CRISPR-Cas9 fused to transcriptional activation domains is coupled to guide RNAs selectively targeting cell-surface genes to overexpress receptor proteins. A high coverage CRISPRa guide library targeting most cell surface proteins has been recently utilized to identify novel receptor-ligand interactions [56].

2.6 Computational models

2.6.1 Concept description

Computational models cover a large range of concepts that attempt to predict PPIs based on existing knowledge of the biochemistry of protein binding and features of proteins, such as the sequence, conserved residues or structural features.

2.6.2 Concept pros

Computational models can offer relatively less resource-consuming and faster alternatives to experimental research. They allow for the theoretical exploration of PPIs without regard for experimental challenges related to expression of proteins or development of workflows or platforms. Modern machine learning approaches may also identify unintuitive features that are the most predictive for interactions such as unappreciated modifications. They can also draw from larger pools of information, taking into account protein expression patterns, genetic variations and dysregulation in disease.

2.6.3 Concept cons

Computational modeling approaches to identify PPIs, not to mention ePPIs, are still in their infancy, with overall low rates of accuracy. Many are based on our existing knowledge of experimentally determined interactions, which may have biases and is incomplete. Approaches that attempt to model binding interfaces are too computationally expensive to be high-throughput even when experimentally determined protein structures exist [57].

2.6.4 Specific applications

Since computational approaches remain immature for human ePPIs, we will mostly highlight the different computational resources and a few different
approaches rather than try to describe a list of the major algorithms. However, this is a rapidly developing area mirroring the explosion in available experimental datasets, including data from all of the approaches mentioned so far as well as expression data for cell types, tissue and now single cells identifying which proteins are at the same places at the same times (Table 6) [58, 59].

The increased availability of comprehensive databases for PPIs, and more recently ePPIs, have fueled diverse computational approaches. Efforts like STRING [60] and BioGRID [61] which collects and curates public data on PPIs, are often drawn on for model development and are also important resources for individual researchers looking for the next interaction to drug. There are also many databases that document the progress of specific approaches like BioPlex which contains thousands of human interactions identified by AP/MS [18] as well as the Research Collaboratory for Structural Bioinformatics Protein Data Bank which captures many structures showing the molecular details of PPIs [62]. However, even here ePPIs have posed a challenge because we do not have a definitive list of all proteins that reach the cell surface in various tissues and cell types, though ongoing efforts are trying to experimentally answer that question [59, 63–65]. Recently, the human surfaceome was estimated using a machine learning model to predict the cell surface localization of almost 3000 proteins [66].

Modeling approaches that actually attempt to predict ePPIs range in terms of the types of information they try to account for. While not yet applied to human ePPIs, the use of residue-residue coevolution in combination with structure modeling successfully predicted many ePPIs in bacteria [67]. Another approach, PICTree, focused on the structurally related immunoglobulin superfamily (IgSF) of proteins, using knowledge of family members with known binding partners and sequence conservation to predict new interactions using [68]. Lastly, some approaches use broad information sets about a gold standard set of interactions. For example, FpClass trains their model on everything amino acid makeup to post-translational modifications to expression patterns [69]. However, this still resulted in an estimated false discovery rate of 60%, which shows that while modeling can assist in hypothesis generation, there is more work to be done before modeling would take the place of experimental approaches.

3. Summary

Extracellular protein–protein interactions are an important set of possible drug targets. They are commonly dysregulated in disease and can be targeted to alter disease phenotypes. Practically, ePPIs are exposed on the cell surface, making them easier to access using therapeutic approaches. However, because of challenges associated with ePPI biochemistry, most membrane proteins and secreted factors do
not have identified interactions. Elucidating the extracellular interaction networks in humans as well as their dysregulation during disease will be key to understand basic biology and fuel new or improved drug development efforts. To tackle this daunting challenge, researchers have applied genetic, chemical, biochemical and computational approaches to come up with an ever-growing list of ePPPIs. Here we have reviewed the progress made in the last decade in technologies suitable for the study of ePPPIs. In particular, we discuss those approaches that can be applied to the high throughput screening of ePPPIs in an unbiased fashion.

4. Future perspectives

As costs are continually falling on readouts like sequencing and mass spectrometry, and as throughput increases with better automation and computational analysis, the future looks bright in the field of ePPPI identification. More and more techniques will cross over the categories that we have laid out, finding middle points that balance the various tradeoffs of ease, interpretability, and physiological relevance.

One exciting development that 2020 brought was the release of two large-scale efforts using ePPPI-optimized pentamer-based direct interaction screening approaches. These efforts each systematically tested hundreds of thousands of pairwise interactions, focusing on the IgSF of single-pass transmembrane proteins, the largest family of secreted and membrane-expressed proteins in the human genome [39, 40]. These large interaction networks identified hundreds of new interactions and present the most extensive ePPPI network maps to date.

Once the interactions are found, we need to be able to manipulate them in humans to cure diseases. While not the topic of this chapter, several exciting developments on the drug development front holds much promise for targeting ePPPIs. New highly selective inhibitors that recognize the transmembrane domains of protein, such as the isoform-selective inhibitor of the Nav1.7 channel, can provide novel classes of chemical inhibitors of transmembrane proteins to disrupt ePPPIs [70]. While cytokines often offer desirable ways to manipulate many immune functions, they are often like playing with fire because of their many disparate effects. However, with improvements in protein design, completely artificial cytokine mimics can now be made which can be highly selective for activities that are desired and counter selected for activities that are not [71].

One major challenge that lies ahead is to not to just identify ePPPIs but to identify disease relevant human ePPPIs. Along these lines, a recently published map of the IgSF highlighted the power of big data integration, showing that the combination of clinical data with a focus on the protein pair participating in ePPPIs gave greater predictive value than each of the proteins alone [39], suggesting that targeting specific ePPPIs may be more beneficial than targeting an individual protein. Another challenge is the reliance on animal models. Plasma membrane and secreted factors are some of the least conserved of all proteins [72], having to evolve to adapt to our unique physiology. As more complex human ePPPI networks are discovered, it will be a challenge to understand their impacts at the organismal level. Whether it be organoid systems or better functional assays, with the rapid growth in ePPPI identification technologies, soon we’ll have to find high-throughput ways to ask, what do they do?

5. Executive summary

- Extracellular protein–protein interactions (ePPPIs) make for good drug targets because they control many biological processes and are accessible to therapeutic agents.
• An estimated third of all human genes encode for proteins that may be involved in ePPIs, necessitating high-throughput approaches for unbiased discovery.

• General PPI detection techniques often fail to overcome challenges posed by extracellular proteins, leading to the development of ePPI-specific approaches.

• EPPI-specific technologies address some of these challenges directly, such as using multimerization to strengthen characteristically weak interactions or assaying interactions on cells to avoid difficult membrane protein purifications.

• Techniques typically balance several tradeoffs, mainly: control and interpretability versus physiological relevance, rates of false positive versus false negative results, and scale and coverage versus time and expense.

• Specific techniques fall into broad categories: biochemical fractionation, affinity purification, protein-fragment complementation, proximity labeling, direct interaction and computational modeling that can be synergistic for ePPI discovery.

• New ePPIs are still being discovered with the aid of new techniques, suggesting that many remain to be found. The methodologies discussed in this chapter should set the bases for identification and characterization of novel ePPIs in humans and other model organisms.
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Chapter 4

Design and Implementation of High Throughput Screening Assays for Drug Discoveries

Fawzi Faisal Bokhari and Ashwag Albukhari

Abstract

The process of drug discovery is challenging and a costly affair. It takes about 12 to 15 years and costs over $1 billion dollars to develop a new drug and introduce the finished product in the market. With the increase in diseases, virus spread, and patients, it has become essential to invent new medicines. Consequently, today researchers are becoming interested in inventing new medicines faster by adopting higher throughput screening methods. One avenue of approach to discovering drugs faster is the High-Throughput Screening (HTS) method, which has gained a lot of attention in the previous few years. Today, High-Throughput Screening (HTS) has become a standard method for discovering drugs in various pharmaceutical industries. This review focuses on the advancement of technologies in High-Throughput Screening (HTS) methods, namely fluorescence resonance energy transfer (FRET), biochemical assay, fluorescence polarization (FP), homogeneous time resolved fluorescence (HTRF), Fluorescence correlation spectroscopy (FCS), Fluorescence intensity distribution analysis (FIDA), Nuclear magnetic resonance (NMR), and research advances in three major technology areas including miniaturization, automation and robotics, and artificial intelligence, which promises to help speed up the discovery of medicines and its development process.

Keywords: Drug discovery and development, High-Throughput Screening, fluorescence resonance energy transfer, biochemical assay, fluorescence polarization (FP), homogeneous time resolved fluorescence (HTRF), Fluorescence correlation spectroscopy (FCS), Fluorescence intensity distribution analysis (FIDA), Nuclear magnetic resonance (NMR), miniaturization, automation and robotics, and artificial intelligence

1. Introduction

It takes about 12 to 15 years and costs over $1 billion dollars to develop a new drug and introduce the finished product in the market. Moreover, the process is highly complex and costly as huge investments are made into technology [1, 2]. There is a need to reduce costs, increase efficiency and introduce drugs conveniently and faster to the market by higher throughput methods. The High-throughput screening method screens millions of chemical and biological compounds in a short interval of time. It is an automated process and screens many biological or chemical compounds for their therapeutic potential. The
High-throughput screening method efficiently accelerates the discovery of drugs, which are of potentially great therapeutic promise compared with other screening methods [3–5].

This review highlights the types of High-throughput screening assays and different detection techniques such as fluorescence resonance energy transfer (FRET), biochemical assay, fluorescence polarization (FP), homogeneous time resolved fluorescence (HTRF), Fluorescence correlation spectroscopy (FCS), Fluorescence intensity distribution analysis (FIDA) [6], Nuclear magnetic resonance (NMR), and research advances in three major technology areas including miniaturization, automation and robotics, and artificial intelligence, which has shown great promise to speed the discovery of medicines and its development process [7, 8].

1.1 Understanding high-throughput screening process for the discovery of drugs

In the high-throughput screening process, many compounds are screened to find potential candidate compounds that efficiently affect a biological target. These so-called candidate compounds are referred to as 'hits.' As an example, the high-throughput screening process successfully identified a potent pan-SRC kinase inhibitor now known as 'Dasatinib, BMS-354825' for the biological target of diabetes. The high-throughput screening processes involve various detection methods such as robotics or plate readers and corresponding software to process and analyze the data obtained. Once the ‘hits’ are discovered, further analysis in the high-throughput screening process can enable one to understand the potential optimization of the ‘hits’ achieved during the first screening round [9–11].

It is essential to understand that the high-throughput screening method alone cannot wholly evaluate a potential drug as toxicity studies are further needed for this evaluation. Instead, high-throughput screening is essential to eliminate the time that would have been wasted on investigating compounds that had little or no desired effect on the biological target. Through the utilization of this automated screening process, millions of compounds can together be screened and compounds with no or poor effects eliminated [10].

Basically, in the process of high-throughput screening HTS high number of effectors and biological modulators are screened and assayed against specific and selected targets. The high-throughput screening HTS process ensures that the time taken to screen large compound libraries is reduced and the whole drug discovery process is speeded up. In this manner, the high-throughput screening HTS method can be capable of screening more than thousand compounds per day [12]. It is ideally a mechanism-based approach where compounds are screened to provide improved drugs. High-throughput screening process precisely focuses on single mechanism contributing to identification of target specific compounds. The high-throughput screening HTS assays helps to screen various types of libraries such as genomics, protein, combinatorial chemistry, and peptide libraries [10]. The high-throughput screening HTS and assay method includes various steps such as preparation of reagents, target identification, compound management, assay development, and high throughput library screening, which are performed with extreme care and precision. The detail steps are as follows [13].

Firstly, targets are selected. There are presently around 500 targets that are being utilized by various companies. Among these targets, cell membranes receptors, mostly G-protein coupled receptors are commonly used and comprise the largest group with 45% of the total, followed by Enzymes (28%), hormones (11%), unknowns (7%), ion-channels (5%), nuclear receptors (2%), and DNA (2%). Off late pharmaceutical companies are interested to analyze compounds that interfere or modulate the function of GPCRs [13].
Undoubtedly, the integration of different compound libraries with wide chemical diversity in the high throughput screening method is a potential solution for massive drug discovery. The identification of good hits via the high throughput screening method can effectively reduce the time frame of discovering drugs in the process. However, for the screening technique to be successful various factors are dependent on it. Various factors that are essential to be considered are quality and number of validated targets, diversity and number of compounds, and the capability to screen compounds in a cost effective and timely manner using robust informative assays. Not just that, there are certain limitations of the high throughput screening method that defines the pharmacological properties of active compounds such as, synthetic chemistry for lead optimization and the low throughput of secondary assays. This major drawback causes a major hindrance to the overall identification rate of potential candidates for clinical evaluation. Due to this reason, researchers and scientists are trying to develop better technological solutions to overcome these challenges.

1.2 Application of high throughput screening (HTS) in drug discoveries

Applications of High-throughput screening (HTS) method in drug discoveries are detailed below

1.3 In screening

- For screening of novel biological active compounds
- Various natural products
- Combinatorial libraries such as peptides, chemicals etc.
- Biological libraries
- RNA chips
- DNA chips
- Protein chips

Generally, High-throughput screening process is carried out via a microliter plate. Today, modern micro plates for HTS assays are performed in automation-friendly microliter plates with a 96, 384, 1536 or 3456 well format. The so called wells successfully comprise of experimentally useful matter, often an aqueous solution of dimethyl sulfoxide (DMSO) and some other chemical compound, the latter of which is different in each well across the plate [14].

Today, in most of the drug discovery labs, the collection of libraries has increased from 400,000 to more than 1 million compounds. In order to screen these high numbers of compound libraries automated 384 wells or higher density single compound test formats are used. Ideally, the primary screen is responsible and designed for rapid identification of hits from this library of compounds. The aim is to achieve a minimum number of false positives and maximum number of confirmed hits. Not to mention, the hit rates generally range between 0.1 – 5%, depending on the assay. The hit range or number also depends on the cutoff parameters that are set by the researchers, or the dynamic range of a given assay. These Primary screens run in multiples of single compound concentrations. The results of
the primary screening method are expressed in terms of percent activity as a negative (0 percent) and a positive (100 percent) control. The achieved Hits are further retested, generally independently from the first assay. After retesting, if a compound displays the same activities, it is accepted as a confirmed hit, and the process go through secondary screening or lead optimization. The results obtained from the secondary screening method are used to decide and further filter the substances that will make it on to clinical trials [13].

The combination of screening methods with bioinformatics, allows potential drugs to be efficiently and quickly screened, and hence discovering drugs at a faster speed and, which can be explored in more detail. The Initial screening of these compounds for their binding ability is the main role of high-throughput screening method. The high-throughput screening process generally involves developing tests, or assays, where in the potential compounds are made to bind with proteins, causing visible change that can be automatically read by a sensor. Generally, this change is achieved by light emissions by a fluorophore in the reaction mixture. The way the process works out is that, fluorophores are attached to target proteins in such a way that its ability to fluoresce is diminished (quenched) when the protein binds to another molecule. Then a different system measures the difference in polarization, which is a property of light, emitted by unbound versus bound fluorophores. Usually, bound fluorophores are highly polarized and hence can be easily detected by sensors. Various detection technologies for high throughput screening are available today these includes time-resolved fluorescence (TR-FRET), fluorescence resonance energy transfer (FRET), fluorescence polarization, luminescence and absorbance. Not to mention these methods required efficient, highly sensitive, and versatile multi-mode micro plate readers [13].

Generally, libraries are referred as sets of compounds produced by combinatorial chemistry. Depending on how the solid-phase are handled, these compounds may be either mixtures or individual compounds. In biological assays range of compounds present in the libraries are tested as follows.

• Test of mixture in solutions
• Test of individual compounds in solutions
• Test of compounds on the beads

1.4 Test of mixture in solutions

In this test method the compounds are cleaved from the beads and tested in solution. Sometimes, it is a tedious task to find the compounds that are active by observing the pharmacological screen. In order to carry out successful identification of the most active compounds, it is essential to resynthesize the components individually. In this manner the process of screening and resynthesizing in an iterative manner is one of the most successful and simple methods for the identification of most potent components from libraries.

1.5 Test of individual compounds in solutions

A second method of testing compounds is the separation of the beads manually into individual wells and cleaving the compounds from the solid-phase. These compounds are then tested as individual entities.
Another method for screening is testing on the beads. This is carried out by the application of fluorescent assay or colorimetric technique. In this process appropriate beads can be chosen by fluorescence or color, and picked out by micromanipulation. Further, the product structure of the active compounds, if a peptide, can be determined by sequencing on the bead. Whereas, non-peptide structures can be identified by one of the tagging methods.

### 1.7 Applications

High-throughput technology finds wide applications in areas other than drug development. These include the following:

- Genomics
- Protein Analysis
- DNA Sequencing

### 1.8 Traditional screening vs. high-throughput

Traditional methods were time-consuming as compared to high-throughput discovery. The table below demonstrates the differences between traditional methods and high-throughput methods. As shown in Table 1, screening ability of high-throughput screening ability increased 50 times on the low end, and 200 times on the high end as compared to traditional screening [3]. Leading to an increase of efficacy and accuracy, in High-throughput screening method. Moreover in high-throughput screening method minimal amounts of test compounds are used [12].

### 2. Types of high throughput assays

Assays are segregated into cell-based assays and biochemical assays. Biochemical assays are further segregated into homogeneous and heterogeneous assays [15].
2.1 Homogeneous assay

Homogeneous assay measurement is a single step process, where reagents are added in a single stage or multiple steps. Steps involved are fluid addition, incubation and readings. The homogeneous assay measurement is characterized by the interaction between the surrounding environment and the analyte. The homogeneous assay measurement method can be coupled with different detection techniques such as fluorescence, radiometric etc. for HTS. The advantageous feature of the homogeneous assay measurement method is that it is simple and involves minimum steps thereby contributing to reduce cost and minimum robotic complexity required in automation. One of the drawback of the homogeneous assay measurement method is that there are interference in measurements as it is carried out in the presence of other assay components and having a signal to background ratio of less than 10 [15].

2.2 Heterogeneous assays

Heterogeneous assays measurement method is a bit more complicated than the homogeneous assay method as it involves a few additional steps such as filtration, centrifugation etc. These additional steps ensures that the component(s) to be measured are separated from rest of the components, which may cause interference in assays measurement method and hence contributing to high signal to background ratio. A thumb rule always followed is that when homogeneous assay fails or high signal to background ratio is required, heterogeneous assay measurement method is generally carried out [15].

2.3 Biochemical assays

Biochemical assays are protein, enzyme-based, or receptor assays that utilizes a designated target in a more purified form. Generally speaking, biochemical assays are frequently carried out using scintillation proximity assay (SPA), radiometric, colorimetric fluorescence detection techniques. In the Scintillation Proximity Assay technology binding reactions are assayed without carrying out the filtration or washing process step. In this technique radioactive labels emitting electrons at about 10 μm in water are used to carry out the assay. Generally, SPA technique is a preferred method for all surface cell receptors when high binding and low receptor density is required [15].

One of the biochemical assays technique is Fluorescence resonance energy transfer. This technique is further summarized in the next sections [15].

2.4 Fluorescence resonance energy transfer (FRET)

FRET technique is a non-radiative quantum mechanical process, where energy is transferred from an excited donor fluorophore to a suitable acceptor fluorophore. Here, energy from incident light is absorbed onto the donor fluorophore and it is transferred to nearby acceptor molecule [15].

There are certain conditions that must be fulfilled for an effective FRET assay:

i. Ensuring effective overlap between the donor molecules fluorescence emission spectrum and the acceptor chromophore’s excitation or absorption spectrum. The degree of overlap is termed as spectral overlap integral (J).

ii. The acceptor and donor fluorophore must be as close to each other (typically 1-10 nanometer).
iii. Ensuring significant difference in the extent of quenching of the starting material and product.

iv. Ensuring that the transition dipole orientations of the acceptor and donor are almost parallel. (SANGEETA SAINI, Syed Arshad Hussain)

v. Limitation of Fluorescence resonance energy transfer technique FRET:

vi. It needs an external illumination for the initiation of fluorescence transfer to occur.

vii. Possibility of direct excitation of the acceptor or to photo-bleaching. To avoid this, Bioluminescence Resonance Energy Transfer technique (or BRET) is used, which uses a bioluminescent luciferase from sea pansy *Renilla reniformis* to produce an intialpoton [15].

2.5 Fluorescence polarization (FP)

The Fluorescence polarization technique is widely used in high throughput screening method. In this technique when light is irradiated to the fluorophore, it gets excited and emits light in same polarized plane. The fluorophore remains steady throughout the excitation state. However, if the fluorophore changes its position i.e., it rotates during excitation state, it emits light in different plane (depolarized). Larger molecule tends to show little movement while smaller molecule rotates quickly and giving high and low polarization value [15, 16].

2.6 Applications

i. The Fluorescence polarization technique has been used in ligand/receptor studies, Tyrosine Kinase Assays etc.

ii. The Fluorescence polarization technique has also successfully found application in quantifying biochemical properties such as attachment of proteins to nucleic acid, protein denaturation etc. [15].

2.7 Homogeneous time resolved fluorescence (HTRF)

The HTRF method is a combination of time resolved measurement (TR) of fluorescence and standard FRET technology, thereby allowing the elimination of short-lived background Fluorescence, which occurs due to interfering materials in the sample and allowing a delay of approximately 50 to 150μseconds between the initial excitation and fluorescence measurement. Homogeneous time resolved fluorescence method utilizes europium cryptate (Eu3+ cryptate) as fluorescent energy donor, which are rare earth complexes consisting of a macrocycle within which a Eu3+ ion is tightly embedded. This cage behaves as an antenna, collecting and transferring energies to the Eu3+ ion that eventually releases this energy with a specific long lived fluorescent pattern. Cryptate comprise of cross-linked allophycocyanin or XL665, a phycobilli protein pigment purified from red algae as acceptor [15].

In a recent research study HTRF was used as a screening application for the assay of tyrosine kinase and screening against tumor necrosis factor receptor in a 384-well microplate.. It was observed that (HTRF) was similar and related to fluorescence intensity techniques. The detector was gated for a short time period of
(10 ns) - > and the initial burst of fluorescence was not measured. Post this gating period the longer lasting fluorescence of the sample was measured. HTRF is effectively used to enhance sensitivity levels [15].

Applications of HTRF and FRET methods:

- In studies of molecular interaction and immunoassays.
- There exist many reagents pre-labeled with HTRF donors, which can be adapted to many assays.

2.8 Fluorescence correlation spectroscopy (FCS)

FCS is a confocal fluorescence where parameters of prime importance are the fluctuation of the fluorescence intensity, occurring from noise as well as biological, chemical, and physical effects on the fluorophore. Changes in chemical and physical properties, like equilibria, reactions, complexation, quenching, and like molecular motion, photophysical interactions, changes in conformation affects the overall emission [15].

2.9 Applications

1. Enabling the determination of various molecular interactions.

2. Enabling the study of conformation changes.

3. Enabling efficient diffusion analysis by concentration and aggregation measurements.

4. Enabling applications in binding assays and enzymatic assays.


2.10 Fluorescence intensity distribution analysis (FIDA)

The FIDA technique involves the monitoring of the sample’s fluorescence intensity with a heterogeneous brightness profile. Hence, it help to determine the concentrations and specific brightness values of a number of individual fluorescent species in a solution [15].

2.11 Nuclear magnetic resonance (NMR)

Nuclear magnetic resonance based screening is an effective method to help identify leads of low molecular weight organic compound which bind to the protein targets. The screening method provides information on the binding location and affinity of potential lead compounds. This method is especially useful in the designing of highly selective lead structures or when hallow binding pockets need to be targeted. However, the technique is extremely sensitive toward loose fragment binders offering comparatively high throughput.

This Nuclear magnetic resonance NMR based screening method not only provides information of the binding site or the conformation of the bound ligand but it also reveals information related with docking of the ligand to the protein’s binding pocket [15].
3. Cell based assays

Cell-based assays in HTS method are classified under following classes: [6].

3.1 Second messenger assays

The Second messenger assays are used to efficiently measure fast, transient fluorescent signals occurring in matter of seconds or milliseconds. It monitors signal transduction from activated cell-surface receptors. Many fluorescent molecules are known to respond to changes in intracellular.

Calcium ion concentration, membrane potential and various other parameters, hence they are The second messenger assays are made of fluorescent molecules as these molecules are known to respond to changes in intracellular Calcium ion concentration, membrane potential, and various other parameters, So, the fluorescent molecules are used in second messenger assays for receptor stimulation and ion-channel activation. The development of hydrophobic voltage-sensitive probes and FRET-compatible microplate instrumentation has helped the advancement of the screening technique for ionchannel drug discovery [15].

3.2 Reporter gene assays

The reporter gene assays monitors cellular responses at translation levels. It is responsible for indicating the absence or presence of gene products and in turn reflecting changes in a signal transduction pathway. The quantifications of reporters are generally performed by various bio-chemical methods i.e., by measuring enzymatic activities. Typically, plasmids are used as reporter genes [15].

3.3 Cell proliferation assays

Cell proliferation assays are responsible for monitoring the overall growth or no growth responses of the cell to external stimuli. Cell proliferation assays can be quickly and easily employed for automation [15].

3.4 Statistics

It is essential to achieve quality hits with high degree of confidence in drug discovery process. Errors occur or issues arise when analytical method for hit selection is repeated under similar conditions. In real case scenarios obtained results differ from each other and there occurs variability in the system under studies. Using statistical tools in analyzing screening experiments is the correct approach for the interpretation of screening data, and hence supporting making right decisions [15].

4. Breakthrough technologies

4.1 Automation and robotics

In the high-throughput screening process, large numbers of samples are screened, microplates having up to 3456 wells are generally used to hold the samples. Primarily, automation plays an essential role in the high-throughput screening process enabling millions of compounds to be rapidly screened in shorter
time periods, as opposed to laboratory benchtop investigation of compounds by researchers in the same period [2, 17].

However, there are various challenges faced in automation. For instance, the reagents quantity added to each well of a microplate has to be minimized in order for the potential compounds screening experiment to be designed within the constraints presented by automation. Other challenges include limiting the adjustments that can be made to compounds through the screening process. The means that only one single injection of compound is applicable to target samples. Hence, further adjustments cannot be made to how compounds are added to samples as the experimental design is would no longer be suitable for automation process [2].

Automation is generally categorized into three common modes namely, batch, semi-automated, and integrated. These three modes differ in functions such as walk away capabilities, flexibility, complexity and numbers of tasks. For example, in the batch mode, scientist still need to load stacks of plates, which are further limited to fewer steps in the process. On the other hand, Integrated automation, is a more sophisticated process, which is capable out of performing multiple scheduled steps facilitated by a robotic mover, further allowing non-manual operation for long periods [2, 18].

Often the automated solution requires the operator to be well skilled with the automation process. If not so, specialized training are provided from the equipment. Batch automation are often performed with little specialized training of the operators. Today automation has evolved and become more democratized as compared to the scenario ten years ago. This trend reduces the need for specialized training of the operators in the future and further making such solutions commercially available [2].

A further process involved in high-throughput screening is a robotic configuration. Often a robotic system is incorporated into high-throughput screening platforms to accelerate the time by which data is acquired [2].

The system essentially would be able to perform multiple functions such as adding reagents, transferring microplates, mixing samples, and incubating samples at specific temperatures. This enables both experimental times to be reduced and the elimination of any error that could potentially be brought about if the process was carried out manually [2].

4.2 Miniaturization

Today researchers aim to reduce the cost the process even more than current high-throughput screening technology. Miniaturization is a technology where smaller or lesser sample quantities are utilized to provide results, in the aim to reduce cost of using more samples. However, smaller quantities must provide reliable results. Development in miniaturization introduces higher sensitivity microplates for high-throughput screening, which can reliably measure signals from small sample sizes and overcoming the challenges of the initial miniaturization technology [2].

However, it is predicted that in the further miniaturization of the screening process can be achieved in future, thus reducing costs of the process even more than current high-throughput screening technology [2].

Most of the steps in HTS lead discovery are influenced by miniaturization. First step in miniaturization is increasing the density of plate well to more than a 96-well standard. Target densities of about 384, 1536, and 3854 wells per plate are available. Hence, higher throughput screening (HTS) achieved through this method of
miniaturization majorly reduces the reagent costs as reaction volumes decreases from 10 to 20 mL in the well of a 384-well plate down to <2 mL in the well of a 1536-well plate [2, 19].

It is quite challenging to handle fluids in miniaturized assays, nevertheless it is a crucial parameter for performance. It is difficult to dispense compounds that are stored or solubilized in organic solvents, in a fast, controllable, and accurate manner. Additional issues include effective mixing, clogging, and evaporation that need to be resolved. Ebner states that “One of the most common problems that high-throughput labs have to address is spatial or edge effects.” When poor cellular growth occurs at the perimeter of the wells as compared to growth of the cells in the rest of the plate, the phenomena is called as edge effect. As a consequence, these challenges tend to restrict the plate density to about 384-wells. Microfluidic technology, is a more extreme form of miniaturization, helps to addresses some of these known fluid handling challenges. Microfluidic chips replaces the liquid handling mechanics with channels connected to liquid reservoirs while providing the benefits of reduced volumes. In most cases, the devices comprise of integrated tools including electrodes built-in and combines multiple operational steps [7, 20].

Microfluidic devices are also capable of isolating single cells that can be further cultured on the chips. This ability of microfluidic devices eliminates cellular heterogeneity on cancer cell populations as an example. Traditional drug screening methods see response information from an average of all cells. The microfluidic solution allows analysis of a single cell’s antidrug response. In addition to this cell-on-chip model, recent advances have led to tissue-on-chip and organ-on-chip models which are still early in development [21]. Someday, these chip models may provide an alternative to animal models [22]. Because they are early in development, they are not high-throughput solutions today. But they show great promise to speed determination of drug activity, optimal combinatorial drug screening and toxicity testing in the future [2].

4.3 Artificial intelligence

Artificial intelligence (AI) has found great applications in medicinal chemistry for designing compounds and the discovery of drugs since the 1960s. A well-known Machine-learning tool like quantitative structure–activity relationship modeling has played a very important role to help in the identification of various useful target molecules from millions of compounds. Today, the application of Artificial intelligence has expanded onto drug discovery and tasks including image analysis, robotics control, and logistics. Artificial intelligence has also expanded its application in the process of drug discoveries namely hit identification, target selection, lead optimization, efficiently helping in preclinical and clinical trial studies [2, 23–25].

New applications of Artificial intelligence in drug discovery process now lets the researchers and scientists supervise the system as opposed to driving the system manually. Moreover, Artificial intelligence combined with robotic systems provides automation of the design, build, test, and learn (DBTL) cycle, resulting in a system for designing experiments, executing it, data analysis, hence, the optimization and execution of experiments iteratively. Consequently the application of artificial intelligence decreases the number of experiments to be performed and helps to generate the best possible optimization. In practice such systems have been developed and demonstrated at the University of Illinois. The new fully-automated system outperformed traditional screening methods by 77% and evaluated less than 1% of possible variants [2, 26].
Following are the advantageous features of Artificial intelligence in drug discovery applications [2, 4].

i. Helps in cutting down of the time by more than half to develop a potential drug candidate from lead molecule.

ii. Predicted molecules by Artificial intelligence are highly precise.

iii. No time is wasted on testing irrelevant molecules, as compared to traditional methods that test 90% of the irrelevant molecules [27].

iv. Currently, Artificial intelligence is capable of discovering novel compounds that are more selective and potent. This is achieved by quicker speed of high quality screening data sets at an affordable cost as compared to the expensive and slower screening method alone.

An area where artificial intelligence plays an essential role is the field of personalized or “precision” medicine [28]. Precision medicines are basically growing drugs in the industry. In the development process of personalized medicine, collections of healthy and diseased human samples are needed [4]. Usually, the samples are sequenced using next-generation sequencing technique, resulting in the generation of massive data. The application of Artificial intelligence and methods of deep learning helps in the efficient analysis of big data sets [25].

5. Conclusions

The primary goal of high-throughput screening processes is to screen through a library of compounds, and help in the identification of candidates that affect the target in a desired way. This phenomena is referred as “hits” or “leads”. Generally, hits are achieved by using various technologies including liquid handling devices, plate readers, robotics, and software for data processing. Today automation and robotics has been widely accepted in the drug discovery process and great progress continues to be made in this area. Automated process provides better process consistency and hence, better data quality. Alternatively, automation not only allows scientists to walk away freely and pursue other tasks, but it also allows trail of traceability if any questions arise. The process of automation minimizes human errors [29].

To sum it up, HTS processes does not particularly helps in the identification of drugs, because HTS cannot assess several properties that are critical for developing new drug. For example, HTS method cannot evaluate properties like bioavailability and toxicity. Instead, the primary role of HTS assays is to help in the identification of “leads” and provide suggestions for their optimization. Hence, the results from HTS assays helps to reveal the initial point for further steps in the drug discovery process, including drug design. HTS assays also helps to understand the interaction or role of a particular biochemical process.

Hence, the HTS method should be accepted as a technology that scans biological library quickly and efficiently excluding compounds showing no effect in the analysis. Various academic institutions and mainly industries use high-throughput screening method to screen large number of compounds on a daily basis. Various detection techniques FCS, NMR, HRTF etc., contribute to the screening of compounds in large number.
According to market analysis, the global (HTS) market size was at 15.3 billion USD in 2020 and is projected to reach 26.4 billion USD by 2025, growing at a CAGR of 11.5% in the forecast period. Market growth is driven by factors including improving research and development spent by biotechnological and pharmaceutical companies, advancements in high throughput screening technologies, availability of funding from government, and capital investments from various bodies. As we all are aware of the outbreak of the corona virus, in response to this, various biopharmaceutical, pharmaceutical companies, and small startups have stepped forward to develop solution to this issue. Scientists and researchers were able to find list of molecules that could target COVID-19. As per the latest reports, there are 79 available vaccine candidates, out of which 20 vaccine candidates are in the third stage of clinical trials. Out of the 20 vaccine candidates, eleven of them have been authorized in various countries. Researchers and scientists have taken the initiative to speed drug discovery process by using high throughput screening method and found few promising drugs that can be used against COVID-19 namely Remdesivir, Chloroquine & Hydroxychloroquine, Lopinavir & Ritonavir, and Lopinavir with Ritonavir plus Interferon beta-1a. There has been an increase in drug discovery projects in efforts to treat COVID-19, which is the driving force for the growth of the high-throughput screening products market [30].

Off late, pharmaceutical & biotechnology industries are collaborating with various academic and research institutions to implement drug discovery more efficiently. The industries and the institution works hand in hand as institutions perform target identification and validation of research, while industries carry out high throughput screening assay development and screening campaigns. In this manner the industries and research institutes, benefits from this collaboration [30].

However, there are certain hindrances to the growth of the high throughput screening market. The commercially available assay platforms are applicable for the already established target classes namely G-protein coupled receptors, ion-channels, nucleic acids, and enzymes. However, today there exists addition of target classes such as transmembrane receptors, transporters, signaling pathways, protein–protein interactions, protein-RNA interactions, and protein-DNA interactions leading to numerous complexities (such as protein instability and reagent variability) in the field of assay development & target identification and being a barrier to the growth of the high throughput screening market [30].

Owing to this expansion of new target classes, researchers and scientist must be encouraged to invest their efforts in developing new essay platforms [30].

6. Executive summary

- The chapter highlights the different phenomenal concepts of HTS including fluorescence resonance energy transfer (FRET), biochemical assay, fluorescence polarization (FP), homogeneous time resolved fluorescence (HTRF), Fluorescence correlation spectroscopy (FCS), Fluorescence intensity distribution analysis (FIDA), Nuclear magnetic resonance (NMR).

- The chapter also illustrates the various types of HTS applications.

- A key factor for successful HTS protocols, optimization of precise conditions and environments for the production of optimal “hits”.
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• HTS is the selected experimental method for drug sensitization by screening thousands of drug compounds offered as libraries in a single day.

• Applications of HTS may include but not limited to, novel drug discoveries, natural products, biological libraries, DNA & RNA chips, and protein chips.

• Screening ability of high-throughput screening ability increased 50 times on the low end, and 200 times on the high end as compared to traditional screening.

• Different assays can be used for end-results such as cell-based assays, second messenger assays, reporter gene assays, and cell proliferation assays.

• Artificial intelligence (AI) has been widely used in HTS for selection of hits and potential targets.

7. Future directions

• HTS for bioactive small molecules can be identified through marine natural products to address ectopic issues.

• Artificial intelligence is coming to be more precise in the identification and selection of hits and potential targets.

• Recent research papers have pave the way for using HTS to identify novel potential small molecule inhibitors that can be used to inhibit bacterial, viral or parasitic replication.

• Recent HTS protocols have highlighted the importance of using HTS in the identification of modulators and activators of important pathways.

• Recent reports of HTS using spheroid 3D gastric carcinoma cells unleash new trends of using 3D cells in high-content imaging.
Design and Implementation of High Throughput Screening Assays for Drug Discoveries
DOI: http://dx.doi.org/10.5772/intechopen.98733

Author details

Fawzi Faisal Bokhari* and Ashwag Albukhari2,3

1 Regional Academic Affairs, Armed Forces Hospitals – Taif Region, Taif, Saudi Arabia

2 Department of Biochemistry, Faculty of Sciences, King Abdul Aziz University, Jeddah, Saudi Arabia

3 Centre of Artificial Intelligence in Precision Medicine, King Abdul Aziz University, Jeddah, Saudi Arabia

*Address all correspondence to: fawzi_bokhari@hotmail.com

IntechOpen

© 2021 The Author(s). Licensee IntechOpen. This chapter is distributed under the terms of the Creative Commons Attribution License (http://creativecommons.org/licenses/by/3.0), which permits unrestricted use, distribution, and reproduction in any medium, provided the original work is properly cited.
References


Section 4

High-Throughput Screening Based Cell Signalling Modulators for Novel Drug Designing/Development
Targeting the Aryl Hydrocarbon Receptor (AhR): A Review of the In-Silico Screening Approaches to Identify AhR Modulators

Farag E.S. Mosa, Ayman O.S. El-Kadi and Khaled Barakat

Abstract

Aryl hydrocarbon receptor (AhR) is a biological sensor that integrates environmental, metabolic, and endogenous signals to control complex cellular responses in physiological and pathophysiological functions. The full-length AhR encompasses various domains, including a bHLH, a PAS A, a PAS B, and transactivation domains. With the exception of the PAS B and transactivation domains, the available 3D structures of AhR revealed structural details of its subdomains interactions as well as its interaction with other protein partners. Towards screening for novel AhR modulators homology modeling was employed to develop AhR-PAS B domain models. These models were validated using molecular dynamics simulations and binding site identification methods. Furthermore, docking of well-known AhR ligands assisted in confirming these binding pockets and discovering critical residues to host these ligands. In this context, virtual screening utilizing both ligand-based and structure-based methods screened large databases of small molecules to identify novel AhR agonists or antagonists and suggest hits from these screens for validation in an experimental biological test. Recently, machine-learning algorithms are being explored as a tool to enhance the screening process of AhR modulators and to minimize the errors associated with structure-based methods. This chapter reviews all in silico screening that were focused on identifying AhR modulators and discusses future perspectives towards this goal.

Keywords: human AhR, in silico, in vitro, AhR modulator, crystal structure, AhR modeling

1. Introduction

Six decades ago, researchers made extensive studies to answer a puzzling question. That was how administrating exogenous substances such as polycyclic aromatic hydrocarbons (PAHs) had a potent induction on xenobiotic-metabolizing enzymes in rats’ livers [1, 2]. It was finally Alan Poland and his colleagues who finally answered this question in the early 1970s. Poland discovered a novel hepatic protein in complex with the polycyclic aromatic hydrocarbons compound, 2,3,7,8-tetrachlorodibenzo-p-dioxin (TCDD) [2]. The new protein was bound to TCDD in a potent affinity and was isolated from hepatic cytosolic fractions of mice C57BL/6, a mice model strain for studying aromatic hydrocarbon responsiveness.
This protein was later termed as the aryl hydrocarbon receptor (AhR) [2] and was identified as a ligand-activated transcription factor.

Later studies showed that AhR is expressed in several tissues including but not limited to; liver, lung, placenta, and heart and different cell types throughout the developmental periods of organ growth [3]. Further knockout studies in mice revealed essential functions for AhR in multiple physiological and pathophysiological pathways [4–6]. This accumulated knowledge over the last decades defined AhR as an environmental sensor for air pollutants and as a ligand-activated transcriptional factor, which regulates the expression of various genes, including enzymes responsible for xenobiotic metabolism [7].

AhR-mediates the toxicity of uncountable xenobiotics, and their triggered toxicity is accompanied by an overexpression and overactivation of AhR in cells. Thus, it increases the pathophysiological functions of AhR and could develop cancer in different organs such as the breast and liver. In addition, it can also lead to cardiovascular diseases, among other diseases [8, 9]. Thus, targeting AhR with a small molecule agonist/antagonist could efficiently inhibit several of the important hallmarks of various cancers [10].

Computational modeling and computer simulations continue to be an important tool for studying various biological mechanisms and for analyzing the interactions between biomolecular entities (e.g., proteins, DNA, and drugs). These methods use complex physiochemical and mathematical algorithms to predict the interactions between ligands and proteins at the atomistic level [11]. For instance, in the case of AhR, several computational studies have been reported to screen the chemical space for potential AhR modulators and to investigate how these ligands interact with the individual residues within AhR [12, 13]. This chapter will focus on summarizing the findings and computational approaches described in these studies. The chapter first discusses current knowledge related to AhR functions and describes all reported AhR crystal structures. It will then provide an overview on the different computational studies reported in the literature, which focused on investigating AhR dynamics and on identifying novel AhR modulators. We hope the information provided in this chapter can advance the development of AhR ligands and contribute to progress in this important research area.

2. AhR structure and functions

2.1 AhR domain structure

AhR is a member of the basic helix–loop–helix (bHLH)-PER-ARNT-SIM (PAS) family of transcription factors. The “PAS” term is an abbreviation for three proteins, namely, the Drosophila circadian rhythm protein period (Per), the mammalian AhR nuclear translocator (ARNT), and Drosophila neurogenic protein single-minded (Sim) [7, 14, 15]. Human AhR is a 848 amino acid with a molecular weight of ~96 kDa [16]. It includes two PAS domains, namely PAS A and PAS B, and interacts with the Aryl hydrocarbon nuclear tranlocator (ARNT) protein. Moreover, the PAS B domain involves two interactions sites: a ligand-binding site in which a bound ligand can modulate the AhR activity; and a direct binding interface for the HSP 90-chaperone protein. Additionally, AhR includes a basic helix loop helix motif located near its N-terminal domain, which is responsible for DNA binding as well as contributing to other protein–protein interactions. Finally, the transactivation (i.e., glutamine-rich region) domain is located close to the C-terminal of AhR and binds to a co-activator [7] as shown in Figure 1.
2.2 The AhR ligands and their modes of action

The AhR PAS B domain can interact with both exogenous and endogenous chemicals from various origins. These interactions can induce different effects on AhR activity, leading to a wide range of physiological and toxicological downstream consequences. For example, several studies showed that environmental pollutants have been associated with developing cardiovascular diseases, cancer, and other diseases through AhR modulation [7, 17, 18]. Exogenous AhR ligands include various aromatic hydrocarbon molecules such as dioxins. One can be exposed to such ligands through contaminated food or environmental pollutants. Following exposure, their interaction with AhR can lead to several toxic effects, including organ dysfunctions, immunotoxicity, and carcinogenicity. On the other hand, endogenous AhR ligands are usually metabolic derivatives derived from cellular processes such as 6-Formylindolo (3,2- b) carbazole (FICZ). The interaction of these ligands with AhR is part of a normal functional response through AhR modulation [7, 19, 20].

2.3 AhR physiological and pathophysiological roles

AhR is an essential protein that contributes to countless biological pathways to establish its physiological role in developing the immune system and regulating xenobiotic enzymes [7, 15, 21]. AhR knockout mice models showed abnormal female reproductive functions and impairment in managing blood pressure [7]. The overactivation and constitutive activation of AhR have been associated with the initiation, promotion, progression, and invasion of cancer cells. For example, activating AhR by exogenous AhR ligands can have several effects, which includes inducing cell proliferation in the G1-S phase, silencing tumor suppressor genes, and activating proto-oncogenes in cancer cell lines.

Earlier findings showed that the exogenous AhR ligand, 2,3,7,8-tetrachlorodibenzo-p-dioxin TCDD promoted the degradation of cell–cell adhesion and expansion of cancer cells’ motility by separating the Src kinase from the AhR protein complex. Furthermore, the activation of AhR via environmental pollutants can lead to a significant induction of xenobiotic-metabolizing enzymes, including CYP1A, which produces reactive intermediate metabolites and reactive oxygen species to promote tumor growth [14, 22]. In a nutshell, AhR resembles a machinery of genes, which controls xenobiotic-metabolizing enzymes in phases I and II, as shown in Table 1. Also, known AhR agonists such as TCDD and β-naphthoflavone have been shown to induce cellular hypertrophic actions on H9c2 cardiomyoblast cells. This was correlated with an increase in the levels of numerous cytochrome P450 genes, which could overcome by using an AhR antagonist [31]. On the positive side, experiments on a mouse model of induced colitis showed that the endogenous AhR agonist (FICZ), which has a strong binding affinity towards AhR, could block IL-6 and claudin-2 expression, and prevent any induced disorders in the intestinal barrier function through AhR activation [32].
Further protein knockout studies showed that AhR ligands play a fundamental role in autoimmune diseases through regulating Tregs and TH17 cell differentiation in the immune system. For example, FICZ inhibited Treg and TH17 cell development, accelerating experimental autoimmune encephalomyelitis in mice models [21, 33].

2.4 AhR signaling pathways

AhR is generally expressed in its inactive form in the cytoplasm as part of a protein complex encompassing a dimer heat shock protein, co-chaperone p23, an AhR-interacting protein, called AIP, and the protein kinase SRC (see Figure 2). The PAS

<table>
<thead>
<tr>
<th>Metabolism phase</th>
<th>Gene</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>Phase I</td>
<td>CYP1A1</td>
<td>[23]</td>
</tr>
<tr>
<td>Phase I</td>
<td>CYP1A2</td>
<td>[24]</td>
</tr>
<tr>
<td>Phase I</td>
<td>CYP1B1</td>
<td>[25]</td>
</tr>
<tr>
<td>Phase I</td>
<td>CYP2S1</td>
<td>[26]</td>
</tr>
<tr>
<td>Phase II</td>
<td>NQO1 NAD(P)H: Quinone oxidoreductase 1</td>
<td>[27]</td>
</tr>
<tr>
<td>Phase II</td>
<td>GSTA1 Glutathione transferase A1/2</td>
<td>[28]</td>
</tr>
<tr>
<td>Phase II</td>
<td>UGT1A6 Uridine diphosphate glucuronosyltransferase 1A6</td>
<td>[29]</td>
</tr>
<tr>
<td>Phase II</td>
<td>ALDH3A1 Aldehyde dehydrogenase 3A1</td>
<td>[30]</td>
</tr>
</tbody>
</table>

Table 1.
Xenobiotic metabolizing enzymes genes regulate via AhR pathway.

Figure 2.
Canonical pathway of aryl hydrocarbon receptor.
B domain within AhR binds to one monomer of the HSP90 dimer and the second HSP90 monomer interacts with the AhR basic helix–loop–helix domain (bHLH) as well as with the PAS A domain [34]. As shown in Figure 2, the bHLH domain within AhR is also crucial for DNA binding in a process initiated by the binding of an AhR ligand within the PAS B domain and its interaction with the co-chaperone P23. Binding to P23 stabilizes AhR in the cytoplasm, protecting it from proteasomal degrading, and also maintains the PAS B domain of AhR in a unique conformation, suitable for strong ligand binding [35, 36].

Once an AhR ligand binds to the PAS B domain, it forms an AhR-ligand complex, including p23, SRC, and AIP (see Figure 2). This complex is transformed into an active state and then translocated inside the nucleus. Then in the nucleus, all complex components dissociate from the AhR-ligand complex, excluding an agonist and AhR protein. Subsequently, AhR forms an active heterodimer with ARNT and creates an AhR–ARNT complex. This complex is then recruited to the DNA via the Dioxin response element (DRE), exhibiting a common DNA compromise motif (5′-TNGCGTG-3). This canonical AhR pathway increases the expression of various genes, including the principal ones in xenobiotic metabolism, AhR repressor (AHRR), and other genes [36].

3. AhR three-dimensional structures

Resolving the full-length three-dimensional structure of AhR has been a challenging exercise for the last two decades. Unfortunately, despite the many efforts towards this goal, there is no complete structure for the whole AhR protein. However, as discussed below, there are a few structures, which describe the number AhR domains. Although these structures do not reveal the exact overall AhR architecture, they can still provide useful information on the function of these separate domains. Giving computational modeling a favorable vantage point to construct reliable hypotheses for the full-length AhR organization for rational drug development and drug screening campaigns.

The first AHR 3D structure was reported in 2013 for the mouse PAS A domain (residues 110 to 267) at a resolution of 2.55 Å (PDB ID: 4M4X) (see Figure 3). This X-ray diffraction-based PAS A homodimer structure was obtained from recombinant E. coli expression. It contained a five β-sheet and elements order B-A-I-H-G, with four α-helices (Cα, Dα, Eα, and Fα) adjoining one side of the β-sheet. The interactions between the two PAS A monomers involved two distinctive areas within the A′ α-helices, revealing a strong interaction between Phe115, Leu116, and Ala119 from the A′ α-helix in one monomer with Val124, Phe260, and Ile262 from the β-sheet in the other monomer as shown in Figure 3. The protein structure revealed an undruggable pocket due to hydrophobic residues, and other residues such as Gln112 and Ile262 are essential in the interface for AHR dimerization, either homodimer or heterodimer with ARNT [37, 38].

Two more additional AhR structures were revealed in 2017 (see Figure 4). The two structures comprise multiple AhR domains and show a clear interaction between AhR and its dimerization partner, ARNT, as well as its interaction with two DNA strands. The two structures (PDB IDs: 5V0L and 5NJ8) [39, 40] were resolved at a resolution of 4.0 and 3.35 Å, respectively and revealed the complex formation among the bHLH and PAS A domains from human AhR and their interactions with ARNT and DNA. However, due to the observed high flexibility of the AhR PAS B domain and the transactive domain (C-terminal), none of these two subdomains were included in this architecture. However, both structures clearly explain the protein–protein interactions (PPI) and show clear interface regions for these
interactions between the individual domains within AhR as well as their interactions with ARNET and DNA.

As shown in Figure 4, the first PPI interface is between the AhR-ARNT heterodimer with the two DNA strands. This interaction is mediated by DRE Ser36, His39, and Arg40 from the AhR bHLH domain and His79, Asp83, Arg86, and Arg87 from ARNT, as well as thymine and guanine from the DNA. The second PPI interface is between AhR and ARNT through different regions within the two proteins. These regions involve many hydrophobic interactions from both proteins and comprise residues Leu47, Leu50, Leu53, Val74, and Leu70 from the AhR bHLH domain and residues Ile109, Leu112, Val136, and Met139 in ARNT. The third PPI interface involves interactions between residues from the PAS A domain in both AhR and ARNT, mediated by residues Phe117, Leu118, Ala121, Leu122, Tyr137, Val126, Phe266, and Ile268 from AhR. The fourth, and final PPI interface encompasses the interdomain interactions between the AhR bHLH
and AhR PAS A domains, through residues Phe136, Ser151, Ile154, and Leu246 from the PAS A domain and Phe56, Val60, Leu72, Ala79, and Phe82 from the bHLH domain.

4. Applications of computational methods in AhR modeling

The wealth of structural information described above on AhR provides an excellent opportunity to apply various computer-based simulations to study the dynamicity and structural organization of the various AhR domains. The applications of such computational tools not only can yield much needed insights on how these domains interact together within the AhR machinery, but can also offer detailed answers on their interactions with other AhR partners (e.g. ARNT, DNA, and chaperone proteins). It can also explain how a small molecule ligand can bind to AhR and how this can affect AhR functions, conformational dynamics or its interaction with other entities. Computational tools can also suggest novel-binding sites either within the AhR structure, or at the interfaces described above to either
stabilize these interaction (*i.e.*, agonism) or block these interactions (*i.e.*, antagonism). Most importantly, computational methods including virtual screening can be used as a high throughput-screening tool to identify compounds that can bind to these sites to modulate the AhR activity.

### 4.1 Modeling the PAS B domain

Most of the *in silico* AhR screening campaigns till now focused on studying the PAS B domain. The PAS B domain is also known as the ligand-binding domain (LBD), where the ligands (agonists/antagonists) have been shown to bind [41]. Given that the available AhR structures (described above) lack this domain, computational methods played a key role in studying the interactions of ligands with this important region. Towards this goal, homology modeling was used to build 3-dimensional structures for this domain to allow the study of ligand binding to AhR. A homology model approach usually starts with identifying a similar template to the target domain (*i.e.*, the PAS B domain in this case). Once a template is identified, one uses various computational methods (*e.g.*, sequence alignment, threading, and loop modeling) to construct the 3-dimensional structure of the target protein [42].

In many AhR studies, the human hypoxia inducible factors (HIF-2α) crystal structures served as templates for AhR-PAS B domain because it has the highest sequence similarity towards the AhR-PAS B domain. Table 2 provides a list of the reported *in silico* studies that were conducted over the last few years by adopting various crystal structures of HIF-2α as starting points to construct PAS B models. These studies were focused on understanding the roles played by the different PAS B residues in interacting with known AhR modulators and to screen for novel AhR ligands. Docking findings from these studies indicated that the binding cavity within the AhR-LBD can accommodate ligands with structural maximal dimensions of 14 Å X 12 Å X 5 Å, and showed that their binding within AhR relies mainly on electronic properties [17]. Given this information, various computational methods including molecular modeling, molecular docking followed by MD simulations, and binding free energy calculations were used to provide insights about ligand interactions within the PAS B pockets [49].

For example, Bisson and his group established an agonist-optimized model of the human AhR-PAS B domain, followed by docking around five thousand chemical structures, including AhR agonists and antagonists, within the PAS B domain.

<table>
<thead>
<tr>
<th>PDB ID</th>
<th>Structure method</th>
<th>Year of study</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>3H82</td>
<td>X-ray diffraction</td>
<td>2014</td>
<td>[41]</td>
</tr>
<tr>
<td>4GHI</td>
<td>X-ray diffraction</td>
<td>2014</td>
<td>[43]</td>
</tr>
<tr>
<td>3H3W</td>
<td>Electron microscopy</td>
<td>2016</td>
<td>[44]</td>
</tr>
<tr>
<td>3F1O, 3H7W, 3H82</td>
<td>X-ray diffraction</td>
<td>2018, 2018</td>
<td>[45, 46]</td>
</tr>
<tr>
<td>4XT2</td>
<td>X-ray diffraction</td>
<td>2019</td>
<td>[47]</td>
</tr>
<tr>
<td>3F1N, 3F1O, 3F1P, 3H7W, 3H82, 4GHI, 4GS9, 4XT2, 4ZP4, 4ZQD</td>
<td>X-ray diffraction</td>
<td>2019</td>
<td>[12]</td>
</tr>
<tr>
<td>3H82, 3H7W, 4ZQD</td>
<td>X-ray diffraction</td>
<td>2020</td>
<td>[48]</td>
</tr>
</tbody>
</table>

Table 2.
Report studies that used different crystal structures of human hypoxia inducible factors (HIF-2α).
Docking results were then filtered and the top five systems were subjected to long MD simulations (~ 60 ns) to study the conformational and dynamical changes in these generated complexes. Findings from Bisson's work revealed the importance of residues 307–329 in the PAS B domain, which were shown to be very flexible, acting as an access gate to the ligand-binding pocket. These residues can also adopt different conformations upon AhR ligands' binding and play a primary function in controlling the structural changes and accessibility of the ligands to the AhR ligand binding pocket [41].

4.2 Interaction of the PAS B domain with different ligands

With the 3-dimensional structure of the PAS B domain in hand, many groups focused on studying its binding to different ligands (e.g., TCDD) (shown in Figure 5) [50] and investigated this binding reaction for different species. For example, TCDD studies on mouse AhR revealed a number of conserved residues that regulate the access of TCDD to the binding pocket [51–53]. These residues include Thr283, His285, Phe289, Tyr316, Ile319, Cys327, Met334, Phe345, Ala375, and Gln377 and have been also shown to control the internal size of the binding cavity [54–56]. Similarly, aromatic side chains of Phe 289, Phe 345, and Tyr 316 were shown to be important in stabilizing TCDD in its best mode of binding via non-covalent interaction [54].

Mutations at outer residues (e.g., Arg282, Thr311, Glu339, and Lys350) into alanine did not impact TCDD binding to AhR [57]. In the human AHR-LBD a mutation at Ala375 to Val and Leu decreases the binding affinity of TCDD and makes indirubin a less potent endogenous AhR ligand [45, 58]. Additional site-directed mutagenesis within AhR-LBD residues has been used to identify key residues promoting for ligand selectivity in AhR. These developed models provided a clear basis towards understanding the mechanism of ligand-dependent activation of AHR via its PAS B domain. In particular, the above mentioned molecular docking
and mutagenesis analyses helped in identifying and confirming the binding pocket of TCDD and other AhR modulators [52, 57, 59, 60].

Examples of these models include those developed by Kim and her team, who constructed 3D models from several avian species including, chicken, albatross, and cormorant, and studied the sensitivity of dioxin derivatives against multiple AhR isoforms. All models were subjected to docking simulations with TCDD followed by MD simulations. Kim’s results used the mean square displacement (MSD) of the MD trajectories as a stability indicator for the bound ligands. These findings revealed Ile324 and Ser380 from chicken AhR1 exhibited the least MSD values compared to all AhR-LBD residues in other avian species. The size of binding pocket was also shown to be variable among the different species. Moreover, stabilization of TCDD in the binding pocket of chicken AhR relied on the features of Ile324 and Ser380, which explained why chicken AhR is more sensitive to TCDD binding compared to other AhR isoforms [54, 61–63].

Further mutational and functional analysis studies were expanded to include additional AhR modulators other than TCCD. For example, the work of Faber and her team studied induribin binding to AhR in both mouse and human. This study revealed that a mutation in His326Tyr and Ala349Thr in mouse AhR, and Tyr332 and Thr355 in human AhR can increase the potency of indole compounds, particularly, indirubin. Also, although indirubin and vemurafenib can fit within the same binding pocket in AhR, the two compounds showed two different modes of binding [45, 47]. For example, flutamide efficiently binds to residues inside the AHR-LBD with a high affinity in both mouse and human AHR to activate the AhR pathway [64]. It is important to note that, the biological response of AhR is dependant on the type of the bound ligand and has been shown to change based on the interaction of a given ligand with the residues forming the LBD in the PAS B domain [48, 65].

4.3 Virtual screening and machine learning models applied to AhR

Over the last few decades, virtual screening has been used as a major tool to in hit identification campaigns against numerous biological targets [66]. In this regard, AhR is no exception and various in silico screening methods have been employed to identify new AhR modulators based on the developed 3D models for the PAS B domain [13]. These methods can be classified into two major groups; ligand-based methods (e.g., quantitative structure–activity relationship (QSAR)) and structure-based methods (e.g., docking and MD simulations). Ligand-based methods (LB) depend on the knowledge of known active/inactive molecules against a given target or disease to suggest new active chemical entities. Ligand-based methods are typically used when no information about the 3D structure of the target is available. They include QSAR, pharmacophore modeling and machine learning algorithms methods. QSAR models, for example, correlates the structural, physicochemical features, and biological mode of action of known compounds to build a mathematical model, which can be used to suggest new modifications to these structures for better activity or improved biophysical/biochemical properties [67–69].

Pharmacophore modeling maps the ligand-target interactions into a set of steric and electronic features structured in a specific 3D arrangement [70]. These pharmacophore models can be then used to screen millions of available chemical structural libraries for compounds that satisfy these pharmacophore features, which can be used for scaffold hopping and fragment-based drug design. On the other hand, structure–based methods require the knowledge of target protein crystal structure, or its 3D developed homology models. Ligands from a given database can be fitted into the active site of the target protein and can be ranked based on the predicted
binding affinities. In this context, molecular docking and molecular dynamics simulations are among the many valuable tools that can be used to predict the most probable mode of binding of a given ligand within the target. Furthermore, structure-based pharmacophore models can provide more detailed insights on the interaction of ligand with the binding site [69, 71, 72].

As discussed below, several AhR screening studies combined both methods to enhance the search for possible AhR candidates [67, 73]. The plethora of accumulated physicochemical, chemical and structural data on AhR modulators augmented this hit identification search with great tools to build reliable machine learning models, which require large datasets of chemical structures along with their interaction kinetics with AhR [74].

An example of AhR in silico screening studies is the one implemented by Xiao et al., who constructed 3D structures of the PAS B using the HIF-2α as a template. Xiao used his model to study the effects of ~185 polybrominated diphenyl ethers (PBDEs), classified as organic pollutants, on AhR activation. This study combined molecular docking simulations, two-dimensional quantitative structure–activity relationship (2D-QSAR) models, and three-dimensional QSAR (3D-QSAR) models to analyze the local ligands’ interactions against a diverse set of PAS B configurations. Their result showed that bromide replacements in at the ortho- or meta-positions of PBDEs (BDE-49) as shown in the Figure 5 exhibited the largest effect on PBDEs’ binding, mainly interacting with residues Met342, Thr290, Met334, and Phe289 in the binding site of the AHR-PAS B model in mouse and zebrafish [75, 76].

In a similar approach, Rath and his team built two human PAS B domain; a wild type and mutant (Val381 Ala, Val381Asn) models. Around 60 natural compounds from Withania somnifera were then docked within these models. Docking rustles were then refined using MD simulations for 50 ns. Findings from Rath’s study showed that withaferin A, withanolide A, withanolide B, withanolide D and withanone were effective as AhR ligands in all three models. In the meantime, withanolide A was more stable in the binding site and interacted with various residues in each model even after 50 ns of the MD simulations. Withanolide A was further validated experimentally in an in vivo zebrafish model to significantly reduce CYP1A1 expression. This was done in the presence of a strong AhR activator, namely benzo[a]pyrene in adult zebrafish brain when administrated together. Thus, withanolide A (see Figure 5 and Table 3) neutralized the benzo[a]pyrene toxicity in zebrafish brain [77].

<table>
<thead>
<tr>
<th>Compound name</th>
<th>Induction of AhR transcription</th>
<th>Binding free energy (kcal/mol)</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>Withanolide A</td>
<td>+</td>
<td>−75</td>
<td>[77]</td>
</tr>
<tr>
<td>Pinocembrin (5,7-Dihydroxylflavanone, R-form)</td>
<td>+</td>
<td>−2.9</td>
<td>[60]</td>
</tr>
<tr>
<td>5-hydroxy-7-methoxyflavone</td>
<td>+</td>
<td>−4.3</td>
<td>[60]</td>
</tr>
<tr>
<td>IMA-06201 (N-ethyl-N-phenyl-5-chloro-1,2-dihydro-4-hydroxy-1-methyl-2-oxo-quinoline-3-carboxamide)</td>
<td>+</td>
<td>Not report</td>
<td>[46]</td>
</tr>
<tr>
<td>IMA-06504 (N-(4-trifluoromethylphenyl)-1,2-dihydro-4-hydroxy-5-methoxy-1-methyl-2-oxo-quinoline-3-carboxamide)</td>
<td>+</td>
<td>Not report</td>
<td>[46]</td>
</tr>
</tbody>
</table>

Table 3: Activation of AhR transcription by chemical compounds that identified by in silico screening of different chemical libraries.
In another screening study, Mahiout, et al. identified IMA-06201 and IMA-06504 as two novel AhR agonists, with similar modes of binding to that of TCDD. Both compounds showed great stability in the central area of the AhR ligand-binding pocket. Furthermore, these AhR agonists were shown to be more efficient and more potent as selective AhR modulators than TCDD. To confirm that, Mahiout used CYP1A1 enzyme activity as a biomarker for AhR activation and compared the efficacy and potency of IMA-06201 and IMA-06504 (see Figure 5 and Table 3) to that of TCDD in the presence and absence of the AhR antagonist, CH-223191, at different concentrations in rat hepatoma cell lines. Their results showed that the new compounds, IMA-06201 and IMA-06504, were able to induce CYP1A1 activity in a similar efficacy to that of TCDD, where CH-223191 was shown to block their CYP1A1 induction. Also, in an Ames test to assess the genotoxicity of the new identified compounds, IMA-06201 and IMA-06504 did not show mutagenic effects at low concentrations [46].

Machine-learning algorithms combined with QSAR have been recently used to screen for new AhR ligands. For instance, Matsuzaka used deep learning (DL) to construct machine-learning models to predict AhR activators. These models showed advantages on enhanced input data based on the 3D chemical structures of the compounds into these models, and their performance was better than traditional machine learning models [78]. To enhance the screening process of AhR ligands, Zhu established a virtual screening protocol from combining ligand-based and structure-based screening with supervised machine learning to screen around eight thousand from the pesticide databases to identify an agonistic effect on AHR activity. Zhu's results revealed sixteen compounds as AhR activators and these findings were validated in a zebrafish in vivo model to assess their AhR activation and exhibited induction in CYP 1a1 levels [79].

Towards improving the prediction accuracy of his model, Yang, et al. used machine learning algorithms to construct two-dimensional quantitative structure–activity relationship (2D-QSAR) models from multiple linear regression (MLR) and artificial neural network (ANN) algorithms. He used the pEC50 values of 60 dioxins derivatives as AhR activators to build. These models predicted the toxicity of 162 new dioxin derivatives, showing a good correlation between compounds’ chemical structures and their IC50 and EC50 values.

Recently, Goya-Jorge employed various machine learning algorithms to build a set of QSAR models. These models adopted the adoboost (AdB), random forest (RF), gradient boosting (GB), support vector machine (SVM), and multilayer perceptron (MLP) as classifiers to examine around 1900 compounds from synthetic and natural sources on their AhR agonism. Around 40 compounds baring the benzothiazole scaffold were classified as AhR agonists. In vitro validation of these hits showed that indole derivatives can serve as AhR ligands, including the endogenous substances [80, 81]. Table 3 reports some of the top hits emerging from different in silico studies.

5. Current challenges in modeling AhR

Identifying novel AhR modulators using in silico approaches require establishing more comprehensive computational models of this target. These models should describe the detailed organization of the different AhR domains as well as its interaction with other protein/DNA partners. While the available crystal structures provide a glimpse of these missing pieces of information, there are still more to be done in this regard. For example, all currently available AhR crystal structures deposited in the protein data bank are lacking two important AhR domains, namely
the PAS B domain and the transactivation domain [39]. The transactivation domain is essential in AhR intercellular trafficking.

On the other hand, the PAS B domain interacts with an AhR ligand, which can modulate the AhR activity. While homology modeling has helped constructing acceptable models for this domain, the similarity of the templates used to build the PAS B domain is very low, leaving a lot of doubt about their accuracy. A crystal structure of the PAS B domain would be a great leap forward towards understanding the mode of action of AhR modulators and towards identifying better agonists/antagonists for this important target. Furthermore, there is a gap of knowledge on how AhR interact with other protein partners in the inactive state, including co-chaperone, AIP, and the protein kinase SRC. This builds an additional challenge to identify druggable pockets at their protein–protein interfaces [7, 82]. With the apparent advances in obtaining 3D experimental structures of protein (e.g. Cryo-electron microscopy (cryo-EM)) one expects several of these structural challenges can be solved in the near future, opening new gates for the computational science to identify new AhR modulators and to help understand its functional, structural and biological characterizes more clearly.

6. Executive summary

The AhR is a ligand-activated transcriptional factor. It regulates various genes’ expression and plays a pathophysiological function in numerous diseases. Crystallography has been employed to resolve three crystal structures containing bHLH and PAS A domains from human and mouse origin and to identify four protein–protein interfaces. However, all these structures lacked the PAS B domain, which plays a fundamental role in ligands’ binding domain to AhR. Computational and mutational studies revealed important residues that constitute the binding pockets within the PAS B domain. Towards identifying novel AhR modulators, several virtual screening and machine learning algorithms were constructed based on the available structural and pharmacological properties of known AhR ligands. Computational methods are extremely fast and intensely reduce the cost and time in screening millions of compounds to find compounds that could interact with the AhR. Recent studies employing these methods against AhR have been reviewed and discussed in this chapter. We hope the literature presented here can help advance the development of novel, selective and potent AhR modulators.
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Chapter 6

Developing a Novel Multiplexed Immune Assay Platform to Screen Kinase Modulators of T Cell Activation

Zhaoping Liu, Andrea Gomez-Donart, Caroline Weldon, Nina Senutovitch and John O’Rourke

Abstract

T cell activation plays a central role in inflammation, autoimmune diseases and cancer. Cancer immunotherapies, such as immune checkpoint inhibitor, bi-specific antibody, chimeric antigen receptor T (CAR T) cell, and adoptive tumor-infiltrating lymphocyte (TIL) therapies require the characterization and monitoring of T cell activation. Here we describe a novel, multiplex immune assay platform based on high-throughput flow cytometry technology and advanced computational algorithms for data analysis. The assay simultaneously measures T cell dynamics including phenotype, time-dependent expression of activation markers, secreted effector cytokines, and proliferation. The assay screened a kinase chemogenomic library and identified 25 kinase inhibitors with distinct inhibition profiles on early (CD69) and late (CD25) activation markers and the cytokines IFNγ and TNFα. We identified 5 kinase inhibitors with dissimilar effects on CD69 and CD25 expression, and a cluster of total 4 MEK1//2 inhibitors with similar activation profiles. The screening revealed 3 kinase inhibitors for PKC, IKK2, and MEK1/2 respectively, all with a phenotypic signature similar to ruxolitinib, a Jak1/2 inhibitor used to treat myelofibrosis disease. These results suggest this multiplexed assay platform, combined with a chemogenomic library screening, may be used as primary screen for phenotypic or target-based drug discovery, target identification, and potential drug repositioning.

Keywords: T cell activation, high-throughput screening, flow cytometry, kinase inhibitor, drug repositioning

1. Introduction

Unraveling the complex biochemistry of the immune system in search of innovative therapies is a new frontier of drug discovery with hundreds of autoimmune disease therapies and thousands of immuno-oncology therapies in the global development pipeline [1, 2].

Hallmarks of autoimmune disease pathogenesis are abnormal CD4 and CD8 T cell activation [3]. Genetic defects, mutations and other mechanisms resulting in increased T cell activity are involved in many autoimmune pathologies making...
them attractive targets for the direct inhibition of T cell activation [4]. T helper cells—characterized by the expression of the surface molecule CD4—release cytokines that shape the immune response and pathology in autoimmune and inflammatory diseases [5].

Cancer immunotheapies are moving to the forefront of cancer treatment with a variety of regimens, such as immune checkpoint blockade therapies targeting T cells’ regulatory pathways to enhance T cell activation and its anti-tumor immune responses. Focusing on immune checkpoint inhibitors is a disruptive change in immuno-oncology. Rather than directly attacking the tumor cell itself, the checkpoint inhibition strategy is removing inhibitory pathways by targeting the molecules involved in T cell regulation that block effective anti-tumor responses [6]. Another type of cancer immunotherapy consists of bispecific antibodies designed to redirect immune cells to tumor sites where they induce immune synapse formation, immune cell activation, cytokine secretion and proliferation leading to tumor lysis [7].

The versatile T cell weapon can also be deployed directly via adoptive T cell transfer (ACT). ACT involves infusion of in vitro expanded antigen-specific lymphocytes such as chimeric antigen receptor T (CAR-T) cells or tumor infiltrating lymphocytes (TILs) to cancer patients to mediate antitumor effects [8–10]. The T cell-mediated tumor cell killing is through tumor antigen recognition, robust T cell activation, proliferation and in vivo cytotoxicity. Different types of cancer immunotheapies can be combined or given sequentially to further enhance the magnitude of antitumor immune response over single agents [11].

In the adaptive immune response, the binding of the T cell receptor to peptides complexed with the major histocompatibility complex (MHC) on antigen-presenting cells, along with engagement of co-receptors such as CD4 or CD8 and co-stimulatory molecules such as CD28, triggers an intricate signal cascade. The key to T cell-mediated immune responses are the multiple intracellular biochemical events involving the complex interaction of cytosolic tyrosine kinases and serine–threonine kinases [12]. Kinases as drug targets have been investigated for decades in autoimmune disease, cancer, and degenerative diseases [13]. The kinase signaling pathway through Raf/MEK/ERK1/2 is a major regulator of cell proliferation and survival, and hyper-activation of this pathway is associated with human tumor malignancies [14]. Currently 37 kinase inhibitors have received FDA approval for treatment of malignancies such as breast and lung cancer. There are 150 kinase-targeted drugs in clinical trials, and kinase-specific inhibitors are in the preclinical stage of drug development [15]. In addition, combinations of kinase inhibitors are being explored for the treatment of cancer, and preclinical and clinical data demonstrate that therapeutic combinations enhance primary antitumor responses and delay the onset of resistance [16]. Kinase signaling also regulates the immune system and modulates the tumor immune microenvironment. Inhibition of kinase activity such as phosphoinositide 3-kinase (PI3K) promotes anti-tumor immunity through direct enhancement of CD8+ T cell activation and suppression of T regulatory cells [17]. The combination of kinase inhibition with cancer immunotherapy is another emerging research area as demonstrated in recent preclinical studies that showed the kinase inhibitor of P21 Activated Kinase 4 (PAK4) boosted PD-1 therapy in animal models [18].

Whether it is the characterization of immune phenotype or function, or the screening or profiling of biological or small molecule drug candidates, high-throughput flow cytometry and its ability to perform multi-parametric analyses of single cells or particles is playing an increasingly pivotal role in quantifying the myriad aspects of drug discovery [19, 20]. Here we developed a novel, multiplexed T cell activation assay platform based on high-throughput flow cytometry and associated advanced data analysis algorithms. As a proof-of-concept, we screened a
kinase chemogenomic compound library and identified kinase inhibitors with various inhibition profiles of T cell activation, monitored by sampling a small aliquot from a mixture of cells and beads in a microtiter plate.

2. Materials and methods

2.1 Cell lines and reagents

The kinase inhibitor library (Cayman, Cat#10505) used for the screening assay has 152 known kinase inhibitors at 10 mM stock concentration in DMSO. The fluorescent antibodies against CD3, CD4, CD8, CD69, CD25 and HLA-DR, cell viability dye, cell proliferation tracing dye, cytokine capture beads (iQue QBeads®, Sartorius) and the cytokine detection reagents used in this study are from the iQue® Human T Cell Activation Kit (iQue® Sartorius, Cat#90561). Human PBMCs (Astarte Biologics, Cat#1001) from healthy donors were stimulated/activated with either T-activator CD3/CD28 Dynabeads® (ThermoFisher, Cat#11131D) or phytohemagglutinin (PHA, Sigma, Cat#L8754), or Enterotoxin Type B from Staphylococcus aureus (SEB, List Biological Laboratories, Cat#122). Cells were cultured in RMPI-1640 (VWR, Cat#45000–396) with 10% fetal bovine serum (VWR, Cat#97068–085) and supplements that included non-essential amino acids (VWR, Cat#12001–634), sodium pyruvate (VWR, Cat#45000–710), and penicillin–streptomycin (VWR, Cat#12001–692).

2.2 Assay development and characterization

2.2.1 Day-to-day profiling of T cell activation

The assay was run using cryopreserved human PBMCs from a single healthy donor and were allowed to recover for 24 hours before use. On day 0, we stained human PBMCs with cell proliferation tracing dye (excitation: 488 nm and emission: 530/30 nm) and washed 3 times before plating into a 96-well plate at 2 million/mL (50 μL/well). We treated the cells by adding 50 μL/well of 3 different T-cell modulators in the respective wells: CD3/CD28 Dynabeads, PHA, or SEB. We performed an 11-point, 1:2 serial titration with duplicate wells per dose for each selected treatment. The final top concentration of the treatment in the assay well was 1 million/mL CD3/CD28 Dynabeads, 10 μg/mL PHA, or 100 ng/mL SEB, respectively. The untreated wells (with a concentration of zero) were used as negative controls for each treatment. On each day of culture (days 1, 3, and 6), we mixed the cell/supernatant sample in the culture plate by manual pipetting up and down 8 times. We transferred 10 μL cell/supernatant sample per well without dilution from the culture plate to a 96-well assay plate (Costar, Cat#3897), and stained the samples following the iQue® Human T Cell Activation Kit assay protocol. In the assay plate, 2 rows of wells (rows A and B) were designated for standard curve generation with a mixture of 2 protein standards (IFNγ and TNFα) in each well. Top concentration was 50,000 pg./mL for each protein in the standard mixture with 1:3 serial titration and duplicate wells per concentration. The lowest concentration was set to zero to determine background. Rows C-H were assigned to samples from 3 different treatment regimens: CD3/CD28 Dynabeads, PHA or SEB (Supplemental Figure 1). After staining and washing, samples from the full plate were acquired in approximately 15 minutes using the iQue® Screener PLUS (Sartorius), a high-throughput flow cytometry platform which has violet, blue and red lasers, and a total of 13 fluorescent channels. In each sample well of the assay plates, levels of secreted...
cytokines (IFNγ and TNFα) were interpolated by reference to the corresponding standard curves generated from the standard wells in the same assay plate.

2.2.2 Z’ factor characterization of T cell activation

The Z’ factor of the assay was calculated to evaluate assay variation. The study was run similarly to the day-to-day profiling study described earlier, with minor modification. Cryopreserved human PBMCs from a single healthy donor were allowed to recover for 24 hours before use. On day 0 we plated the recovered PBMCs into a 96-well plate at 2 million/mL (50 μL/well). Then, we treated the cells by adding the same volume of CD3/CD28 Dynabeads. Total volume per well was 100 μL at the final concentration, with a total of 3 plates run. In each culture plate there were 24 wells without Dynabeads (negative control), and 24 treated wells with CD3/CD28 Dynabeads (positive control) with a final bead density of 1 million/mL. After culturing 24, 48, or 72-hours, we mixed the cell supernatant samples in the culture plate by manual pipetting 8 times. We transferred 10 μL of cell/supernatant sample per well without dilution, from the culture plates to 96-well assay plates and stained following the iQue® Human T Cell Activation Kit assay protocol. After staining and washing, samples from each plate were acquired on the iQue® Screener PLUS. iQue Forecyt® software was used to perform Z’-Factor plate calculations on well data of the positive and negative controls. For each plate, a single Z’-Factor was calculated as follows [Eq. 1]:

\[
Z - \text{factor} = 1 - \frac{3(\sigma_p + \sigma_n)}{\mu_p + \mu_n}
\]

- \(\sigma_p\) = standard deviation of the positive control wells for each plate
- \(\sigma_n\) = standard deviation of the negative control wells for each plate
- \(\mu_p\) = mean of the positive control wells for each plate
- \(\mu_n\) = mean of the negative control wells for each plate

Positive control wells: CD3/CD28 Dynabeads-treated wells with bead/cell ratio at 1:1. Both Dynabeads and PBMC concentrations were at 1 million/mL. Negative control wells: cells only without CD3/CD28 Dynabeads.

2.3 Kinase inhibitors screening

2.3.1 Culture setup for screening

The cryopreserved PBMCs from a single healthy donor were allowed to recover for 24 hours before use. On day 0 we plated the recovered PBMCs into a 96-well plate at 4 million/mL (25 μL/well). We then added 25 μL of 40 μM kinase inhibitors (in culture media) into each well with cells to reach 20 μM inhibitor concentration. The negative control was culture media only and the positive control was 20 μM cyclosporine A. We mixed the culture and incubated for 1 hour with 5% CO₂ at 37°C. We then added 50 μL (2 million/mL) of CD3/CD28 Dynabeads into each well of the screening culture plate. The final cell and Dynabead density were 1 million/mL each, and the final kinase inhibitor concentration was 10 μM. After mixing, the culture plate was incubated for 24 hours with 5% CO₂ at 37°C.
2.3.2 The screening assay

The screening assay was performed after a 24-hour treatment. Because all wells of the 2 screening plates were filled with the kinase inhibitors and controls, we used a third plate for the standard curve generation. For the standard curve plate, only the top 2 rows were used. Top concentration for each standard in the mixture was 50,000 pg/mL, with a 1:3 serial titration and duplicate wells. The lowest concentration was zero for negative control purposes. After a 24-hour culture for the 2 screening culture plates, we mixed the cell/supernatant samples in the culture plates by manual pipetting up and down 8 times and then transferred 10 μL of the cell/supernatant sample per well, without dilution from the 2 culture plates to the 2 screening assay plates. We stained the plates following the iQue® Human T Cell Activation Kit assay protocol. After staining and washing, the samples from each plate were acquired on the iQue® Screener PLUS. After data acquisition, the secreted levels of 2 cytokines (IFNγ and TNFα) in the 2 screening plates were interpolated using the iQue Forecyt® software by referring to the corresponding standard curves generated from the standard-only plate.

2.3.3 Dosage test of kinase inhibitors

After screening the kinase inhibitor library, we selected some compounds for further characterization by dosage testing. The test workflow was the same as the screening workflow described earlier with the exception of a series of kinase inhibitor concentrations. We performed 11-point, 1:2 serial titration with duplicate wells per dose for each selected compound. The final top concentration in the assay well was 10 μM for each selected compound. The concentration at zero μM was used as negative control (background) for each compound.

2.3.4 General data acquisition and analysis method

The iQue® Human T Cell Activation Kit comes with a template with predefined gates. Other analytical functions, such as heat maps, are queued to automatically populate. During data acquisition, events populated in the dot plots within the templated gates. The iQue QBeads® (for cytokine quantitation) and the cells were segregated based on size. Singlet beads were gated in a 2D plot of forward scatter (FSC)-height vs. FSC-area. After data acquisition on the iQue® Screener PLUS, all the cell and bead populations of interest were gated at the plate level. As shown in Figure 1B, the gating strategy separates cytokine capture beads from PBMC cells in an FSC vs. side scatter (SSC) plot, based on size and granularity differences. Singlet beads were gated in an FSC-height vs. FSC-area, and 2 different cytokine capture beads (iQue QBeads®) were separated in an RL1 (excitation: 640 nm; emission: 675/30 nm) vs. RL2 (excitation: 640 nm; emission: 780/60 nm) plot. Singlet cells are gated in an FSC-height vs. FSC-area plot. Live cells were gated in an RL1 vs. SSC plot. In live cell population, proliferated cells (dim fluorescent population) were gated from non-proliferated cells (bright fluorescent population) by using an overlay BL1 (excitation: 488 nm; emission: 530/30 nm) 1D histogram with positive and negative controls (data not shown). Also, from the live cell population, CD3+ T cells were separated from non-T cells in a CD3 vs. SSC plot. CD4+ T helper cells were separated from CD8 T cytotoxic cells in a CD4 vs. CD8 plot. CD69+, CD25+ and HLA-DR+ CD4 or CD8 T cells were gated in the corresponding plots with the markers at x-axis and SSC at y-axis. iQue Forecyt® software generated the standard curves (IFNγ and TNFα) using a 4-parameter logistic (4PL) regression fit with 1/Y^2
weighting factor. The linear range for each standard curve was generated automatically using iQue Forecyt® software with the following equations:

\[
Y_{\text{Bend Lower}} = \frac{(a - d)}{(1 + \frac{1}{k})} + d \tag{2}
\]

\[
Y_{\text{Bend Higher}} = \frac{(a - d)}{(2 + \frac{1}{k})} + d \tag{3}
\]

\[
X_{\text{Bend}} = c \left( \frac{a - Y_{\text{Bend}}}{Y_{\text{Bend}} - d} \right) \cdot \frac{1}{b} \tag{4}
\]

- Y is the response
- X is the concentration

Figure 1.
Develop a multiplexed T cell activation assay. (A) a novel multiplexed T cell activation assay in a cell and bead mixture format. T cells in each assay well are stained with cell viability dye to differentiate live cells and dead cells. Cells are stained with CD3, CD4 and CD8 fluorescent antibodies to identify the CD4+ T helper cells and CD8+ T cytotoxic cells. Different T cell activation status is analyzed by staining with cell surface markers: CD69 (early activation marker), CD25 (late activation markers), and HLA-DR (even later activation markers). In the same assay well, the secreted IFNγ and TNFα after T cell activation are simultaneously measured by 2 cytokine capture beads in a sandwich immunoassay format. (B) the gating strategy for digital separation of the cytokine beads and the activated T cells acquired by high-throughput flow cytometry. After the sample from each well is acquired by iQue Forecyt® screener PLUS, the cell/bead events are analyzed by iQue Forecyt® software (Sartorius), and cells and beads can be separated, based on the size and granularity, in FSC/SSC plot. IFNγ and TNFα capture beads are separated, based on the different bead intrinsic fluorescence in red fluorescence channels (RL1 and RL2 with excitation both at 640 nm, and with emission 675/30 nm and 780/60 nm, respectively). For cell phenotyping gating, live cells are separated from dead cells which are brightly stained by the cell viability dye intercalated with DNA. Live cells can be separated to CD3+ T cells and CD3- non-T cells. Based on CD4 and CD8 expression level, CD4+ T helper cells and CD8+ T cytotoxic cells are separated for further identification of early activation (CD69+), late activation (CD25+) and even later activation (HLA-DR+). (C) Representative data of time-dependent profiling of 3 different modulators of T cell activation assay. 3 different modulators (CD3/CD28 Dynabeads, PHA and SEB) showed distinct signature of dose-dependent and time-dependent IFNγ secretion and the expression of early activation marker CD69. The unit is k/mL for CD3/CD28 Dynabeads, μg/mL for PHA, and ng/mL for SEB. Each data point represents mean ± standard deviation (n = 2 wells).
- a is the lower asymptote
- b is slope
- c is EC50
- d is the upper asymptote
- k is a constant equal to 4.6805

Each cytokine concentration was interpolated by reference in the iQue Forecyt® software to the corresponding cytokine standard curve generated from the same assay plate, or from the standard-only plate.

2.3.5 Algorithms used for hit identification

We used a multi-plate analysis algorithm in the iQue Forecyt® software and a function called Profile Map based on Boolean logic to identify hits in the screening that simultaneously met multiple specified criteria across multiple plates. The hits were also ranked and compared in a line graph.

3. Results

3.1 Assay characterization

The goal of assay characterization was to evaluate assay robustness, verify the ability to differentiate the modulators of T cell activation, and determine if the assay would require optimization to screen a chemogenomic kinase library.

The assay was designed to achieve a wide dynamic range to detect high levels of these cytokines: IFNγ, linear range 91–22,204 pg./mL and TNFα, linear range 181–50,000 pg./mL. The detection range is even wider than the linear range (data not shown). This wide dynamic range ensures the detection of high levels of secreted IFNγ and TNFα after T cell activation and eliminates a sample dilution step.

The assay variation was characterized and analyzed by measuring the Z’ factor of 24-hour T cell activation with CD3/CD28 Dynabeads as a positive control and with untreated sample as a negative control. The mean Z’ factor is 0.8 for both the percentage of CD69+ cells in CD4+ cells and for the percentage of CD69+ in CD8+ cells; 0.9 for both the percentage of CD25+ in CD4+ and for the percentage of CD25+ in CD8+ cells; −0.1 and 0.2 for the percentage of HLA-DR+ in CD4+ and CD8+ cells, respectively; 0.4 (IFNγ), and 0.7 (TNFα). As expected, a very low Z’ factor for HLA-DR endpoint is a result of the late expression of this molecule after T cell activation. Forty-eight-hour and 72-hour activation did achieve higher HLA-DR Z’ factor (0.3–0.5) than 24-hour activation. Different T cell activation timing may impact the signal of each endpoint and then, correspondingly, change the Z’ factors. The Z’ factors of 0.5 or higher in a multiplexed cell/bead-based mixture assay, suggest that the assay variation is appropriate for screening.

In order to evaluate the assay robustness in differentiating various compounds over different treatment time, we ran a day-to-day test monitoring of T cell activation. Figure 1 shows the assay biochemistry (Figure 1A), and the cell/beads gating strategy (Figure 1B). Figure 1C of the day-to-day profiling results with 3 modulators demonstrated the assay robustness as a proof of concept. Only IFNγ and CD69+ cell endpoints are shown as examples. The results showed the 3 different
modulators had distinct profiles in IFNγ secretion, and in the expression of the early activation marker CD69. In addition, the results displayed a day-to-day effect. For the CD3/CD28 Dynabeads-treated condition, day 1 showed a dose-dependent IFNγ secretion, and day 3 and day 6 showed similar IFNγ secretion and saturation at a relatively high concentration. Even more interesting, the top 2 doses on day 3 and day 6 showed reduced IFNγ secretion (“hook” effect), which was consistent with the T cell exhaustion phenomenon characteristic of T cell activation [21]. Other endpoints also achieved distinct profiles including T cell proliferation determined by using a proliferation dye (data not shown).

3.2 General screening results

As shown in Supplement Figure 1, screening the kinase inhibitor library (Cayman 152 kinase inhibitors) involved two assay screening plates.

Screening results of the kinase inhibitors on CD69 expression are shown in Figure 2, an iQue Forecyt® visualization function that displays a thumbnail dot plot of each well on the plate. This example shows a CD69 vs. SSC 2D plot. The figure shows only the first screening plate with CD4+ T cells as an example. Wells highlighted in bright red boxes, as examples in Figure 2A, show various inhibition of CD69 expression by inhibitors of 5 different kinase classes. Figure 2B shows a...
zoomed-in view of each well highlighted in red and a negative control well (A1). The results suggest the assay can pick out different classes of kinase inhibitors.

To identify hits from the screen that meet multiple criteria, we used the iQue Forecyt® multi-plate and Profile Map algorithms to distinguish hits by dialing in the exact characteristics from multiple criteria. Figure 3A shows the 11 thresholds used to identify hits that decrease the cytokine secretion and the expression of these cell surface activation markers: IFNγ concentration, TNFα concentration, cell viability (Live Cells as % of total cells), CD4+ CD69+ as % of CD4+, CD8+ CD69+ as % of CD8+, CD4+ CD25+ as % of CD4, CD8+ CD25+ as % of CD8, CD4+ HLA-DR+ as % of CD4+, CD8+ HLA-DR+ as % of CD8+, Count of CD4+, Count of CD8+.

HLA-DR was not critical in the criteria mix because it is a very late activation marker and is not highly expressed after 24 hours of activation. Figure 3B shows the wells (in blue) that meet the criteria specified in the iQue Forecyt® Profile Map. The positive control (cyclosporine A) is excluded from analysis (Figure 3B, column 12 on both plates) so that hits from only the samples can be generated for hit ranking (Figure 3C). The ranking is based on % CD69+ in CD4+ (from low to high). The IFNγ and TNFα level was normalized against the negative control as expressed at percentage (to fit into the same scale). A total of 25 hits showed broad inhibition of all major T cell activation markers including CD69, CD25, IFNγ, and TNFα. Interestingly, some patterns showed strong inhibition of cytokine secretion.

Figure 3.
The identification and ranking of the screening hits that inhibit broadly the secreted cytokine and the expression of the cell surface activation markers. Data were analyzed by iQue Forecyt® software's multi-plate analysis and profile map tools (Sartorius). (A) the 11 criteria used to identify the screening hits. All 11 criteria were applied simultaneously to help identify the screening hits. The criteria are subjective, based on these general concepts: Inhibition of T cell activation will decrease cytokine secretion and expression of cell surface activation markers; the “hit well” should have a pre-determined number of viable T cells; and, the desired percentage of hits. (B) the profile maps of two screening plates with a total of 25 screening hits (see blue boxes). The negative control, column 1 on both plates did not show hits as expected. Column 12 (positive controls) on both plates, which did show as positive (data not shown), were excluded from analysis for the hit ranking purpose. (C) the 25 screening hits out 152 kinase inhibitors from the whole library were ranked, based on the decrease (from low to high) of CD69 expression on CD4+ T cells (red curve) by using line graph feature in iQue Forecyt®. Other parameters were also shown for the 25 hits, including CD69 expression in CD8+ T cytotoxic cells, CD25 expression in CD4+ T helper and in CD8+ T cytotoxic cells, the normalized secretion of IFNγ and TNFα (normalized to the mean value of the negative wells, as expressed by the percentage).
but medium inhibition of cell surface activation markers, while some compounds strongly inhibit almost every activation marker.

### 3.3 Identification of compounds with distinct activation profiles

Using the multi-plate analysis algorithm and Profile Map Boolean logic algorithm in the iQue Forecyt® software we identified 2 compounds, tunicamycin and an erbastatin analog, that have no, or very moderate, effect on CD69+ while having medium to strong inhibition on CD25 and IFNγ and TNFα (Figure 4). Tunicamycin

![Figure 4](image-url)

Kinase inhibitors that barely decreased early activation marker CD69 but did inhibit the expression of the late activation marker CD25 and did decrease the secreted IFNγ and TNFα. (A) 2D plots (CD69 or CD25 vs. SSC) from the screening wells of these 2 inhibitors and the negative control well showed less effect on CD69 expression (see the red numbers) but with drastic decreasing effect on CD25 expression on both CD4+ T helper cells and CD8+ T cytotoxic cells. (B) Table showing the compounds Tunicamycin (EGFR/ERB inhibitor) and an erbastatin analog (EGFR inhibitor) had the significant decreasing effect on the secretion of IFNγ and TNFα. (C) Example of tunicamycin’s effect, from a separate dosage test experiment, on the decreasing of other markers except CD69 expression. Each point in the graph represent the mean ± standard deviation of the duplicate wells. The dash line in each graph shows the baseline level without the compound.
decreases CD69+ cells in CD4+ and CD8+ cells —2% and 8%, respectively, but significantly decreases CD25+ cells in CD4+ and CD8+ cells 56% and 58%, respectively. The erbastatin analog decreases CD69+ cells in CD4+ and CD8+ cells 6% and 21%, respectively, but significantly decreases CD25+ cells in CD4+ cells and CD8+ cells 47% and 55%. To further confirm this effect, tunicamycin was run in a dosage test and was confirmed that it did not affect CD69 (Figure 4C) but inhibited other endpoints in a dose-dependent manner including CD25 expression, and the secretion of IFNγ and TNFα.

Using a similar strategy to modify different thresholds in the multi-plate visualization, we also identified the following 3 distinct kinase inhibitors that have no or very moderate inhibition effect on CD25 expression but more inhibitory effect on all other markers including CD69 and IFNγ and TNFα (data not shown: U0126 (MEK1/2 inhibitor), CAY10621 (SPHK1 inhibitor), and bisindolylmaleimide V (S6K inhibitor)). Collectively, these results suggest two potential unique kinase pathways with different spatiotemporal regulation of the early activation markers CD69, and the late activation marker CD25.

3.3.1 Identification of a cluster of MEK1/2 inhibitors with similar activation profiles

Of the 152 kinase inhibitors in the library, there were only 4 MEK1/2 inhibitors. The screening results showed that all 4 compounds broadly inhibit the major relevant markers (CD69 and CD25 expression, and IFNγ and TNFα secretion) after 24-hour T cell activation. The exception was U0126, which had less inhibitory effect on CD25 expression (Supplemental Figure 2). Supplemental Figure 2A represents the inhibitory effect of MEK1/2 inhibitors on the expression of CD69 and CD25 on both T helper and T cytotoxic cells. Supplemental Figure 2B illustrates the decreasing effects on the secretion of the cytokines IFNγ and TNFα. In the subsequent dosage test to confirm the screening results (Supplement Figure 2C), 24 IC50s were generated from 4 compounds and 6 endpoints. Two MEK1/2 inhibitors AS703026 and PD0325901 showed strong potency in the inhibition of T cell activation across all 6 major endpoints. All 12 IC50s were less than 0.02 μM. Two MEK1/2 inhibitors, U0126 and PD184161, showed moderate inhibition. A total of 11 IC50s from the latter 2 compounds were greater than 0.3 μM. The exception was PD184161/TNFα with and IC50 of 0.072 μM. Although PD184161 had IC50 greater than 10 μM for CD25 expression on T helper and T cytotoxic cells, it does inhibit CD25 expression at the highest tested dose of 10 μM (the dosage curve not shown), similar to the performance in the screening as shown in Supplement Figure 2A (see the dark blue columns). High IC50s (greater than the tested highest concentration 10 μM) were due to the lack of the bottom plateau even at the highest dose in the curve fitting.

3.3.2 Identification of 3 distinct kinase inhibitors with similar profiles as a well-known Jak1/2 inhibitor

One commercially valuable compound in the library, ruxolitinib, a myelofibrosis Janus kinase inhibitor with selectivity for subtypes Jak1 and Jak2, is a drug to treat disease. Ruxolitinib was shown as a positive hit in the screening. We used the iQue Forecyt® Profile Map to explore compounds similar to ruxolitinib. In the Profile Map, highlighting the ruxolitinib well triggers the algorithm to place a red tick mark in the slider bars to show the value for each endpoint of the ruxolitinib treatment (Figure 5A and B). By dragging and minimizing the blue slider bars for each threshold around the red mark (ruxolitinib’s position), we identified 3 distinct kinase inhibitors that have profiles similar to ruxolitinib: PKC inhibitor PKC412,
IKK2 inhibitor CAY10657, and MEK1/2 inhibitor PD184161. It is possible to select a larger or smaller set of compounds with profiles similar to ruxolitinib by choosing a different threshold range for each endpoint. The further quantitative screening results (Figure 5C and D) suggest these 3 inhibitors, as similar as ruxolitinib, broadly inhibit the T cell activation markers including the expression of CD69 and CD25, and the secretion of cytokine IFN\(\gamma\) and TNF\(\alpha\).

4. Discussion

We developed a novel, immune assay platform that multiplexes cell and bead measurements in the same assay well. The assay analyzes T cell activation from different angles including cell health, time-dependent expression of early activation marker CD69, late activation marker CD25, even later activation marker HLA-DR, and the effector cytokines IFN\(\gamma\) and TNF\(\alpha\). It is also technically possible to multiplex the measurement of other relevant cytokines in T cell activation such as IL-6, IL-10, and IL-17A, depending on biological relevance. Measuring T cell proliferation in the same assay cells involves staining with a cell tracing fluorescent dye prior to assaying. Based on the decrease of fluorescent intensity with each cell division, T cell proliferation can be simultaneously measured.

T cell activation plays a critical role in T cell-mediated tumor cell killing in cancer immunotherapy. This assay could be adapted to measure T cell activation and tumor cell killing simultaneously by barcoding target cells with a cell tracing dye prior to co-culture. A similar assay with CAR-T and tumor cell co-culture was recently reported [22].
Monitoring the condition of T cell activation during the T cell biomanufacturing process is critical to the success of adoptive T cell therapy. As demonstrated in the results (Figure 1), this assay may be used for the daily monitoring of T cell activation, and to acquire time-sensitive activation information by checking simultaneously the early or late activation CD markers as well as the major effector cytokine secretion such as IFN\(\gamma\) and TNF\(\alpha\). As a functional assay, it may also be used for profiling neoantigens, vaccines and other drug candidates such as immune checkpoint inhibitors, bi-specific antibodies, as well as inhibitors against inflammation or autoimmune diseases (Figure 6).

Using high throughput flow cytometry, this immune assay may be well-suited to the drug screening environment as we demonstrated in the Z’ factor characterization. For a proof of concept, we ran a small screening campaign of a chemogenomic kinase library with 152 kinase inhibitors (each with a known target kinase protein). An iQue Forecyt® Profile Map revealed 25 of the total 152 compounds were identified as hits that broadly inhibited the T cell activation parameters, including the early activation marker CD69, the late activation marker CD25, and secreted cytokines IFN\(\gamma\) and TNF\(\alpha\). Furthermore, the first 7 compounds (Figure 3C) showed significant inhibition of all parameters (more than 90%, compared with negative control), which suggest an upstream signal pathway simultaneously regulating the expression of all major activation markers such as CD69 and CD25 and the secretion of cytokines IFN\(\gamma\) and TNF\(\alpha\).

However, it might still be an advantage to include both CD69 and CD25 in the same assay for complete insight into the cell activation. As our results suggest, CD69 and CD25 may be decoupled in the downstream signal pathway. This is supported by the finding that 2 compounds from the library screening only inhibit the expression of the late activation marker CD25, but not the early activation marker CD69 (Figure 4). This finding is also supported by a similar kinase inhibitor study describing new modulators of T cell receptor signaling and T cell activation [23]. In addition, we found 3 distinct kinase inhibitors that inhibited the early expression marker CD69, but not the late activation marker CD25, which further supports a theory that expression of CD69 and CD25 are regulated differently in downstream pathways.

Figure 6.
The potential screening and profiling positions of iQue® human T cell activation kit (TCA assay) in the immune drug discovery workflow. TCA assay may be used as secondary/functional assay to profile the drugs including immune-checkpoint inhibitors, bi-specific antibodies, adoptive TIL cells, CAR-T cells, and inflammation/autoimmune inhibitors. The TCA assay, together with the screening of a chemogenomic library, may be used as primary screening assay for drug repositioning, phenotypic drug discovery and traditional target-based drug discovery.
pathways. In addition, the secretion of the functional cytokines IFN\(\gamma\) and TNF\(\alpha\) may not share the same downstream pathway because we identified 2 different compounds (AG17, an EGFR inhibitor and Indirubin-3'-monoxime, a GSK3\(\beta\) inhibitor) that differentially decreased the secretion of one cytokine more drastically than the other (data not shown). Because 24-hour T cell activation was used as a biology model, it was not critical to analyze HLA-DR as an even later activation marker. This marker may be still useful in monitoring T cell activation for a longer term such as 5 to 10 days. The full analysis of different time-sensitive cell surface markers and the secreted cytokines may provide better insight of the precise T cell activation condition.

Of interest were several classes of compounds identified from the library that suggested drug target potential. A cluster of all four MEK1/2 inhibitors from the library showed a similar inhibition profile (Supplement Figure 2). In addition, 4 p38MAPK inhibitors, 3 Src kinase inhibitors, and 3 CaMKII inhibitors also showed similar inhibition profiles within each kinase inhibitor family (data not shown). These data suggest that the T cell activation assay, combined with a chemogenomic library screening, has the potential to identify possible drug targets for immune therapy.

In the kinase library screen, a blockbuster kinase inhibitor drug, ruxolitinib (Jak1/2 inhibitor, a myelofibrosis treatment), showed up as a positive hit. By adjusting the hit identification criteria in the iQue Forecyt® Profile Map algorithm, we identified three distinct inhibitors against three different kinase classes. These compounds showed a very similar T cell activation inhibition profile to ruxolitinib. The selection of criteria in the iQue Forecyt® Profile Map algorithm is subjective. It is possible that choosing a different threshold range for each criterion may result in a larger or smaller set of compounds that have inhibition profiles similar to ruxolitinib. In addition, it may be necessary to run in vitro and in vivo validation tests to further confirm the screening results. This small, proof-of-concept screening campaign showed that the multiplexed immune assay, integrated with a sophisticated data analysis algorithms, may help identify compounds or lesser-known existing drugs similar to a well-known drug. This capability may also provide potential new opportunities for kinase drug repositioning, as protein kinases are major oncology drug targets [24].

Aside from drug repositioning, there exists a need to uncover T cell activation biology as it relates to emerging immune-oncology therapies. While immune checkpoint inhibitors such as PD-1 have shown to be effective in mounting an anti-tumor response for both hematologic and solid tumors, there are further mechanistic details related to T cell activation to be learned. For example, a more complete understanding of the interactions between T cell receptors and ligands, upstream of T cell activation, and the modulation of immune checkpoint inhibition, would further progress the immuno-oncology field [25]. Unfortunately, checkpoint inhibitor therapy can result in tumor resistance, due to changes within the tumor cells and/or host immune response [26]. An option to mitigate checkpoint inhibition resistance is to enhance checkpoint inhibition with robust T cell activation via kinase inhibition [27]. Further advances in uncovering T cell activation dynamics as they relate to checkpoint inhibition therapy may include a more complete understanding of how an individual’s microbiome might influence cancer treatment. Specifically, the interplay between microbiome diversity, microbiome metabolic signatures, the alteration of T cell activation and the efficacy of checkpoint inhibition therapy has been documented [25].
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Both opportunities and challenges exist in phenotypic drug discovery. The small, proof-of-concept screening model described here may be extended to screen other chemogenomic libraries, such as ion channel/GPCR inhibitor, for possible target identification (Figure 6), or it may be extended to screen FDA-approved drug libraries for potential drug repositioning purposes. The drug candidates from the screening, particularly against immunological or immuno-oncology targets, can be further profiled by using this immune assay platform or a modified format. With all the characteristics of a functional assay, this assay platform may also be adapted for these applications: neoantigen or vaccine profiling; functional profiling of checkpoint inhibitor and bispecific antibodies in T cell activation and immune cell-mediated tumor cell killing; and daily monitoring T cell activation in the bio-manufacturing of the CAR-T and TIL cells used in adoptive T cell therapy.

5. Conclusions

The ability to readily characterize CD4+ and CD8+ T cell activation state and cytokine secretion is critical for implementing and expanding treatments for cancer, as well as autoimmune and inflammatory conditions. Protein kinase inhibition is an established strategy in oncology treatment, but additional insights are required to expand the portfolio of potential interventions. Key to these efforts is the ability to rapidly and simultaneously monitor cytokines and the temporal expression of T cell activation markers.

This work describes a multiplexed assay screen for protein kinase inhibition to identify compounds that alter T cell activation dynamics. A library of 152 chemogenomic kinase inhibitors was incubated with activated human T cells to determine the expression changes to both early (CD69) and late (CD25) T cell activation markers in conjunction with the cytokine secretion profiles for IFNγ and TNFα from a single assay well. High-throughput flow cytometry screen harnessing integrated, advanced data analytics determined several inhibitors of MEK 1/2 and Jak 1/2 pathways. The existing oncology drug ruxolitinib was identified in the screen and those screen parameters were used to identify 3 additional kinase inhibitors. Importantly, the 3 kinase inhibitor screen hits alter 3 distinct kinase pathways, indicating that this approach is unlikely to show bias for a particular class of kinase activation pathway(s).

6. Future perspectives

Aside from the far-reaching role of T cell activation in cancer treatment, the COVID-19 pandemic has fueled the need for further research of T cell activation dynamics. There is an unmet need to better understand and identify T cell activation related to COVID-19 infection in order to improve COVID-19 treatment [28]. The extent of T cell activation in COVID-19 is associated with either recovery from infection or poor disease prognosis, such as in the cases of severe COVID-19. Interestingly, there is evidence that the enhanced expression of the late stage T cell activation marker HLA-DR is associated with severe COVID-19 [29]. Thus, the ability to perform drug treatment screens, similar to the approach described in this work, and identifying the modulation of T cell activation while simultaneously quantifying cytokine secretion, represents a potentially useful tool for COVID-19 therapeutics as well as for other emerging infectious diseases.
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Supplementary material

A.

Supplemental Figure 1.

The assay workflow and experimental plate layout for kinase inhibition screening. Supplemental Figure A shows the assay workflow beginning with plating cells, incubating cells with kinase inhibitor, cell activation, assay steps and high-throughput data acquisition. Supplemental Figure B shows the plate map layout showing negative controls in red, sample wells in blue and positive controls in green. The plate map for plate 2 follows the layout of plate one.
Supplemental Figure 2.
Four MEK1/2 inhibitors that inhibit relevant markers. The screening results showed that all 4 compounds broadly inhibit the major relevant markers (CD69 and CD25 expression, and IFNγ and TNFα secretion) after 24-hour T cell activation. Supplement Figure 2A represents the inhibitory effect of MEK1/2 inhibitors on the expression of CD69 and CD25 on both T helper and T cytotoxic cells. Supplement Figure 2B illustrates the decreasing effects on the secretion of the cytokines IFNγ and TNFα. In the subsequent dosage test to confirm the screening results (Supplement Figure 2C), 24 IC50s were generated from 4 compounds and 6 endpoints.

Appendices and nomenclature

CAR-T chimeric antigen receptor T cell
TIL tumor-infiltrating lymphocyte
TCA assay iQue® Human T Cell Activation Kit assay
ACT adoptive T cell transfer
MHC major histocompatibility complex
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The book focuses on various aspects and properties of high-throughput screening (HTS), which is of great importance in the development of novel drugs to treat communicable and non-communicable diseases. Chapters in this volume discuss HTS methodologies, resources, and technologies and highlight the significance of HTS in personalized and precision medicine.