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Preface

Post-Transition Metals contains recent research on the preparation, characterization, 
and potential applications of post-transition metals such as gallium, indium, tin, 
thallium, lead, and bismuth, among others. Interest in the chemistry of post-
transition elements has increased significantly in the last two decades. In particular, 
research on the metals of Group 13 has led to the synthesis and application of some 
very novel molecules, with implications for organometallic synthesis and new 
materials development for chemical, biological, medical, and environmental uses. 
This book also discusses new facts, developments, and applications in the context of 
more general patterns of physical, structural, morphological, and optical behaviors. 
Particular attention is paid to the main growth areas, including the chemistry of 
lower formal oxidation states, cluster chemistry, device fabrication, the investigation 
of solid oxides and hydroxides, advances in the formation of hybrids with II–V and 
related compounds, the chemical significance of Group 13 metal complexes, and 
the growing importance of the metals and their compounds in the mediation of 
inorganic reactions.

In Chapter 1, Prof. Jana et al. discuss indium oxide-based nanomaterials and their 
fabrication strategies, properties, applications, challenges, and future prospects. The 
authors highlight synthesis strategies for indium oxide-based bulk nanomaterials 
with variable morphologies starting from spherical nanoparticles to nanorods, 
nanowires, nanoneedles, nanopencils, nanopushpins, and more. In addition, the 
chapter examines thin-film deposition and periodic 1-dimensional/2-dimensional 
surface texturing techniques for indium oxide-based nanostructured thin films with 
regard to their functional properties and applications. The chapter also includes 
a state-of-the-art survey on fabrication strategies and recent advancements in 
the properties of indium oxide-based nanomaterials with their different areas of 
applications. 

In Chapter 2, Prof. Revaprasadu et al. report on indium chalcogenide nanomaterials, 
which are at the forefront of recent technological advancements. There has been an 
increasing trend in the exploitation of indium chalcogenides in various applications 
ranging from water-splitting reactions in renewable energy to degradation of 
dyes in environmental rehabilitation. This trend is attributed to the interesting 
and unique properties of indium chalcogenide nanomaterials, which can be easily 
tuned via engineering of particle size, shape, and morphology. In this chapter, the 
authors outline the preferred attributes of indium chalcogenide nanomaterials that 
are deemed suitable for certain applications. Furthermore, they explore recent 
reaction protocols that have been reported to yield good quality indium chalcogenide 
nanomaterials of multinary configurations (e.g., binary and ternary compounds). 
Finally, the authors address the urgent need for alternative synthesis routes, such as 
the use of low-temperature decomposing single-source molecular precursors, to be 
improved and incorporated in the fabrication of functional nanodevices. 

In Chapter 3, Dr. Svirsky et al. discuss the ionic state of indium in perchlorate solu-
tions as well as the physicochemical properties of indium perchlorate. In perchlorate 
solutions, indium (III) cations attach a larger number of layers of water as well as 
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varying degrees, affect its state and through it, the action spreads further to the 
property and the boundary medium Thus, this causes either a de-structuring effect 
or a change in the state of chemical bonds of chlorate ions in concentrated solutions. 
Thus, the chlorate ion, being structure-forming and exhibiting a proto-acceptor 
ability, in solutions of group III perchlorates forms exclusively solvate-separated ion 
pairs due to the high enthalpy of hydration of the corresponding metal cations.

In Chapter 4, Associate Prof. Benabderrahmane investigates the effect of indium 
oxide on the properties of indium particles, which are used as silicon nanowire 
catalysts. The author examines the elaboration of indium particles by different 
annealing processes such as rapid thermal annealing as well as conventional 
processes. The elaborated particles are dedicated for use as catalysts for growing 
silicon nanowires growth via the vapor–liquid–solid process. After conventional 
annealing, the indium layer is broken up into elongated and inhomogeneous islands 
of micrometric sizes. The annealing conditions influence the catalyst morphology 
and, consequently, grow silicon nanowires. 

In Chapter 5, Prof. Tabbakh et al. report on the elastic, optical, structural, and 
transport properties of gallium arsenide (GaAs). These excellent properties have 
led to the production of new and unique devices like high-efficiency light emitters, 
light sensors, and high-speed switching devices. GaAs is considered an outstanding 
member of the III–V semiconductor family. It has many exceptional features, 
especially for use in opto-electronic and micro-electronic devices. 

In Chapter 6, Mr. Rouf et al. carry out a comparative analysis of the nanoindenta-
tion technique. Nano-indentation is a dynamic perceptible method for attaining 
mechanical properties from limited content. In delicately regulated tests in which 
the acceptance of the elastic contact analysis is met, the accuracy of a few percent-
age points is smoothly obtainable for indentations as micro as 10 nm. Specialists 
must be constantly aware of the holdings of variations from these suppositions on 
nano-indentation results. An exact evaluation for load, displacement, and machine 
concurrence is required, as is an effective rational sketch of the shape of the tip and 
a configuration devised to reduce the consequences of thermal drift and plasticity. 
Nanoindentation uses an indirect method of determining the contact area, as the 
depth of penetration is measured in nanometers, while in conventional indenta-
tion the area in contact is measured by elementary measurement of the residual 
area after the indenter is removed from the specimen. Dynamic hardness is the 
best result of dynamic indentation, which can be expressed as the ratio of energy 
consumed during a rapid indentation to the volume of indentation. The parameters 
taken into consideration are indentation depth, contact force, contact area, and 
mean contact pressure.

In Chapter 7, Prof. Yamaguchi describes a solar cell developed with GaAs material. 
The author reviews the progress in III–V compound single-junction solar cells 
such as Gallium Arsenide (GaAs), Indium Phosphide (InP), Aluminium gallium 
arsenide (AlGaAs), and Indium Gallium phosphide (InGaP) cells. Results show 
that GaAs solar cells have 29.1% under the sun, which is the highest ever reported 
for single-junction solar cells. In addition, the author presents analytical results for 
non-radiative recombination and resistance losses in III–V compound solar cells by 
considering fundamentals for major losses in III–V compound materials and solar 
cells. Because the limiting efficiency of single-junction solar cells is 30%–32%, 
multi-junction solar cells have been developed. GaP/GaAs–based 3-junction solar 
cells are widely used in this space. Additionally, the III–V compound solar cells have 

V

contributed as space and concentrator solar cells and are expected to be used in 
large-scale electric power systems and solar cell-powered electric vehicles.

In Chapter 8, Ph.D. Baron et al. report on opto- and nanoelectronic applications 
with GaAs compounds heteroepitaxy on silicon. The authors show how to overcome 
the different challenges associated with heteroepitaxy and integration of III-As onto 
a silicon platform. They present solutions to get rid of antiphase domains for GaAs 
grown on exact Si(100). To reduce the threading dislocations density, efficient ways 
based on either insertion of InGaAs/GaAs multilayers defect filter layers or selective 
epitaxy in cavities are implemented. All these solutions allow for the fabrication 
of electrically pumped laser structures based on InAs quantum dots active region, 
which is required for photonic and sensing applications.

Finally, in the last chapter, Dr. Pradhan et al. investigate IMPact ionization Avalanche 
Transit-Time (IMPATT) diodes based on GaAs for millimeter-wave applications with 
reference to silicon. The chapter presents DDR IMPATTs based on GaAs designed 
to operate at mm-wave window frequencies of 94, 140, and 220 GHz. Both the DC 
and small-signal performances of these devices are investigated by using a small 
signal simulation technique developed by the authors. The efficiency, output power, 
and power density of a GaAs IMPATT are greater than that of a Si IMPATT. Results 
show that the DDR IMPATTs based on GaAs are most suitable for generating radio 
frequency power with maximum conversion efficiency up to 220 GHz. This chapter 
looks at the benefits of GaAs in power electronics applications, reviews the current 
state of the art, and shows GaAs is a strong and feasible candidate for IMPATTs. 
It is also well known that at a given frequency the microwave and mm-wave 
power output of an IMPATT diode are proportional to the square of the product 
of the semiconductor critical field and carrier saturation velocity. For mm-wave 
frequencies greater than 94 GHz, a GaAs semiconductor is the best choice for 
fabricating a DDR IMPATT device.
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Jeddah, Saudi Arabia

Dr. Abdullah Mohamed Asiri, Dr. Anish Khan and Dr. Inamuddin
King Abdulaziz University,

Kingdom of Saudi Arabia

Thamer Tabbakh
Assistant Professor,

King Abdulaziz City for Science and Technology,
Saudi Arabia

XIV



IV

varying degrees, affect its state and through it, the action spreads further to the 
property and the boundary medium Thus, this causes either a de-structuring effect 
or a change in the state of chemical bonds of chlorate ions in concentrated solutions. 
Thus, the chlorate ion, being structure-forming and exhibiting a proto-acceptor 
ability, in solutions of group III perchlorates forms exclusively solvate-separated ion 
pairs due to the high enthalpy of hydration of the corresponding metal cations.

In Chapter 4, Associate Prof. Benabderrahmane investigates the effect of indium 
oxide on the properties of indium particles, which are used as silicon nanowire 
catalysts. The author examines the elaboration of indium particles by different 
annealing processes such as rapid thermal annealing as well as conventional 
processes. The elaborated particles are dedicated for use as catalysts for growing 
silicon nanowires growth via the vapor–liquid–solid process. After conventional 
annealing, the indium layer is broken up into elongated and inhomogeneous islands 
of micrometric sizes. The annealing conditions influence the catalyst morphology 
and, consequently, grow silicon nanowires. 

In Chapter 5, Prof. Tabbakh et al. report on the elastic, optical, structural, and 
transport properties of gallium arsenide (GaAs). These excellent properties have 
led to the production of new and unique devices like high-efficiency light emitters, 
light sensors, and high-speed switching devices. GaAs is considered an outstanding 
member of the III–V semiconductor family. It has many exceptional features, 
especially for use in opto-electronic and micro-electronic devices. 

In Chapter 6, Mr. Rouf et al. carry out a comparative analysis of the nanoindenta-
tion technique. Nano-indentation is a dynamic perceptible method for attaining 
mechanical properties from limited content. In delicately regulated tests in which 
the acceptance of the elastic contact analysis is met, the accuracy of a few percent-
age points is smoothly obtainable for indentations as micro as 10 nm. Specialists 
must be constantly aware of the holdings of variations from these suppositions on 
nano-indentation results. An exact evaluation for load, displacement, and machine 
concurrence is required, as is an effective rational sketch of the shape of the tip and 
a configuration devised to reduce the consequences of thermal drift and plasticity. 
Nanoindentation uses an indirect method of determining the contact area, as the 
depth of penetration is measured in nanometers, while in conventional indenta-
tion the area in contact is measured by elementary measurement of the residual 
area after the indenter is removed from the specimen. Dynamic hardness is the 
best result of dynamic indentation, which can be expressed as the ratio of energy 
consumed during a rapid indentation to the volume of indentation. The parameters 
taken into consideration are indentation depth, contact force, contact area, and 
mean contact pressure.

In Chapter 7, Prof. Yamaguchi describes a solar cell developed with GaAs material. 
The author reviews the progress in III–V compound single-junction solar cells 
such as Gallium Arsenide (GaAs), Indium Phosphide (InP), Aluminium gallium 
arsenide (AlGaAs), and Indium Gallium phosphide (InGaP) cells. Results show 
that GaAs solar cells have 29.1% under the sun, which is the highest ever reported 
for single-junction solar cells. In addition, the author presents analytical results for 
non-radiative recombination and resistance losses in III–V compound solar cells by 
considering fundamentals for major losses in III–V compound materials and solar 
cells. Because the limiting efficiency of single-junction solar cells is 30%–32%, 
multi-junction solar cells have been developed. GaP/GaAs–based 3-junction solar 
cells are widely used in this space. Additionally, the III–V compound solar cells have 

V

contributed as space and concentrator solar cells and are expected to be used in 
large-scale electric power systems and solar cell-powered electric vehicles.

In Chapter 8, Ph.D. Baron et al. report on opto- and nanoelectronic applications 
with GaAs compounds heteroepitaxy on silicon. The authors show how to overcome 
the different challenges associated with heteroepitaxy and integration of III-As onto 
a silicon platform. They present solutions to get rid of antiphase domains for GaAs 
grown on exact Si(100). To reduce the threading dislocations density, efficient ways 
based on either insertion of InGaAs/GaAs multilayers defect filter layers or selective 
epitaxy in cavities are implemented. All these solutions allow for the fabrication 
of electrically pumped laser structures based on InAs quantum dots active region, 
which is required for photonic and sensing applications.

Finally, in the last chapter, Dr. Pradhan et al. investigate IMPact ionization Avalanche 
Transit-Time (IMPATT) diodes based on GaAs for millimeter-wave applications with 
reference to silicon. The chapter presents DDR IMPATTs based on GaAs designed 
to operate at mm-wave window frequencies of 94, 140, and 220 GHz. Both the DC 
and small-signal performances of these devices are investigated by using a small 
signal simulation technique developed by the authors. The efficiency, output power, 
and power density of a GaAs IMPATT are greater than that of a Si IMPATT. Results 
show that the DDR IMPATTs based on GaAs are most suitable for generating radio 
frequency power with maximum conversion efficiency up to 220 GHz. This chapter 
looks at the benefits of GaAs in power electronics applications, reviews the current 
state of the art, and shows GaAs is a strong and feasible candidate for IMPATTs. 
It is also well known that at a given frequency the microwave and mm-wave 
power output of an IMPATT diode are proportional to the square of the product 
of the semiconductor critical field and carrier saturation velocity. For mm-wave 
frequencies greater than 94 GHz, a GaAs semiconductor is the best choice for 
fabricating a DDR IMPATT device.

Dr. Mohammed Muzibur Rahman
Center of Excellence for Advanced Materials Research  

and Department of Chemistry,
Faculty of Science,

King Abdulaziz University,
Jeddah, Saudi Arabia

Dr. Abdullah Mohamed Asiri, Dr. Anish Khan and Dr. Inamuddin
King Abdulaziz University,

Kingdom of Saudi Arabia

Thamer Tabbakh
Assistant Professor,

King Abdulaziz City for Science and Technology,
Saudi Arabia

XV





1

Chapter 1

Indium Oxide Based 
Nanomaterials: Fabrication 
Strategies, Properties, 
Applications, Challenges and 
Future Prospect
Hasmat Khan, Saswati Sarkar, Moumita Pal, 
Susanta Bera and Sunirmal Jana

Abstract

Nanostructured metal oxide semiconductors (MOS) in the form of thin film or 
bulk attract significant interest of materials researchers in both basic and applied 
sciences. Among these important MOSs, indium oxide (IO) is a valuable one due 
to its novel properties and wide range of applications in diversified fields. IO based 
nanostructured thin films possess excellent visible transparency, metal-like electri-
cal conductivity and infrared reflectance properties. This chapter mainly highlights 
the synthesis strategies of IO based bulk nanomaterials with variable morphologies 
starting from spherical nanoparticles to nano-rods, nano-wires, nano-needles, 
nanopencils, nanopushpins etc. In addition, thin film deposition and periodic 
1-dimensional (1D)/2-dimensional (2D) surface texturing techniques of IO based 
nanostructured thin films vis-à-vis their functional properties and applications 
have been discussed. The chapter covers a state-of-the-art survey on the fabrication 
strategies and recent advancement in the properties of IO based nanomaterials with 
their different areas of applications. Finally, the challenges and future prospect of 
IO based nanomaterials have been discussed briefly.

Keywords: metal oxide semiconductor, indium oxide based nanomaterials, 
fabrication strategies, periodic surface texturing, advanced applications

1. Introduction

It is no doubt that nanomaterials have attracted significant attention for both 
basic and applied sciences because these materials in nanodimension (1–100 nm) 
exhibit novel features including high surface area, excellent physical and chemical 
stability and lower material density compared to their bulk counterpart. In fact, 
these features of the nanomaterials help the researchers to design and fabricate 
novel functional nanomaterials/devices for practical use. Today, various forms of 
nanomaterials such as quantum dots, nanoparticles, nanoflakes, nanobelts, nanorib-
bons, nanosheets, nanofilms, nanotubes, nanofibers even nanocomposites have 
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widely been used to improve the materials properties including thermal, electrical, 
mechanical, optoelectronics, corrosion resistant, self-cleaning, and sensing [1–3].

Over the past decades, nanostructured metal oxide semiconductors (MOSs) 
have drawn tremendous attention to materials researchers due to their widespread 
applications in various fields [4–6]. Among various MOSs, indium oxide (In2O3) has 
been investigated widely owing to its wide band gap, high electrical conductivity, 
stability and excellent optoelectronic properties [2, 7]. In2O3 (IO) is a wide band gap 
n-type semiconductor with direct band gap energy of 3.6 eV at room temperature 
[7, 8]. It is found that the band gap energy of IO thin film primarily depends on 
various factors such as annealing temperature and atmosphere as well as the nature 
of the substrate on which the film is to be deposited. The growth temperature also 
influences upon the morphological, structural, electrical and optical properties 
of IO based thin films. It is to be further noted that the thin films with enhanced 
functional properties like high electrical conductivity and visible transparency 
can be achieved by controlling the annealing temperature and atmosphere during 
the fabrication process [9]. It is noteworthy that these materials are suitable for 
different applications such as photovoltaic devices, liquid crystal displays, transpar-
ent conductive electrode in electronic devices, solar cells and flat panel displays, 
photodetectors, gas sensors, heat reflecting windows etc. [2, 8, 10]. On the other 
hand, different nanostructured IO based bulk nanomaterials such as nanosheets, 
nanowires, nanoparticles, quantum dots, single crystals are found to have potential 
applications [8, 11–13].

In the last decade, IO/IO based nanomaterials has been studied extensively. 
Around 54 years ago, Groth et al. [14] demonstrated that the small amount of 
Sn or Ti doping into IO can significantly enhance the electrical conductivity and 
infrared reflectivity without losing optical transparency in visible region. Based 
on this experimental observation, the Sn-doped In2O3, popularly known as indium 
tin oxide (ITO) creates an active area of research and development in the field of 
electrochromic and infrared reflective windows, light emitting diodes, transpar-
ent contacts for solar cells and flat panel displays and cladding layers for InGaN-
based lasers [2]. Recently, the rapid increase in production of various electronic/
optoelectronic devices with ITO results a sharp increase in price of indium. In 
order to minimize the cost without sacrificing the functional properties, indium 
oxide based thin films have been fabricated [15–17]. In this respect, the formation 
of heterostructure with band gap engineering of IO or IO based nanomaterials 
improve its functional properties for advanced applications especially in transpar-
ent electronic devices and sensors [18–20]. In this regard, Wang et al. [18] reported 
hierarchically structured ZnO decorated with IO nanoparticles synthesized by 
one-pot sol-gel process towards improvement in n-butanol sensing performance. 
Moreover, N-doped graphene quantum dots modified three-dimensional ordered 
macroporous IO based nanocomposites had been fabricated for NO2 gas sensing 
application [10]. On the other hand, IO based nanomaterials are largely used for 
microelectronics and optoelectronic applications [2, 7, 19] and also found in sig-
nificantly improved stability of solar cells without negotiating the performance of 
IO/ZnO electron transporting bilayer, synthesized by solution-process as reported 
by Kirmani et al. [20].

There are various methods now available to synthesize different types of IO/
IO-based nanomaterials. The common techniques to deposit the thin films of IO 
based nanomaterials are sol-gel, spray pyrolysis, Ink-Jet printing, physical/chemi-
cal vapor deposition and atomic layer deposition [2, 4, 8, 21]. On the other hand, 
IO-based nanomaterials are generally synthesized by sol-gel, solvothermal/hydro-
thermal, co-precipitation, thermal evaporation and solid state reaction methods [22].
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This chapter mainly highlights the synthesis strategies of IO based bulk nano-
materials with variable morphologies starting from spherical nanoparticles to 
nano-rods, nano-wires, nano-needles, nanopencils, nanopushpins etc. In addition, 
thin film deposition and periodic 1D/2D surface texturing techniques of IO based 
nanostructured thin films vis-à-vis their functional properties and applications 
have been discussed. Thus, the chapter covers a state-of-the-art survey on the fab-
rication strategies and recent advancement in properties of IO based nanomaterials 
with their different areas of applications. Finally, the challenges and future prospect 
of IO based nanomaterials have been briefly discussed.

2. Nanostructured metal oxide semiconductors

Now-a-days, nanostructured MOSs draw special attention owing to their 
promising applications in various areas such as electronic, optoelectronic, energy 
storage and conversion, adsorption, catalysis and sensing for their fascinating 
characteristics including high surface-to-volume ratio, surface permeability, light 
harvesting capability, electrochemical and photochemical properties [4–6, 23]. 
Nanostructured materials can be classified as zero-dimensional (0-D, nanopar-
ticles, core-shell nanoparticles), one-dimensional (1-D e.g. rods/wires), two-
dimensional (2-D e.g. layered structures, composite nanowires), and equiaxed or 
three dimensional (3-D e.g. nanotubes/nanowires bundles). It is to be noted that 
hierarchical nanostructures can be formed by combining 0-D, 1-D, 2-D and 3-D 
nanostructures [24]. These nanoscale structures of MOSs are capable to exhibit 
an improvement in mechanical, optical, electronic, optoelectronic or magnetic 
properties [1, 24].

2.1 Indium oxide based nanomaterials

In the next sub-sections, a discussion has been made on IO based nanomaterials 
especially bulk nanomaterials and porous nanomaterials including nanostructured 
thin films.

2.1.1 Bulk nanomaterials

Development of functional nanomaterials in bulk form can fulfill the purpose 
of achieving some special properties which can not be possible in the form of thin 
film/coating. This is because the properties such as structural, optical, optoelec-
tronic, microstructural, electrical etc. of a material in bulk form can greatly differ 
from its thin film counterpart. Thus, the fabrication of bulk nanomaterials is also 
highly essential for their widespread applications. In this respect, the method of 
their syntheses can determine the specific structural features related to grain size, 
interface boundaries, porosity, structural defects and so on [25–27]. In this regard, 
for the synthesis of some indium oxide based bulk nanomaterials few well-estab-
lished methods and the applications of the products are listed in Table 1.

Nanomaterials with porous architecture are very much important in the field of 
nanoscience and nanotechnology because of the ability of the materials to interact 
with atoms, ions and molecules not only at their surface but also throughout the 
bulk region. Moreover, the surface area which is mainly dependent on the particle 
size, shape and volume of the void space present in a porous nanomaterial is directly 
related to the functional property [4–6]. Thus, to obtain superior functional prop-
erties, the textural properties should be tuned accordingly.
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Thin film system Deposition method Application Ref.

Indium oxide Spin coating Buffer layer and transparent 
electrodes in solar cells

[34]

Indium-doped ZnO Spin coating High-performance thin film 
transistors (TFTs)

[35]

Indium-gallium-zinc 
oxide

Ink-jet printing High performance printed TFTs [36]

InGaZnO Spin coating White light illumination and TFT 
channel

[37]

Zinc indium oxide Sol-gel and breath figure Photoelectrochemical water 
splitting

[4]

Antimony doped 
indium oxide

Sol–gel Heat absorbing window glass 
fenestration

[38]

Cu(In,Ga)(S,Se)2 
(CIGSSe)

Spray pyrolysis Solar cell [39]

Indium zinc oxide Inkjet-printing TFTs [40]

ITO PVD with glancing angle TCO, gas-sensors, self-cleaning [41]

ITO Ultra-thin RF 
magnetron sputtering

Top electrode in photovoltaic 
devices

[42]

Indium-gallium-oxide CVD process Ultraviolet phototransistors [43]

Indium oxide Atomic-layer deposition TFTs [44]

ITO Sputtering Acetaldehyde sensing [45]

Table 2. 
Different methods of deposition and applications of selected IO based nanostructured thin films.

2.1.2 Nanostructured thin films

Indium oxide based nanostructured thin films have great significance owing to 
their variable band gap energy (3.2–3.8 eV) with high visible transparency, sub-
stantial environmental and chemical stability as well as high electron mobility and 
metal-like electrical conductivity [34–45]. These nanostructured thin films have 
been fabricated (Table 2) with excellent optical and electrical properties towards 
various applications [34–45]. However, the thin films are mostly used as TCOs 
[34–45]. In this regard, ITO thin film is known to be one of the most extensively 
used TCO. In addition, after modification of thin film surface (Figure 1) by peri-
odic texturing adopting soft lithography or breath figure process (BRF), the surface 
textured films can be used for light frequency modulation, photoelectrochemical 
application and photocatalysis [4].

System Synthesis method Ref.

NiS-IO-GO Ultrasonic/hydrothermal [28]

WO3-IO Sol-gel [29]

SnO2-IO Precipitation [30]

Y2O3-IO Co-precipitation/sol-gel [27]

Mn(II) doped IO foam Sol-gel [31]

Organic–inorganic IO foam Sol-gel [32]

Colloidal IO nanoparticles Laser ablation [33]

Table 1. 
Synthesis and application of IO based bulk nanocomposite materials.
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3. Fabrication strategies of indium oxide based nanomaterials

3.1 Indium oxide based thin films

Indium oxide based nanomaterials including nanostructured thin films and bulk 
nanomaterials are found to be a highly exploration area in the nano domain [34–45]. 
For deposition of nanostructured IO based thin films, several techniques including 
sol-gel, sputtering, physical vapor deposition (PVD), chemical vapor deposition 
(CVD), ink-jet printing, spray pyrolysis, atomic layer deposition (ALD) are avail-
able [34–45]. These are discussed in the next sub-sections.

3.1.1 Sol-gel coating technique

Sol-gel coating technique such as dip coating, spin coating or sometimes drain 
coating (especially for large size and heavy weight substrate) is also a very much 
useful for development/fabrication of various functional nanostructured thin films 
that are suitable for the use especially in the field of microelectronics and optoelec-
tronics [4, 34–38]. The coating technique can fulfill to obtain desired physical and 
optical properties of the nanomaterials [34–38]. In this respect, sol-gel coating tech-
nique as a facile fabrication strategy has already been established as cost effective 
one for deposition of nanostructured IO based thin films [34–38]. Among other thin 
film fabrication techniques such as sputtering, CVD, ALD, PVD, spray pyrolysis and 
ink-jet printing, sol-gel technique is become a convenient one where high chemi-
cal and environmental stabilities of the nanomaterials can be obtained [34–38]. 
Sol-gel coating techniques can be applicable to deposit a huge numbers of high-
performance nanostructured IO based thin films including ITO, IZO, IZGO, ZIO, 
IAO, Sb-doped IO, Cd-ITO, Cr-ITO for various applications [34–45]. A schematic 
diagram as shown in Figure 2 where IO based thin films by sol-gel coating technique 
is described. In addition, some sol-gel based nanostructured IO thin films with their 
area of applications are highlighted in Table 2.

Figure 1. 
FESEM images of IO based nanostructured thin films: (a) zinc indium oxide, (b-d) ITO, (e) indium gallium 
zinc oxide and (f) 1D surface patterned zinc indium oxide [4, 46–49]. (Copyright reserved to the American 
Chemical Society (2017), AIP Publishing (2015), Springer Nature (2018) and AIP Publishing (2014) for 
references [4, 46, 48, 49], respectively).
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3.1.2 Spray pyrolysis

In spray pyrolysis technique for IO based thin-film deposition includes spraying 
of suitable metal salt solution onto a heated substrate [39]. In this technique, the 
main steps are precursor solution atomization, transportation of resultant aerosol 
and decomposition of precursor onto a substrate [39]. Another important factor of 
this technique is to select an appropriate type of atomizer for desired application. 
Important parameters that have to be controlled are atomization, solute concen-
tration, temperature gradient and carrier gas [39]. Adopting this technique, the 
fabrication of different IO based nanostructured thin films have been reported 
[2, 39]. Some of the potential nanostructured thin films and their applications are 
given in Table 2.

3.1.3 Ink-Jet printing

Ink-Jet printing technique (IJP) can mainly be divided into nozzle based digital 
inkjet printing and non-digital screen, offset, flexography and gravure printing 
[40]. In this technique with appropriate ink solvents, a widespread range of flex-
ible thin-film devices can be fabricated such as transistors, light-emitting devices, 
sensors and energy harvesting and storage devices [40]. Although, gravure printing 
results high-throughput with high resolution and noble pattern fidelity but due to 
the characteristic contact nature of gravure printing along with the use of high-
viscosity ink with binders, the contamination/residue related issues and degrada-
tion of printing materials may occur [40]. Few reports with respect to IO based 
nanostructured thin films are listed in Table 2.

3.1.4 Sputtering physical vapor deposition

A commonly used method for IO based thin film deposition is PVD in which the 
coating generates onto a substrate through atom by atom [41]. The PVD involves the 
atomization or vaporization of material from a solid source called target [41]. In this 
technique, the substrate majorly influences the properties of thin film. It is worthy 
to note that the deposition method must be performed under vacuum, plasma, gas-
eous or electrolytic environment. In this technique, the stresses generated into a thin 
film during cooling process or melting of substrate (mostly for an organic polymer) 

Figure 2. 
Schematic presentation for the fabrication of IO based thin films by sol-gel coating technique.
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can limit the deposition process [41, 45]. Transparent conducting ITO thin films 
over silicon wafer can be fabricated by PVD techniques such as magnetron sputter-
ing, vacuum evaporation, ion-plating [41, 45] towards gas-sensors, SERS, electro-
chromism and self-cleaning applications [41, 45].

3.1.5 Chemical vapor deposition

The IO based nanostructured thin films can also be fabricated by CVD [43]. In 
this process, the combination of gases react with substrate surface at comparatively 
high temperature that leads to decay of a particular constituent of gas combination. 
Hence, the fabrication of a metal or composite solid film can be deposited onto a 
substrate. This process can either be a pyrolysis of vapors of single organometallic 
compounds or a second reactant as an intermediate in vapor phase [43]. In this 
regard, some reports are available (Table 2) on single-phase metastable rhombo-
hedral ITO epitaxial thin films with high transparency and electrical conductivity. 
The films had been deposited on Al2O3 substrate by CVD [43]. Also, indium gal-
lium oxide thin film had been developed by co-sputtering using Ga2O3 and In2O3 as 
targets at room temperature [43].

3.1.6 Atomic layer deposition

ALD is also a technique for deposition of nano structured IO based thin films 
[44]. This technique mainly based on sequential pulsing principle of precursor 
chemicals in vapor state where each pulse is almost one atomic layer thin. The 
excess reactants as by-products can purge or evacuate with an inert carrier gas 
(e.g. N2/Ar) [44]. The precursor used in this technique is pulsed into a chamber 
under vacuum (<1 Torr) condition for a certain period of time during each half-
reaction. The process is cycled afterwards until a suitable film thickness reached. 
By applying this technique, a layer of very high aspect ratio of ITO crystals with 
nanoporous architecture can be fabricated. These materials can be used in photo-
voltaic or spectroelectrochemical applications [44]. On the other hand, In2O3 TFTs 
with ALD Al2O3 gate dielectrics had already been developed with significantly 
good electrical performance (e.g. field effect mobility, 7.8 cm2 V−1 s−1 and on/off 
current ratio, 107) [44].

3.2 Periodic surface texturing of thin films

Periodic texturing also called patterning on thin film surfaces is a potential 
technique for the fabrication of photonic nanostructures for various optical 
applications [50]. It is worthy to note that the improved solar light absorption with 
high surface to volume ratio and enhanced light harvesting efficiency of the MOS 
thin films can be enhanced by periodic nanostructuring [6, 50]. There are several 
surface texturing techniques like conventional photolithography, nano-imprint 
lithography, electron-beam lithography, laser patterning, dip-pen lithography, 
reactive ion etching etc. available in the literatures [6] but these techniques are 
very costly, complicated, time consuming and also have several limitations owing 
to the nature of the component materials [6, 12]. Hence, versatile, simple and cost 
effective unconventional soft lithography is used now-days as an alternative to these 
conventional lithography techniques. This technique is largely used to generate 
periodic structures on metal oxide/mixed metal oxide including polymer based thin 
film surfaces [6, 12, 13]. In the next sub-sections, a special emphasis is given on sol-
gel based soft lithography technique to perform periodic surface texturing on mixed 
metal oxide thin films.
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3.2.1 Importance of periodic surface texturing

It is no-doubt that periodic surface texturing (pattering) is used to improve 
the functional properties of metal oxide thin films. The main objective of surface 
texturing is to effectively manage the incident light into thin film matrix. Thin films 
with different periodic surface structures are capable to enhance light absorption via 
light scattering and anti-reflective effects [50]. Improved light absorption ability of 
nanostructure thin films can enhance the performance of optoelectronic devices [6, 
50]. Generally, light management in the nanostructure device based on two simple 
strategies- (a) anti-reflection and (b) enhancement in light absorption [50]. The 
enhanced light absorption occurs in surface textured thin films through multi-inter-
nal reflection which increases the light propagation length into the absorbing layer. 
Theoretically, it is possible to improve the light absorption up to an enhancement fac-
tor of 4n2 (Lambertian limit) where ‘n’ is denoted as refractive index of the material 
[50]. It is found that ordered three-dimensional nanostructured materials reach or 
exceed the Lambertian limit. Thus, it is established that the light absorption not only 
depends on the materials properties but also on the geometry of materials [50].

3.2.2 Periodic surface texturing techniques

As already stated in the previous sub-sections, periodic surface texturing of thin 
films is generally performed by conventional photolithography. Beside photolithogra-
phy technique, several other techniques like nano-imprint lithography, electron-beam 
lithography, laser patterning, dip-pen lithography, reactive ion etching etc. are also 
used for the surface texturing [6, 13]. In soft lithography, one of the nonconventional 
lithography techniques, a soft organic material is mostly used to produce patterned 
structures without using light or any other high energy particles [6]. The main feature 
of this technique is to use a surface patterned elastomeric stamp which is generally 
made of polydimethyl siloxane (PDMS). This PDMS stamp can be used either as 
a mold to impart the patterns through physical confinement of a liquid precursor 
that dries to build the patterned film or as a stamp to directly transfers the precursor 
material to the substrate [51]. This technique mainly consists of different types such 
as replica molding (REM), microcontact printing (μCP), micromolding in capillaries 
(MIMIC), microtransfer molding (μTM). By using soft lithography techniques, it is 
possible to fabricate periodic surface textured films with features, ≥30 nm [51].

3.2.3 Applications

Periodic surface textured metal oxide based thin films have diverse applications 
in various fields like self-cleaning, photovoltaics, catalysis, energy conversion and 
storage, electronic devices, sensor and solar water splitting [52]. Now-a-days, surface 
patterned metal oxide thin films are also largely used in photovoltaic cells as active 
layers, photocatalysis and photoanode in photoelectrochemical (PEC) cells [4–6, 52]. 
Nanostructuring on the thin film surface increases the active surface area as well as 
photon capturing ability which are beneficial for the enhancement of photocatalytic 
and PEC performances [6, 13]. Thus, the PEC performance of MOS thin films can 
be improved by periodic surface texturing. It is worthy to note that overall PEC 
performance for solar water splitting depends on three fundamental factors- (i) 
absorption efficiency (ƞabs), (ii) charge separation efficiency (ƞsep) and (iii) charge 
transfer efficiency (ƞtrans). The performance for solar water splitting is expressed as 
ƞabs × ƞsep × ƞtrans [53]. It is very challenging to get high value of the product of ƞabs and 
ƞsep (i.e. ƞabs × ƞsep) because these are coupled with each other [53]. By increasing the 
active layer thickness, it is possible to increase ƞabs value but it reduces the ƞsep value. 
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As a result, the product of ƞabs and ƞsep decreases. However, the nanostructuring on 
MOS metal oxide thin film surfaces can mitigate the problem. Several nanostruc-
tured mixed metal oxide thin films including IO based nanostructured thin films are 
reported for improving PEC performances [4, 6, 53].

3.3 Synthesis of indium oxide based bulk nanomaterials

Indium oxide/indium oxide based nanomaterials can be synthesized by various 
synthesis methods. Some of them are sol-gel, solvothermal/hydrothermal, co-
precipitation, thermal evaporation and solid state reaction. These are discussed in 
the next sub-sections.

3.3.1 Sol-gel method

Sol-gel is a wet chemical method for synthesis of various nanomaterials from 
sols. Generally, this method involves controlled hydrolysis of metal alkoxides like 
zirconium propoxide or metal salts such as metal nitrates or chlorides in an aqueous 
or organic solvent medium. It is to be noted that at the initial step of this method 
the hydrolysis and polycondensation reactions occur that lead to the generation 
of polymeric/colloidal sol with particles of nano dimension [5, 18]. By increasing 
mass of the desired material into sol or other significant changes in sol like solvent 
substitution, pH variation, solvent evaporation, etc. results the formation of gel 
with three-dimensional network of porous nature. The solvent is enclosed inside 
the porous gel structure [5, 18]. Heat treatment of the gel structure produces dense 
ceramics. It is well-known that the extremely pure and homogeneous multicompo-
nent oxide can be synthesized by this method. Metal ions doped indium oxide and 
indium oxide based nanomaterials in the form of thin films or bulk nanocomposites 
can be fabricated/synthesized by adopting the sol-gel method [4–6, 12, 13, 18].

3.3.2 Solvothermal/hydrothermal method

Solvothermal or hydrothermal synthesis method is termed depending upon the 
solvent used in the synthesis method. In the hydrothermal method, water is gener-
ally taken as solvent whereas organic solvent instead of water is used in solvother-
mal method. In these methods, aqueous solutions of metal nitrates, chlorides and 
acetates are generally used as precursor materials for the synthesis of metal oxides 
[8, 10]. In this method, the precursor materials and solvents are taken in a particular 
stoichiometric ratio and stirred for a particular time period to obtain a homoge-
neous solution. Then, the solution is transferred into a Teflon coated stainless steel 
autoclave and placed it in an oven at elevated temperature for a certain time. Finally, 
the autoclave is allowed to cool down at room temperature and the precipitates 
obtained is dried and cured at higher temperature. Different indium oxide based 
bulk nanomaterials have been synthesized by solvothermal/hydrothermal method. 
In this regard, Suzuki et al. [54] synthesized indium tin oxide nanoparticles via 
solvothermal method for sustainable coating application.

3.3.3 Co-precipitation and thermal evaporation

Co-precipitation is a simple classical method to synthesize metal oxide nanoma-
terials. This method is cost-effective, very fast process and useful for larger scale 
industrial applications [27, 30]. By this method, it is possible to synthesize highly 
pure nanomaterial through an eco-friendly route. In this typical method, metal salts 
in the form of nitrate, chloride, or oxychloride as precursor materials are generally 
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dissolved in aqueous solution and precipitated these into their corresponding 
hydroxides by addition of a base like sodium hydroxide or ammonium hydroxide. 
Finally, the precipitates are washed and calcined at high temperature to get metal 
oxide nanomaterials. Several reports are available on synthesis of indium oxide 
based nanomaterials by this method [55, 56].

3.3.4 Solid state reaction

Solid-state reaction is a well-known method for the synthesis of polycrystalline 
material from solid precursor materials. Generally, the reaction occurs at very high 
temperature. The main advantage of this method is its simplicity and the ability of 
large scale industrial production. Synthesis of pure In2O3 nanoparticles had been 
performed via solid state reaction method for the fabrication of optoelectronic 
devices by Jothibas et al. [57]. Moreover, Bykova et al. [58] reported Co-In2O3 nano-
composites thin film by solid-state reaction method and investigated its structural 
and magnetic properties. Recently, Co-In2O3 nanocomposites and cobalt-doped 
In2O3 have attracted significant attention due to their applications in optoelectronic, 
spintronic devices and gas sensors [58].

4. Properties of indium oxide based nanomaterials

4.1 Indium oxide based nanostructured thin films

IO based nanostructured thin films are immensely important due to their 
excellent optical, electrical, and mechanical properties suitable for various applica-
tions like energy conversion, biological and chemical sensing, solar cells, thin film 
transistors etc. [34–45]. Structural, optical, magnetic and electrical properties of IO 
based nanostructured thin films are discussed in the next sub-sections.

It is well known that IO based nanostructured thin films can act as excellent 
n-type transparent conducting oxides (TCOs) [34–45]. In bcc-Sn doped In2O3 
forming ITO, the low formation energy implies a greater abundance of both the 
neutral and the cationic states of Sn dopant [38]. The structures of the thin films 
as confirmed by X-ray diffraction study, indicate that the films are polycrystalline 
with bcc structure having a 100 intensity peak at (222) plane of the crystal lattice. 
It is observed that the mobility of atoms and clusters on the surface of a substrate is 
proportional to their energy that would increase with increasing curing tempera-
ture. This would lead to the growth of In2O3 crystallites along a crystal plane (100). 
Among the fabricated IO based thin films, ITO is the most widely used efficient 
TCO due to its low energy of defect formation towards enhancing greater electrical 
properties [34–45]. It is worthy to note that the optical properties of IO based thin 
films are primarily dependent upon post annealing temperature, film microstruc-
ture, film physical thickness, surface roughness, levels of impurities, defect (like 
oxygen vacancies) concentration and deposition parameters [16, 17, 34–45, 59]. 
Low absorption (0.04–1.10%) of incident light in visible region is a crucial factor 
for IO based TCOs. The optical band gap widening or narrowing of IO based films 
occurs also based on dopant concentration [34]. In this context, different values 
as obtained from the reported works on IO based thin films show a high optical 
transparency (82–93%) of the films [34–45]. On the other hand, it is very much 
important to achieve the magnetic properties of IO or IO based thin films and bulk 
nanomaterials. In order to obtain the magnetic properties of these nanomaterials 
different magnetic metal such as Cr, Mn, Fe, Co, etc. ions with variable oxidation 
states are generally doped into the metal oxide [59]. It is found that the magnetic 
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property is induced in indium oxide due to the presence of oxygen vacancies. The 
property basically depends on the nature/concentration of external dopant [59, 60].

4.2 Indium oxide based bulk nanomaterials

Functional properties of bulk nanomaterials can sometimes be advantageous 
compare to nanostructured thin films and the properties such as structural, optical, 
optoelectronic, microstructural and electrical in bulk nanomaterials differ from 
their respective thin film counterpart. In this respect, the preparation methods that 
govern the generation of specific structural features, porosity and defects in the 
bulk nanomaterials. It is reported that ITO and nickel doped ITO nanomaterials 
exhibit X-ray diffraction peaks similar to that of pure In2O3 with cubic bixbyite 
structure [27–30]. To calculate the band gap energy (BGE), the optical reflectance 
spectrum of a bulk nanomaterial can be recorded and then converted into its 
absorption spectrum. The absorption coefficient (α) can be determined using 
Kubelka-Munk function relation, α = (1 − R)2/2R. The BGE (Eg) can be determined 
from the relation, αhυ = A (Eg − h)1/2, where h, υ and A are Plank’s constant, 
frequency of light, proportionality constant, respectively [57, 61]. The BGE value of 
a metal doped IO/IO based nanomaterial varies depending on the nature of dopant 
element [27–30]. On the other hand, magnetic properties of IO/IO based nanoma-
terials are of great interest for basic science. Pure In2O3 shows diamagnetic behavior 
while the ITO displays ferromagnetism at room temperature. Moreover, different 
transitional metal doped In2O3 nanomaterials exhibit ferromagnetism at room 
temperature due to presence of oxygen vacancies [59, 60].

5. Applications of indium oxide based nanomaterials

Because of high optical transmittance and excellent electrical conductivity, 
indium oxide/IO based nanomaterials have variety of applications especially for 
fabrication of optoelectronic and microelectronics devices [2, 16, 17]. These are 
discussed in the next sub-sections.

5.1 Transparent conducting oxide

Generally, transparent conducting oxides (TCOs) are the materials that possess 
two major properties of (a) high electrical conductivity and (b) excellent optical 
transparency. Indium oxide is an important MOS material that mainly uses as TCO 
[62]. The properties of In2O3 are improved by doping or coupling of other semicon-
ductors with wide BEGs. Improved electrical and optical properties of In2O3 based 
nanomaterials can promote to fabricate a variety of potential modern devices such 
as touch screen displays, low emissivity windows, solar cells, and gas sensors [2, 62]. 
Till date, ITO is the most successful TCO in terms of optoelectronic properties used 
commercially. It is found that ITO demonstrates a very high electrical conductivity 
and carrier concentrations without losing visible light transparency [62, 63].

5.1.1 Transparent conductive electrode

Transparent conductive electrodes made with TCOs are hugely used in flat panel 
displays, touch panels, lamps and thin film solar cells [62, 63]. Among the various 
TCOs, IO and ITO are highly used to fabricate transparent conductive coatings. It 
is noted that various properties of TCO thin films can be tuned by selecting suit-
able dopant with its optimized concentration. Thus, impurity doped ZnO, In2O3, 
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and SnO2 thin films are the best materials for practical utilization as transparent 
conducting electrodes [62, 63]. Also, different indium oxide based materials have 
already been explored to fabricate transparent conductive electrode [62–64].

5.1.2 Antireflection coating

Antireflection coating (ARC) is an optical coating which reduces undesirable 
reflections from substrate surfaces and increases transmittance [65, 66]. It is exten-
sively used in industrial applications such as solar cells and photovoltaics, electronic 
device displays, and also general purposes, like spectacle and photographic lenses 
[65–67]. In this regard, IO based nanomaterials especially ITO has gained a special 
attention and ARC can be applied on this TCO thin films for the applications [66, 67].

5.1.3 Infrared reflective and electrochromic coatings

In electrochromic devices, the optical properties such as absorption, transmis-
sion, reflection and/emission can be changed when an electrical potential is applied. 
These devices are ubiquitous in daily life and are used as antidazzle rearview mir-
rors in cars as well as state-of-charge indicator strips of batteries. Now-a-days, an 
aim of research in electrochromic devices is to develop smart windows. It is applied 
in buildings to save energy cost by controlling the incident sun light and heat radia-
tion. In this regard, Llordes et al. [68] reported a nanocomposite capable of tunable 
visible light as well as near-infrared transmittance. It is found that the development 
of smart windows with various switchable states including transparent, dimmed, 
cold and hot is possible with the use of this material. In this nanocomposite, the 
heat radiation transmittance can be controlled by ITO nanocrystals that exhibit an 
extensively tunable localized surface plasmon resonance [69]. It is also reported that 
the infrared transmittance is electrochemically controlled by the carrier concentra-
tion of ITO nanocrystals [69].

5.2 Optoelectronic applications

5.2.1 Photovoltaic cells

In photovoltaic (PV) cells/solar cells sunlight is directly converted into electric-
ity. Generally, a PV cell is fabricated by two or more thin layers of semiconducting 
material. On illumination of sun light, the PV cells generate electrical charges that 
are conducted away by metal contacts. The PV cells have minimal maintenance cost 
and have a long life. Another important advantage of PV cells is that they gener-
ate solar electricity without emitting greenhouse or any other environmentally 
hazardous gases. Single PV cells generally provide very small amount of current. In 
order to obtain a demandable current and voltage output, a number of PV cells are 
connected together in series and confined with a glass cover, called solar cover glass 
and plastic sheet to form a PV panel.

Basically, it is a p-n junction diode. Under the exposure of light into the p-n 
junction, number of electron-hole pairs are generated and separated to produce 
electricity [70]. Up to date, three types of photovoltaic cells are available such as 
the first generation, second generation, and third generation PV cells. Crystalline 
silicon wafers as p-n junction diodes are the first generation cells. It is noted that 
the silicon solar cells has better efficiency but these are very expensive. The second 
generation solar cells are based on thin films of crystalline or amorphous silicon 
and CuInSe2-based cells. It is found that the third generation cells such as polymer-
based solar cells, nanocrystals based solar cells, dye-sensitized solar cells, quantum 
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dot sensitized solar cells, perovskite solar cell and concentrated solar cells are very 
potential to harvest the solar energy (Figure 3) [70]. Recently, the inexpensive and 
flexible polymer thin films with stable inorganic nanostructures as fourth genera-
tion solar cells are developed to improve the efficiency [70]. In this regard, different 
indium oxide based nanomaterials are used for fabrication of advanced solar cells 
that can efficiently convert light energy into electricity [71, 72].

5.2.2 Photoelectrochemical cell

Photoelectrochemical (PEC) cell is a typical device where solar energy is con-
verted into chemical energy in the form of fuel. Generally, it is made with photoac-
tive semiconductor electrodes (photocathode and photoanode). The electrodes 
are immersed in a suitable electrolyte solution and the semiconductor-electrolyte 
junction is illuminated with a light source that has higher energy compared to 
the BGE of the semiconductor (Figure 4). As a result, the electrons and holes are 

Figure 3. 
Schematic presentation of a solar cell.

Figure 4. 
Schematic diagram displaying the basic principle with key parameters of PEC water splitting.
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generated and separated in the space charge region [4, 6, 11]. Now-a-days, various 
indium oxide based nanomaterials are used as both photoanode and photocath-
ode materials for PEC water splitting application. Under light illumination, the 
photogenerated minority carriers (holes) in photoanode reach at the interface of 
electrolyte-semiconductor whereas majority carriers (electrons) accumulate at the 
interface of semiconductor-conducting substrate and transported with the help of 
a connecting wire to the counter electrode. These photogenerated charge carriers 
react with electrolyte solution to produce O2 and H2 [73]. In this regard, Cao et al. 
[11] fabricated a 3D hierarchically porous In2O3/In2S3 heterostructure array onto 
fluorine-doped tin oxide glass substrate via an ion exchange–induced synthesis and 
used the heterostructure film as photoanode in PEC cell with incident photon-to-
current conversion efficiency of 76% at 400 nm.

5.2.3 Photodiodes

Photodiode is a lightweight sensor in which light energy is converted into electri-
cal current or voltage. It is made of semiconducting materials and p-n junction is 
developed within it. Generally, it accepts light energy as input to produce an electric 
current as output. Different indium oxide based materials have been utilized as 
photodiode applications [74, 75].

5.3 Other applications

5.3.1 Photocatalysis

IO based photocatalysts are used for removal of volatile organic compounds, 
degradation of organic pollutants, hydrogen evolution and so on [76]. The pho-
tocatalytic activities of a single photocatalyst is usually limited due to their high 
recombination rate of photo-generated charge carriers and also their low utilization 
of visible light energy. In this respect, the fabrication of semiconductor nanocom-
posite based photocatalysts by imposing various novel strategies (such as doping 
impurity element into the metal oxide semiconductor or coupling with other 
semiconductor oxides, metals, and carbon) have been investigated as a feasible and 
promising strategy to overcome the shortcomings. Some IO based photocatalysts 
that are already studied by several researchers are displayed in Table 1.

5.3.2 Gas sensors

Gas sensors have widely been explored in recent years to monitor and  rapidly 
detect flammable, explosive, and toxic gases in an environment. The most impor-
tant factors in determining the gas-sensing performance of these sensors are 
sensitivity, working temperature, response/recovery time, and also the selectiv-
ity. Thus, significant research has been focused on exploring various methods to 
lower the working temperature, increase the sensitivity, shorten the response/
recovery time, and also to improve the selectivity of metal oxide semiconductor 
based sensors. In the last decades, In2O3 [77] based gas sensors have been exten-
sively studied because of the facile material synthesis and their high response to 
target gases. Among different metal oxide semiconductors, In2O3 is found to be 
an important and most promising gas-sensing material owing to its good electri-
cal conductivity and high chemical stability. Till date, various nanostructures 
based on In2O3 for high-performance gas-sensing material in the form of thin 
films [78], nanowires [79], nanocrystals [80], and hollow microspheres have 
been developed [81].
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5.3.3 Nonlinear optical properties

Nonlinear optics (NLO) is a wing of optics that explains the behaviour of light in 
nonlinear media, i.e. the media in which the polarization density, P responds non-
linearly to the electric field, E of the light. It is noted that nanocomposite materials 
showed large values of optical nonlinearities and fast response time. Thus, these 
materials can potentially be used in areas such as image processing, optical switch-
ing, optical modulation, optical information processing, and medical applications 
like cancer therapy [82]. Fellahi et al. [83] studied the nonlinear optical properties 
of fluorine doped and undoped In2O3 thin films using X-ray diffraction, electrical 
resistivity, transmission and third harmonic generation. The best value of nonlinear 
optical susceptibility χ(3) is obtained from the doped films with low electrical resis-
tivity of 6 × 10−3 Ω cm. This is because free carrier concentration in fluorine-doped 
In2O3 samples is higher than that in undoped In2O3 [83].

6. Challenges and future prospect

A variety of IO/IO based nanostructured materials ranging from nanodots to 
nanorods, nanoneedles, nanowires or nanoplates have been obtained for various appli-
cations that are already discussed in this chapter. In case of IO based materials particu-
larly for TCO application, the efforts have already been focused on the enhancement 
of electrical conductivity by adopting suitable material fabrication techniques and 
tuning the chemical composition with doping level of impurities. Apart from the 
electrical and optical properties, some other properties such as thermal stability, 
chemical and mechanical durability, deposition temperature, toxicity and cost of the 
TCO materials have also to be taken into consideration for a specific application. These 
properties are influenced by diverse factors, some of which being controlled by the 
preparation method. The main challenges for the extreme improvements of TCO as 
well as optoelectronics performances rely on three major areas. Firstly, it is important 
to understand the mechanism of structure-properties relationships and carrier mobil-
ity of TCO materials for achieving low resistivity and high transparency over extended 
wavelength region. Secondly, it is very much important to develop the deposition 
methods of IO based materials as TCO on varieties of substrates especially on tem-
perature sensitive substrates for more efficient use of these materials and reduce the 
overall manufacturing costs. Moreover, it is required to perform the manufacturing 
and recycling techniques that would be compliant with environmental protocols. Last 
but not the least, fabrication/deposition of nanostructured IO based materials with 
reproducible properties would definitely represent a long-term opportunity in TCO 
industry. It is expected that the development of multicomponent IO based nanomate-
rials would be highly beneficial to use in various applications starting from photovol-
taics to lighting, TCO, electronic devices, smart windows, gas sensors and so on.
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Chapter 2

Indium Chalcogenide 
Nanomaterials in the Forefront 
of Recent Technological 
Advancements
Siphamandla C. Masikane and Neerish Revaprasadu

Abstract

In the last decade, there has been an increasing trend in the exploitation of 
indium chalcogenides in various applications which range from water splitting 
reactions in renewable energy to degradation of dyes in environmental rehabilita-
tion. This trend is attributed to the interesting and unique properties of indium 
chalcogenide nanomaterials which can be easily tuned through a common approach: 
particle size, shape and morphology engineering. In this chapter, we outline the 
preferred attributes of indium chalcogenide nanomaterials which are deemed 
suitable for recent applications. Furthermore, we explore recent reaction protocols 
which have been reported to yield good quality indium chalcogenide nanomaterials 
of multinary configurations, e.g. binary and ternary compounds, among others.

Keywords: sulfide, selenide, telluride, multinary, applications

1. Introduction

Over the years, there has been an increasing demand on state-of-art solutions 
to solve real world problems such as the energy crises and efficient early-detection 
protocols in biomedical services. The current systems in place suffer from a range of 
issues, e.g. an increase in the depletion rate of fossil fuel and petroleum reserves as 
precursors in the electrical power generation plants [1]. Although, in the context of 
electricity generation, there exists alternatives such as nuclear power, unwavering 
challenges such as toxicity of nuclear waste still persist [2]. Another good example 
is the use of conventional dyes for the detection of tumors (typically having issues 
with stability and sensitivity) and drug delivery systems, which both generally 
lack selectivity i.e. in crucial need of smart, guide-assisted delivery to an affected 
target area [3]. As a response to these issues, among many that exist, scientists 
and engineers have presented a range of nanotechnology-based solutions through 
successes in the development and pioneering work on functional nanomaterials and 
related devices. There are, however, reservations in trusting these technologies in 
the general public domains, attributed to insufficient knowledge and/or lack of edu-
cational strategies [4]. Thus, progress in introducing these systems for general use 
still remains a challenge, with few successes such as QLED televisions [5] already 
available to the general public consumers for everyday use.
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The core fundamental principle to grasp on nanotechnology and  nanomaterials 
is that when the particle size dimensions of a bulk material decrease to the nano-
meter scale, improved and/or novel properties emerge. Thus, properties of a 
material can be tuned to desired standards best suited for specific applications, by 
simply manipulating particle size and shape. Indium chalcogenide nanomaterials 
are among many functional materials which boast rich literature in the aforemen-
tioned context, hence, their technological importance continues to be showcased in 
widespread applications to date.

The surge in the interest of indium chalcogenide nanomaterials has mainly been 
fueled by their recognition as alternative candidates against giants in the field of 
photovoltaics and sustainable energy solutions, such as cadmium chalcogenides 
which are known for their toxicity issues albeit achieving high performance and 
efficiency in metal chalcogenide-based semiconductor solar cells and other opto-
electronic applications [6]. There are other less-to-non-toxic candidates which have 
been identified, such as antimony [7] and tin [8] chalcogenides, among others. 
However, indium chalcogenides contain a broad spectrum of crystallographic 
phases/species which exhibit unique properties attributed to different atomic 
compositions and crystal lattice orientation (polymorphism), contrary to antimony 
and tin chalcogenides. An example of this can be seen in the indium sulfide series, 
where InS, In3S4, In6S7 and In2S3 (α-In2S3, β-In2S3 and γ-In2S3 [9]) phases have been 
obtained experimentally [10]. This, in addition to manipulating particle size and 
shape, as well as employing other enhancement techniques such as doping and com-
posite fabrications, present endless opportunities to harness tailor-made properties.

The most common and easy route to tune the properties of nanomaterials is by 
tweaking reaction parameters during synthesis. Therefore, the choice of synthetic 
methods best suited for specific precursors is of crucial importance [11]. Over the 
years, there has been an intensive research invested on precursor design neces-
sary to produce high quality nanomaterials [12]. Hence, metalorganic compounds 
gained unprecedented attention as molecular precursors compatible with a range 
of fabrication protocols. These molecular precursors have made it possible to access 
various classes of nanomaterials, although the overall nanomaterial fabrication 
protocols were initially a hit-or-miss process. As a result of this approach, useful 
data has been obtained which has formed an integral part of theoretical models 
used to predict novel nanomaterials and their corresponding properties. As much 
as molecular precursors have demonstrated their preference and superiority over 
conventional salt-based precursors in the context of nanomaterial fabrication, the 
latter is however currently ideal for the development of devices which are sensitive 
to impurities, among other factors. Hence, recent technological advances (from late 
2019 to date of this book chapter) of indium chalcogenide nanomaterials presented 
in the next sections are predominantly obtained through conventional salt-based 
precursor routes. Interesting literature on molecular precursors for indium 
 chalcogenide nanomaterials is available elsewhere [13, 14].

2. Indium sulfide series

Research on indium chalcogenide nanomaterials predominantly focuses on 
the indium sulfide series, attributed to readily available, abundant, cheap and 
stable precursors. This series finds applications in various applications, typically 
in optoelectronics. Among recent advancements is the selective NO2 gas sensing 
abilities of β-In2S3 thin films prepared by spray pyrolysis; this preliminary study 
introduces β-In2S3 thin films as less toxic and cheaper alternatives to highly selec-
tive and sensitive cadmium sulfide-based NO2 gas sensors [15]. In other work, In2S3 
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thin films prepared by ultrasonic spray pyrolysis was evaluated, for the first time, 
as photoelectrodes (Figure 1) for all-vanadium photoelectrochemical batteries 
[16]. The efficiency was linked to the degree of optical and photoelectrochemical 
behavior associated with the thickness of the In2S3 thin films. In both works, it 
becomes apparent that the physical alterations of the films are necessary to improve 
selectivity, sensitivity and efficiency. There are two notable recent reports which 
have provided preliminary solutions as per above: (i) band gap (1.9–2.3 eV) and 
electrical resistivity (5.5 x 100–6.0 x 103 Ωm) control through thermal treatment of 
as-prepared In2S3 thin films at different temperatures in the presence/absence of 
sulfur powder [17], and (ii) tunable morphological (root mean square roughness) 
and optical properties (transmittance and photoluminescence) of the In2S3 thin 
films by varying the S/In molar ratio in spray pyrolysis deposition experiments [18].

Similar to the research objectives in Ref [15], indium sulfide is yet again dem-
onstrated as a promising alternative to the cadmium sulfide, in this case as a buffer 
layer in the Cu(In,Ga)Se2 solar cell [19]. It was found that the indium sulfide-based 
solar cell achieved 15.3% efficiency compared to 17.1% recorded for the cadmium 
sulfide counterpart. The authors report that the observed efficiency is attributed to 
substrate temperature optimization during the sputtering method-based experi-
ments. According to the study, the increase in substrate temperature tempers with 
the InxSy and Cu(In,Ga)Se2 compositions; an increase in temperature resulted to a 
sulfur-rich InxSy buffer layer, as well as copper depletion observed in the Cu(In,Ga)
Se2 absorber layer, as seen in Figure 2. Furthermore, sodium doping was observed 
in both the InxSy layer and in the InxSy and Cu(In,Ga)Se2 interface. Thus, it is these 
features which were identified to play a major role in the increase of the solar 
efficiency.

Other efforts to improve attractive properties of In2S3 thin films have been 
reported, such as silver doping as means of improving electrical transport [20], 
as well as plasma treatment which consequently results to the self-formation of 
metallic indium arrays at the surface thus presenting opportunities in fabricating 

Figure 1. 
Schematic representation of the photoelectrochemical VR-flow cell based on the In2S3-type photoelectrode. 
Reprinted with permission from Ref. [16]. Copyright 2020 American Chemical Society.



Post-Transition Metals

26

heterostructures for potential use optoelectronics [21]. Bilayer and trilayer InS 
triangular nanoflakes have also been prepared by chemical vapor deposition [22], 
potential applications envisaged as heterojunctions in nanoelectronic devices.

The films outlined above are predominantly obtained from existing technologies 
such as spray pyrolysis, thermal evaporation and chemical vapor deposition, where 
the films are directly prepared on a substrate. A new, solution-based synthesis of 
suspended 2D ultrathin sheets was developed [23]. This novel strategy, optimized 
through the synthesis of In2S3 sheets, exploits a self-assembling anisotropic growth 
mechanism templated by a combination of amine ligand with a geometrically-
matched alkane. The obtained In2S3 sheets exhibited high photoelectric activities 
best suited for photoelectrochemical applications. Preliminary experiments dis-
played versatility of the method, attributed to the successful preparation of other 
2D nanostructures such as Co9S8, MnS, SnS2, Al2S3 and MoS2. Thus, this presents an 
alternative route to easily prepare functional thin films which could ultimately be 
transferred to desired substrate post preparation and manipulation processes.

It has been observed that the recent advances in indium sulfide nanomaterials 
outlined above predominantly use the multiple precursor route. Although progress 
has been made in the past few years, the search for novel metalorganic single-source 
precursors for indium sulfide continues. New indium complexes with aminothiolate 
ligands have been synthesized and characterized fully [24], their structures are 
provided in Figure 3. Preliminary evaluations as potential single-source precursors 
showed that complex 1 is able produce β-In2S3 nanoparticles, complexes 2 and 3 

Figure 2. 
Elemental composition of InxSy and Cu(In,Ga)Se2 layers deposited at different substrate temperatures. 
Reprinted with permission from Ref. [19]. Copyright 2020 MDPI.

Figure 3. 
Chemical structures of novel indium (III) aminothiolate complexes prepared by Ref. [24].
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however need extensive work, as the diffraction studies for phase identification 
were inconclusive. However, microelemental analyses suggest that the nanomaterial 
exhibit general formulae In2S3 and In2Se2S from complexes 2 and 3, respectively.

2.1 Indium sulfide-based ternary and quaternary nanomaterials

The main interest on indium sulfide-based ternary and quaternary 
 nanomaterials is their optical properties, predominantly exploited in emission/
photoluminescence applications. Recent studies in this field has focused on the 
chalcopyrite-type materials, copper indium sulfide (CuInS2) and silver indium 
sulfide (AgInS2) in particular. A recent, concise review on the synthesis and appli-
cations of CuInS2 is available in Ref [25]. However, there are interesting literature 
reports which emerged subsequent to the publication of the review. For example, 
there is a study which has evaluated the influence of halide ions on the optical 
properties of CuInS2 quantum dots [26]. Similar to our work where we evaluated 
the influence of halide ligands in the single-source precursors on the morphological 
and optical properties of cadmium sulfide [27, 28] and lead sulfide [29] nanopar-
ticles, the authors in this case follow a multiple-source precursor route (through the 
solvothermal synthetic protocols) using CuX (where X = I, Cl and Br) salts. The 
optical properties show unique behavior with respect to the metal salt used, attrib-
uted to the physicochemical properties resulting from the growth processes which 
consequently promote accumulation of the halide ions in the crystal lattices of the 
quantum dots. In another report, the importance of controlling the Cu:In ratio 

Figure 4. 
(a) Resonant photoluminescence (PL) measurements of CuxInS2 quantum dots where x = 0.47 (dashed lines) 
and x = 0.85 (solid lines), at different excitation energies. (b) the PL peak energies extracted from (a).  
(c) Simulated absorption (lines) and corresponding PL (shaded peaks) spectra of CuxInS2 quantum dots 
with respect to Cu1+ and Cu2+ defects. Reprinted with permission from Ref. [30]. Copyright 2020 American 
Chemical Society.
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in CuInS2 quantum dots to harness different properties for various applications 
is discussed [30]. The report suggests that the change in the Cu:In ratio induces 
defects attributed to what the authors refer to as Cu1+ vs Cu2+ concentration defects, 
resulting in different optical emission behaviors as observed in Figure 4.

Although CuInS2 is a reputably known non-toxic material displaying attractive 
properties which are already exploited intensively in biomedical-based applica-
tions, there are however recent reports which have shown compelling experi-
mental evidence contradicting this non-toxic behavior. A recent research study 
has observed the instability of zinc sulfide (ZnS) shell-free CuInS2 quantum dots 
relative to the shelled counterparts in the in vitro studies [31], degradation was 
demonstrated by rapid dissolution in simulated biological fluid (SBF) and artificial 
lysosomal fluid (ALS) through absorption spectroscopy measurements shown in 
Figure 5. Furthermore, it was demonstrated that shell-free CuInS2 induces severe 
toxicity in the in vivo studies compared to the infamous, toxic cadmium selenide. 
In another report, CuInS2 nanocrystals were exposed in environment-like condi-
tions (including alkaline and acidic settings) thereby promoting weathering [32]. 
It was observed that when the environmental pathogenic bacteria Staphylococcus 
aureus CMCC 26003 strain is exposed to weathered CuInS2 nanocrystals, it develops 
increased tolerance to certain antibiotics such as penicillin G, tetracycline and 
ciprofloxacin. Thus, these two studies are a constant reminder with regards to creat-
ing awareness that alternative “green” approaches require concise evaluations and 
any possible adverse effects towards disruption of natural and crucial processes. 

Figure 5. 
(A) Comparative study on the dissolution of CIS (CuInS2), CISZ (zinc-alloyed CuInS2) and CIS/ZnS’ 
(CuInS2/ZnS core/shell) quantum dots by absorption spectroscopy measurements. (B) Visual evidence of 
dissolution in SBF. (C-E) dissolution studies in various media. Reprinted with permission from Ref. [31]. 
Copyright 2020 American Chemical Society.
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This should however not deter attempts in developing similar technologies such as 
AgInS2 quantum dots which have recently shown ultralong PL decay time attributed 
to the coordinating ligands which bear electron rich groups capable of passivating 
surface trap centers and achieving strong emissions [33].

Apart from the chalcopyrite series, other indium sulfide-incorporated multinary 
nanomaterials have made significant technological progress. Recently, CdIn2S4 and 
ZnIn2S4 nanostructures have been prepared by solvent-free green reaction protocols 
at moderately low temperatures [34]; the nanostructures displayed good photocata-
lytic activities in hydrogen evolution reactions through the splitting of hydrogen 
sulfide and water under visible light conditions. The activities were however 
lower than those of other CdIn2S4 and ZnIn2S4 nanostructures reported elsewhere 
[35, 36], attributed to synthetic the method limitations particularly on poor control 
of physical features such as particle size and shape. The quaternary system which 
has been recently reported is the Zn2xCu1 − xIn1 − xS2 [37] and Zn2xAg1 − xIn1 − xS2 [38] 
nanomaterials which display unique optical properties with varying composition 
and an active component potential in the light harvesting inorganic–organic hybrid 
nanomaterial, respectively.

3. Indium selenide series

The indium selenide series exhibits similar characteristics to the indium sulfide 
series, such as multiple crystallographic phases and polymorphic materials which 
have unique properties already found use in various applications. The chemistry, 
synthesis and application of the indium selenide series is already disseminated in 
comprehensive literature reviews available elsewhere [39, 40].

Among recent developments in the synthesis of indium selenide, is a novel reac-
tion protocol which has been designed to growing ultrathin films of stoichiometric 
indium selenide (InSe) by precipitation of the thermally evaporated InSe crystal on 
a chemically neutral oil [41]. In another study, the thermal evaporation technique 
was used albeit to synthesize InSe nanowires on silicon and quartz silica substrates 
through an edge-epitaxial growth mechanism [42], this work presents a solution 
on challenges associated with growing nanowires on these substrates as a result 
of the lattice mismatch. This provides easy access to investigate the efficiency of 
nanowires on fabricated electronic and optoelectronic devices. The epitaxial growth 
approach has also been employed in the fabrication of few-layer β-In2Se3 thin films 
on c-plane sapphire and silicon substrates through the metalorganic chemical vapor 
deposition method [43], the synthetic protocols have potential scale up capabilities 
while retaining good quality uniform film. Obtaining defect-free nanomaterials 
from bulk counterparts through exfoliation mediated processes still remains an 
economically ideal route, however, the most common issue is low yields. Recent 
efforts towards this direction is the development of ultrafast electrochemical-
assisted delamination of bulk In2Se3 through intercalation by tetrahexylammonium 
ions in a typical setup provided in Figure 6(d) [44], the authors demonstrated that 
the results are reproducible and the obtained yields of up to 83% flakes which have 
large micron-scale lateral sizes suitable for fabricating various nanodevices.

Applications of binary indium selenide nanomaterials are provided in Table 1. 
As observed, the choice of synthetic method is crucial since it produces nanoma-
terials suitable for specific applications. Recent interests are towards synthesizing 
good quality nanosheets and thin films, attributed to the development of novel 
next-generation devices for use in various fields. It is apparent that the sought-after 
features of binary indium selenide nanomaterials are optical properties-related, 
hence exploitation predominantly observed in optoelectronic applications.
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Figure 6. 
(a) Top and (b) side view of the layered crystal structure In2Se3; (c) the chemical structure of the 
tetrahexylammonium-based intercalant; (d) experimental setup; (e) images showing the beginning and 
completion of the experiment; (f) dispersion of delaminated In2Se3 nanosheets in dimethylformamide. 
Reprinted with permission from Ref. [44]. Copyright 2020 WILEY-VCH.

Material Synthetic method Application Material type Reference

InSe Mechanical exfoliation 
(Scotch tape)

Saturable absorber 
for mid-infrared pulsed 
laser

Thin films [45]

Sn-doped 
InSe

Photoluminescent sensor 
for sulfur vapors

Nanosheets [46]

InSe Field-effect transistor [47–49]

Field-effect transistor for 
pressure sensors

[50]

Edge-epitaxial growth Photodetector Nanowires [42]

Liquid phase 
exfoliation

All-optical diodes and 
switching

Nanosheets [51]

α-In2Se3 Potential use in Ultrafast 
photonic devices

[52]

γ-In2Se3 Electrosynthesis Electrocatalyst for carbon 
dioxide electroreduction 
to Syngas

Nanoparticles [53]

α-In2Se3 Mechanical exfoliation 
(Scotch tape)

Photodetector Nanosheets [54]

In2Se3 Electrochemical-based 
exfoliation

[44]

In3S4 Electron-beam 
deposition

Potential applications 
in electrical and 
thermoelectrical devices

Thin films [55]

Table 1. 
Recent advances in the application of binary indium selenide nanomaterials.
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3.1 Indium selenide-based ternary and quaternary nanomaterials

Multinary indium selenide-based nanomaterials, with the exception of the 
binary system, are rarely subjects of research interest compared to the sulfide 
counterparts, most probably due to synthetic challenges associated with limited 
economic precursors. Hence, recent technologies outlined in section 3 above rely 
mostly on pre-synthesized (at extreme reaction conditions) and commercial 
indium sulfide bulk material. Regardless of this, recent efforts on multinary indium 
selenide-based nanomaterials have been reported.

Silver indium sulfide nanocrystals of the AgIn5Se8 phase have been synthesized 
through an eco-friendly electrochemical method using L-glutathione as a stabiliz-
ing agent [56]. The photoluminescence spectra of the nanocrystals showed an 
increase in quantum yields with an increase in silver-to-indium ratio used during 
synthesis. Furthermore, the nanocrystals displayed good photothermal responses 
which are ideal for hyperthermia applications. Layered manganese indium sul-
fide nanosheets of the MnIn2Se4 phase prepared by mechanical exfoliation, have 
recently been demonstrated as a potential candidate for use in magnetic and opto-
electronic devices due to their interesting magnetic and transport properties [57]. 
Computational studies using first-principle calculations have predicted properties 
of the layered indium selenide bromide (InSeBr) which have significantly been 
ignored [58]. The comprehensive Raman scattering measurements have predicted 
that InSeBr would be a good potential candidate for use in optoelectronic proper-
ties. Research interests on quaternary indium selenide-based nanomaterials have 
primarily focused on copper indium gallium selenide [Cu(In,Ga)Se2] materials 
which are heavily invested in the fabrication of next-generation semiconductor 
solar cells; a recent, comprehensive review on the science, synthesis and application 
of Cu(In,Ga)Se2 nanomaterials is available elsewhere [59].

4. Indium telluride series

Indium telluride and derived nanomaterials are rarely common, due to a limited 
application scope. The most common application of indium telluride nanomaterials 
is in thermoelectrics. There has been attempts in gas sensing applications showing 
unsatisfactory sensitivity, attributed to the low electrical resistance of the nano-
material [60]. Other applications have been mentioned elsewhere with references 
therein [61]. In a recent report, the authors devised a method of preparing In2Te3 
thin films composed of nanowire structures from bulk InTe using a chemical 
vapor deposition technique through a gold-catalyzed vapor-liquid–solid growth 
mechanism [62]. It was however observed that the low electrical resistivity and 
thermal conductivity cannot be improved by simply changing the morphology of 
the particles. A separate study has reported that these properties can be effectively 
improved by doping In2Te3 with aluminum and antimony [63]. The stoichiometric 
InTe phase is also used in thermoelectric applications; recent studies also identify 
that the thermoelectric performance is improved by doping with antimony [64].

4.1 Indium telluride-based ternary and quaternary nanomaterials

Ternary analogues of indium tellurides also find use in thermoelectric 
 applications, such as copper indium telluride (CuInTe2) and silver indium sulfide 
(AgInTe2). The thermoelectric properties of the former have recently been reported 
to be enhanced by doping with manganese [65], while for the latter, adjusting 
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only the silver concentration x (in Ag1-xInTe2) was sufficient [66]. The interesting 
properties of another ternary material potassium indium telluride (KInTe2), for 
the first time, have been recently predicted and investigated through theoretical 
first-principle calculations [67]; preliminary studies suggest the material is a 
semiconductor with an indirect energy band gap.

5. Conclusions

For over a decade, indium chalcogenide nanomaterials continue to make 
 significant contributions in the development of next-generation functional materi-
als and devices, attributed to their unique properties which can be tuned easily 
using existing methods. As a result of their multiple crystallographic phases, in 
addition to the manipulation of the physical features such as morphology, indium 
chalcogenide nanomaterials remain of interest due to diversified opportunities 
which still need to be explored.

With the aid of computational modeling and related tools, it has become easier 
to identify application-specific objectives which guide the thought process when 
designing reaction protocols for nanomaterial fabrication. The current research-
driven focus is on providing easy and efficient solutions to challenges associated 
with purity, quality and yield which affect the performance of the nanomaterial 
in desired applications. Hence, the recent literature reports provided in this book 
chapter have rather revisited classical methods of synthesis which are reputably 
known for producing high quality precursors, even though having received a lot 
of criticism over the years due to harsh and/or sensitive reaction protocols best 
executed by skilled personnel. Therefore, there is now and urgent need for the 
alternative routes such as the use of low-temperature decomposing single-source 
molecular precursors, which have been developed over the years, to be improved 
and incorporated in the fabrication of functional nanodevices.

In many literature reports, there continues to be an exacerbated use of ‘non-toxic 
alternatives’ and related terms whenever nanomaterials which do not contain heavy 
metals are presented. Novel and/or improved properties resulting from the physical 
changes of the material is a good indication that the nanomaterial could exhibit fea-
tures and behavior different to the bulk counterpart, toxicity could be an example. 
Thus, an increasing trend on the interest of toxicity studies for  nanomaterials is 
envisaged in the coming years.
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Abstract

The possibility of the formation of India perchlorate and mixed ligand complexes 
has been studied. It is assumed that during the extraction of indium in aqueous 
solutions of hydrochloric acid at various concentrations and constant ionic strength 
maintained by the addition of perchloric acid, indium is present in the organic phase 
in the form of ionic aggregates HClO4 · HInCl4. To study the hydration of Ions, the 
method of electrical conductivity was carried out in the “In(ClO4)3 - HClO4 - H2O” 
system. The structure of aqueous solutions of India perchlorates was determined by 
IR spectroscopy. The structures of trivalent perchlorate India have been established.

Keywords: perchlorate ion, indium, gallium, complexation, ionic state, NMR, IR, 
extraction, coordination number

1. Ionic state of indium in perchlorate solutions

It is known that perchlorate ion does not form complex compounds even with 
extremely strong complexing metal ions [1]. The difficulty in preparing perchlo-
rate metal complexes is the lack of suitable solvents. Water molecules and most 
non-aqueous donor media displace such a weak ligand as the ClO4

− ion from the 
inner sphere of the compound. The formation of a coordination bond between 
the perchlorate ion and the complexing cation is possible only in acceptor or very 
weakly donating solvents. The successful synthesis of perchloro-complexes in work 
[2] is associated with the use of anhydrous perchloric acid as a reaction medium.

These fairly well known provisions are fully confirmed for indium perchlorate, 
which is proved by various research methods [3–19]. The absence of coordination 
interaction of acid ions in the “In3 + - ClO4

−– H2O” system is indicated by the spectra 
of Raman scattering [5–11]. IR spectra [12] including near infrared [13–15] and 
spectroscopy of disturbed total internal reflection [13, 16], NMR signals [17, 18]. 
However, partial formation of ion pairs between them is allowed [8, 18].

In the Raman spectra of the perchlorate solution, only the lines of the ClO4
− 

anion and the aquocomplexes of the In3 + ion ⋅aq were found [6]. Raman and IR 
spectroscopic studies of indium hydration in perchlorate solutions revealed octahe-
dral hexaaquocation [In(H2O)6]3 +. According to the data of the Raman spectra, the 
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aquocomplex is stable in acidic perchlorate solutions, and in the studied concentra-
tion range, neither inner sphere nor hydroxostructures are formed [9].

There is no evidence of the complexing effect of the highly concentrated elec-
trolyte NaClO4 1.1÷9.1 M and by electrophoresis [19]. Spectrophotometrically in the 
ultraviolet region of the spectrum, there were no significant signs of direct interaction 
in aqueous solutions of In(ClO4)3 salts [20]. Also, no intrinsic complexation influenc-
ing the activity of In3+ was reliably detected up to a sodium perchlorate concentration 
of 16 mol/kg [19, 21] and with an In(ClO4)3 content of more than 4 M [6, 9].

Similar results, denying the likelihood of coordination interaction of In3+ with 
ClO4

−, were obtained when studying the solvation of cations by NMR on H1 and P31 
nuclei in aqueous-organic mixtures [22].

The proton-magnetic resonance measurement of the coordination number of 
perchlorate water-organic systems testifies to the six fold coordination of water 
molecules around the indium cation and to the absence of strong evidence of 
contact ion pairing [23, 24]. It was not possible to detect the binding of indium to 
perchlorate ions ClO4

− by special experiments carried out in mixed water-non-
aqueous mixtures and organic media [25].

The absence of complex compounds of indium with perchlorate ion is also indi-
cated by the data of liquid extraction, in particular, three n-octylamine does not extract 
indium from a solution with an HClO4 concentration less than 2 M [4]. At the same 
time, from concentrated solutions of perchloric acid for cationic reagents - alkyl-
phosphoric acids (for example, di-2-ethylhexylphosphoric acid; Figure 1) - a possible 
extractable form of indium compounds is the complex cation [InClO4]2+ [26]. It is also 
assumed that during the extraction of indium in aqueous solutions of hydrochloric acid 
at its various concentrations and constant ionic strength maintained by the addition of 
perchloric acid, indium is present in the organic phase in the form of ionic aggregates 
HClO4⋅HInCl4 [27]. The latter formation is possibly caused by the coextractability of 
perchloric acid due to its higher extraction affinity as compared to hydrochloric acid. In 
the aqueous phase, there are only chloride complexes, which are subjected to extraction 
with various oxygen-containing solvents.

The likelihood of the formation of perchlorate and mixed-ligand complexes also 
applies to extraction systems based on 4-methyl-2-pentanone and 4-methyl-2-penta-
nol, the extractable forms of which are compounds of the composition [In(ClO4)3], 
[InHal(ClO4)2], [InHal2(ClO4)], where bromine, iodide, or thiocyanate ion is present 

Figure 1. 
Extraction of III subgroup metal ions with di (2-ethylhexyl) phosphoric acid depending on the concentration of 
perchloric acid: 1 - Ga (III), 2 - In (III), 3 - Tl (III) [26].
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as the halide and pseudohalide of the ligand. The aqueous phase is characterized by a 
constant ionic strength of 4.0 due to the salt background of sodium perchlorate and 
salts of NaBr, NaJ or NaSCN of variable concentrations. The role of NaClO4 in liquid 
distribution is reduced not only to a change in the activity and composition of the 
solution, but also to the extraction of ion pairs of charged indium complexes, which 
greatly increases in the presence of perchlorate ions [28].

An example of the special effect of perchlorate ion on the extraction behavior of 
indium (III) is its interaction in a mixture of extractants 1-phenyl-3-methyl-4-ac-
ylpyrazol-5 (PhMAPr) with tri-n-phosphine oxide (TOPhO) in toluene [29] and 
PhMAPr with a base salt — Aliquat-336 [29]. If the reaction of interfluid distribu-
tion in a perchlorate medium proceeds according to the equation (1):

 3+ +
(o) 3(o) exIn  + 3HPhMAPr  In (PhMAPr) +3H  with high logK 1.50,« =  (1)

and from aqueous solutions of H(Na)Cl, ClO4 during extraction with a mixture 
PhMAPr and TOPhO have a synergistic effect and the process is described by the 
equation (2):
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where n = 0–3, then in the case of perchlorate salt Aliquat-336, this phenomenon 
is not observed due to its finding in the form of R4N+ClО4

−, although when using in 
the same system high-molecular-weight ammonium in chloride and nitrate forms, 
the effect of synergism is not only preserved, but also increased.

When studying the coordination properties of polyvalent metal ions, including 
indium, by titrimetric and ion-exchange methods, only weak signs of complexation 
in perchloric acid were noted [30].

The cation-exchange behavior of indium (III) ions in the presence of perchloric 
acid and an organic solvent in the form of methyl alcohol and acetone also indicates 
the absence of fundamental changes in the ionic state of indium in such a sorption 
system. Both in the presence and in the absence of these solvents, the indium ion 
interfacial distribution indices in the perchloric acid medium are higher than in the 
hydrochloric acid medium (picture 2) [31]. Thus, if the coordination properties of 
such acid ligands as halides, sulfate, thiocyanate [32], and to some extent nitrite 
[33] in aqueous-organic mixtures can be activated, which leads to the formation of 
more acid-saturated complexes, then the perchlorate ion under these conditions in 
relation to indium, as a complexing agent, remains very passive (Figure 2).

From other alternative points of view, attention is drawn to the study of the 
effect of the salting-out electrolyte on the distribution coefficient of indium during 
the extraction of its tenoyl-three-fluoroacetonate complex with benzene from 
aqueous perchlorate solutions, where the presence of complexation of indium with 
the perchlorate ion was confirmed.

The revealed relationship between the salting-out parameter and the stability of 
indium complexes with various anions formed in the aqueous phase indicates that 
the strength of the acidic complexes by the nature of the ligand changes in the series 
of salts: NaCl > > NaNO3 > NaClO4 [34].

A characteristic feature of indium perchlorate solutions, like other indium 
salts, is the extremely high viscosity of aqueous solutions of In(ClO4)3, due to 
the increased degree of hydration of the three-charged indium ion [6]. A simple 
substance with the composition In(ClO4)3 ~ 8H2O crystallizes from concentrated 
aqueous solutions of indium perchlorate [11], and in dilute perchloric acid, indium 
is in the form of the cation [In(H2O)6]3+.
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2.  Study of ion hydration by the method of electrical conductivity in the 
system

“In(ClO4) 3 - HClO4– H2O” shows that the total number of water molecules 
oriented by the cation is nIn3+ = ~ 9, which includes water molecules that make up 
the near and far environment of the cation. The decrease in nIn3+ relative to the 
maximum value equal to 12 reflects the approach of the hydration and anionic 
environment of indium to what is characteristic of crystalline hydrates, and indium 
perchlorate crystallizes from an aqueous solution with eight water molecules. In 
the series of cations ΙΙΙ of the Al3+-In3+ subgroup, there is a tendency to a decrease 
in nMes+ with an increase in the crystal chemical radius. The reason for this is the 
decrease in the polarizing ability of the cations. Consequently, this leads to a 
weakening of the bonds of near and outer-sphere water molecules with a probable 
increase in the residence time of anions near the [Me(H2O)6]3+ cation [35].

The solubility of indium perchlorate salt at 0° and 25°C is 3.23 and 3.53 mol/kg 
H2O, respectively. More accurately speaking about the macroscopic properties, about 
the possible composition of crystalline hydrates precipitating into the bottom phase, 
about the processes preceding crystal formation, allow the polytherms of solubility  
[36]. Their analysis shows that there is a qualitative similarity in the solubility 
polytherms of the aluminum subgroup perchlorates. The value of the molar fraction 
of water unbound to salt in the eutectic for perchlorates is constant (Nw = 0.94 ± 0.1). 
The freezing temperatures of eutectic compositions are close to −28 ÷ −31°С and 
all curves have an inflection - a maximum that corresponds to the existence of a 
chemical compound. In the case of indium perchlorate, this is a 28-aqueous crystal-
line hydrate. In addition, after reaching the concentration of 2.8 mol/kg H2O, the 
phenomenon of glass transition of this solution is observed. However, the position 
of the eutectic concentration on the solubility polytherm depends not so much on 
the nature of the cation as on the number of water molecules that are part of the 

Figure 2. 
Dependence of the distribution coefficients of indium in 0.1 M HClO4 (1.3) and 0.1 M HCl (2, 4) on the 
content of the organic solvent: 1 and 2 - methanol; 3 and 4 - acetone [31].
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crystalline hydrate. The reason for the existence of compounds enriched with water 
in the eutectic should be sought in the fact that the stable bridges formed as a result 
of local hydrolysis (cation ··· ОН− ··· Н3О+) are able to retain a large amount of water. 
Thus, providing the possibility of the formation of high-water crystalline hydrates at 
temperatures below 0°C. However, as the solution concentrates, structurally forced 
processes begin. Rearrangement of one dominant structure into another containing 
a smaller number of water molecules in the cybotactic group. These processes are 
accompanied by glass transition (Figure 3).

The structure of aqueous solutions of indium perchlorates and the state of 
water were studied by IR spectroscopy in the region of the first overtone of water 
(NIR spectra) using chemometric analysis to the concentration dependences of the 
spectra. It is noted that hydrolysis occurs in indium (III) perchlorate solutions, and 
due to the high enthalpy of hydration of In3 +, exclusively solvate-separated ion 
pairs are formed. In other words, the formation of complexes of the composition 
In3+ (Н2О) n (ClO4)− occurs, where n = 1–2 with a decrease in the symmetry of the 
ClO4

− ion: Тd → C3v → C2v with an increase in the concentration of indium in solu-
tions acidified with perchloric acid [14, 15].

Perchlorate ion has the shape of a regular tetrahedron. Its hydration shell con-
sists of eight water molecules. The distribution of these shells around the ClО4

− ion 
is uniform. Presumably, it is low hydrating capacity [37].

Indium perchlorate salt is a hygroscopic substance readily soluble in water and 
it can be obtained by dissolving indium metal in perchloric acid at a moderate 
temperature. Its anhydrous modification crystallizes because of the interaction of 
silver perchlorate and indium chloride in a methanol solution. There are also several 
forms of indium hydroxopochlorates, which are precipitated in their solutions 
in the presence of sodium perchlorate [38]. At pH 4.82, a salt of the composi-
tion In4OH(ClO4)11 was isolated, at pH 3.77 - In2OH(ClO4)5, and in the pH range 
2.56–3.14 - In4(OH)3(ClO4)9.

Determination of the apparent ionic volumes of particles by measuring the 
density of indium (ΙΙΙ) perchloric acid solutions showed [39] that, depend-
ing on the degree of dilution, the formation of a compound of the composition 
[In(H2O)5ClO4]2+. However, there are no convincing reasons to consider the possible 
entry of the perchlorate ion into the inner sphere of the indium aquion.

According to X-ray diffraction data, the structure of a hydrated indium ion 
(ΙΙΙ) in a 3 M aqueous solution of perchlorate is an aquo-complex, in which the first 
hydration shell contains six water molecules with a bond length of 2.15 ± 0.03 Å 
between In3+ and nearby H2O [40].

Figure 3. 
Perchlorate solubility polytomes: (a) Al (ClO4)3, (b) Ga (ClO4)3, (c) In (ClO4)3 [36].
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Figure 2. 
Dependence of the distribution coefficients of indium in 0.1 M HClO4 (1.3) and 0.1 M HCl (2, 4) on the 
content of the organic solvent: 1 and 2 - methanol; 3 and 4 - acetone [31].
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crystalline hydrate. The reason for the existence of compounds enriched with water 
in the eutectic should be sought in the fact that the stable bridges formed as a result 
of local hydrolysis (cation ··· ОН− ··· Н3О+) are able to retain a large amount of water. 
Thus, providing the possibility of the formation of high-water crystalline hydrates at 
temperatures below 0°C. However, as the solution concentrates, structurally forced 
processes begin. Rearrangement of one dominant structure into another containing 
a smaller number of water molecules in the cybotactic group. These processes are 
accompanied by glass transition (Figure 3).

The structure of aqueous solutions of indium perchlorates and the state of 
water were studied by IR spectroscopy in the region of the first overtone of water 
(NIR spectra) using chemometric analysis to the concentration dependences of the 
spectra. It is noted that hydrolysis occurs in indium (III) perchlorate solutions, and 
due to the high enthalpy of hydration of In3 +, exclusively solvate-separated ion 
pairs are formed. In other words, the formation of complexes of the composition 
In3+ (Н2О) n (ClO4)− occurs, where n = 1–2 with a decrease in the symmetry of the 
ClO4

− ion: Тd → C3v → C2v with an increase in the concentration of indium in solu-
tions acidified with perchloric acid [14, 15].

Perchlorate ion has the shape of a regular tetrahedron. Its hydration shell con-
sists of eight water molecules. The distribution of these shells around the ClО4

− ion 
is uniform. Presumably, it is low hydrating capacity [37].

Indium perchlorate salt is a hygroscopic substance readily soluble in water and 
it can be obtained by dissolving indium metal in perchloric acid at a moderate 
temperature. Its anhydrous modification crystallizes because of the interaction of 
silver perchlorate and indium chloride in a methanol solution. There are also several 
forms of indium hydroxopochlorates, which are precipitated in their solutions 
in the presence of sodium perchlorate [38]. At pH 4.82, a salt of the composi-
tion In4OH(ClO4)11 was isolated, at pH 3.77 - In2OH(ClO4)5, and in the pH range 
2.56–3.14 - In4(OH)3(ClO4)9.

Determination of the apparent ionic volumes of particles by measuring the 
density of indium (ΙΙΙ) perchloric acid solutions showed [39] that, depend-
ing on the degree of dilution, the formation of a compound of the composition 
[In(H2O)5ClO4]2+. However, there are no convincing reasons to consider the possible 
entry of the perchlorate ion into the inner sphere of the indium aquion.

According to X-ray diffraction data, the structure of a hydrated indium ion 
(ΙΙΙ) in a 3 M aqueous solution of perchlorate is an aquo-complex, in which the first 
hydration shell contains six water molecules with a bond length of 2.15 ± 0.03 Å 
between In3+ and nearby H2O [40].

Figure 3. 
Perchlorate solubility polytomes: (a) Al (ClO4)3, (b) Ga (ClO4)3, (c) In (ClO4)3 [36].
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To establish the structure of trivalent indium perchlorate, the crystalline salt 
was obtained by dissolving indium (III) oxide in an equimolar amount of perchloric 
acid on heating– [In(Н2О)6](ClO4)3. By isothermal evaporation at room tempera-
ture from an aqueous solution of In In(ClO4)3, crystals [In(Н2О)5](ClO4)3 unstable 
in air were isolated. X-ray structural analysis of two forms of indium perchlorate - 
[In(Н2О)6](ClO4)3 and single crystal [In(Н2О)6](ClO4)3⋅3H2O indicates that both 
these structures are formed by hexaaquocation [In(Н2О)6]3+ and perchlorate ions. 
In this case, [In(Н2О)6](ClO4)3⋅3H2O contains crystallization water molecules. 
But the structure of [In(Н2О)6](ClO4)3 is cubic, and [In(Н2О)6](ClO4)3⋅3H2O is 
rhombic, each of them with the corresponding definite geometric parameters, in 
which the aquated indium complexes are close to the ideal octahedron. Special 
attention should be paid to the hydration state of indium perchlorates. In all likeli-
hood, the hydration composition of its salt is not eight, but nine-water, consisting 
of six-coordinated water molecules and three crystallization ones. At the same 
time, the existence of a six-water modification unstable in air that does not contain 
molecules of crystallized water is possible. However, since the compound is highly 
hygroscopic, it is possible that partial dehydration occurs in the processes of pre-
preparation of samples for chemical analysis [In(Н2О)6](ClO4)3⋅3H2O [41].

The available X-ray diffraction measurements carried out for perchlorate solu-
tions of indium (ΙΙΙ) at temperatures from 25 to 250° C under water vapor pressure 
indicate that the distance In3+ − oxygen (water) in the octahedral configuration of 
the aqua complex remains constant and equal to 2.14 ± 0.01 Å. In 1.0 M HClO4 solu-
tions, the formation of the ion pair In3+ − perchlorate [InClO4(H2O)5]2+ is observed, 
in which the distance In3+ − chlorine (perchlorate) changes from 3.14 to 3.12 Å with 
an increase in temperature to 250° С. At the same time, no noticeable destruction of 
the octahedral hydration shell of the aqua-ion of indium at temperatures up to 300° 
C was recorded [42].

In addition to the crystalline hydrate of the composition In(ClO4)3⋅8H2O, 
isolated from an aqueous solution, the corresponding dimethylforamide solvate 
In(ClO4)3⋅6(CH3)2NCHO was isolated by the preparative method of double recrys-
tallization due to the solvation effect caused by the peculiarities of the chemical 
interaction of indium ions with molecules of an organic solvent [43].

The anhydrous salt of indium (III) perchlorate is obtained in the course of the 
exchange reaction between InCl3 or InJ3 with AgClO4 in methanol solution [44].

Sequential thermal dehydration of indium perchlorate heptahydrate leads to the 
decomposition of the salt, the final product of which is indium trioxide [45].

When studying the effect of the composition and concentration of the water-
salt system on the EMF of the cell Hg(liquid)//Hg2Cl2(solid.)/NaCl(saturated.)/NaAni//
Ме(ClO4)n, In(ClO4)3/In(solid.), где Меn+ = Li, Na, Mg; NaAni = 5416 M NaCl, 
4,0 M NaNO3, 3,72 M and 6,72 M NaClO4 it was shown that the nature of the 
salts that form the salt bridge and their amount have a definite effect on the EMF 
of the cell. The greatest difference in the EMF values was noted when comparing 
the units of 4.0 M NaNO3 and 6.72 M NaClO4, and in the case of 3.72 M NaClO4, 
the values are very close. The chemical composition and concentration of the salt 
background have the greatest effect on the emf and the activity coefficient of the 
In3 + cation (γ ±): the γ ± values rapidly increase (by 5–6 orders of magnitude) 
with a change in the magnesium salt content from 0.5 to 4 M and up to 13 M 
sodium salts. Depending on the nature of the salt background, γ ± is ranked in 
the order Mg(ClO4)2 > LiClO4 > NaClO4 [21].

IR spectroscopy of the synthesized series of compounds of the cationic type 
[In(Lig)n](ClO4)3, when n = 6, 4, 3, and 2, and the ligands are urea, dimethyl sulf-
oxide, Ph3P, Ph3PO4, 2,2′-Dipy, En, 2,2,2′-three-pyridyl and others, indicates that the 
perchlorate ion is a part of the anionic part of the complex structure [46]. By means 
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of an exchange reaction in acetone solutions, hexa aqua salt [In(H2O)6] (ClO4)3 
under the action of dimethyl sulfoxide or dimethylformamide is easily converted 
into solvates [In(DMSO)6](ClO4)3 and [In(DMFA)6](ClO4)3 [47]. Subsequently, 
X-ray structural studies established the structure of the crystal complex of indium 
hexa (dimethylsulfoxide) perchlorate (ΙΙΙ) [In(ДМСО)6](ClO4)3 [48].

Thus, there are clearly no compelling reasons to consider the existence of 
complexes of indium with perchlorate ion, especially its anionic forms, as possible, 
and as a consequence, the indium ion in such a medium is a simple hydrated cation. 
Apparently, under certain conditions, it is possible to admit the formation of ion 
pairs, where the perchlorate ligand is localized in the outer sphere with respect to 
the central atom, i.e. attached to all aquo-ion.

Therefore, in the practice of studying the complexing properties of indium, as 
well as most other metal ions, salt perchlorate and perchloric acid are traditionally 
used to create a given ionic strength of a solution and as a source of acid anions that 
do not form complexes. And also in those cases when it is necessary to assess the 
interaction of cations, for example, with water, not complicated by the formation of 
their acidic complexes.

The macro-properties of aqueous solutions of electrolytes of the gallium sub-
group are significantly influenced by the peculiarities of the interaction of metal 
cations with water. The regularities of changes in such characteristics as the bulk 
properties of perchlorate solutions, isobaric expandability, adiabatic compress-
ibility and heat capacity (isobaric and isochoristic) [49, 50] were analyzed from the 
point of view of the specificity of reactions of metal cations with dipoles of water 
molecules, depending on their electronic structure p- and d-metals of the third 
group [51].

It is quite natural that the studied macroproperties change nonmonotonically 
in the gallium subgroup. In this case, the type of non-monotony corresponds to the 
unequal sensitivity of each property to one or another result of interaction with 
water. It can be seen from Figure 4 that when passing from the dependences ∆Fк to 
the dependences ∆V, ∆FE and ∆Ср, the direction of the break in the Ga – In – Tl line 
gradually changes to the opposite. It follows from this that the ratio of the factors of 
water binding and its polarization is different for different properties. The factor of 
water binding predominates in the influence of the ∆Fк compressibility, which leads 
to the appearance of a rather sharp maximum on the “∆Fк - NGa-In-Tl” contour at the 
point of the least vigorously hydrated indium ion. In the case of the characteristics 
of the specific volume ∆V, the effect of compression of the bound water is partly 
compensated by the formation of openwork outer-sphere associates, as a result of 
which the maximum on the ∆V curve disappears.

The course of the dependence “∆FE - NGa-In-Tl” is antibate to the curve “∆Fк - 
NGa-In-Tl”, which may, firstly, be a consequence of the unequal degree of compaction 
of water molecules during hydration, and the greater the degree of compaction, the 
more ∆FE, and, secondly, is due to different degrees of water polarization and local-
ized hydrolysis of cations. Finally, the dependence “∆Ср - NGa-In-Tl” demonstrates the 
absolute predominance of the effects of water polarization and localized hydrolysis 
over the influence of differences in the degree of water binding by cations, since 
the last of these factors should have caused the reverse course of the curve. Such 
a significant positive effect of water polarization and localized hydrolysis on heat 
capacity is apparently caused by corresponding changes in the set of frequencies 
of intra- and intermolecular vibrations of the aqua complex as a result of polariza-
tion, as well as redistribution of “O – H” bonds and hydrogen bonds due to local 
hydrolysis.

The comparisons made refer to the region of relatively dilute solutions. With 
an increase in concentration, the pattern of changes in properties from subgroup 
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To establish the structure of trivalent indium perchlorate, the crystalline salt 
was obtained by dissolving indium (III) oxide in an equimolar amount of perchloric 
acid on heating– [In(Н2О)6](ClO4)3. By isothermal evaporation at room tempera-
ture from an aqueous solution of In In(ClO4)3, crystals [In(Н2О)5](ClO4)3 unstable 
in air were isolated. X-ray structural analysis of two forms of indium perchlorate - 
[In(Н2О)6](ClO4)3 and single crystal [In(Н2О)6](ClO4)3⋅3H2O indicates that both 
these structures are formed by hexaaquocation [In(Н2О)6]3+ and perchlorate ions. 
In this case, [In(Н2О)6](ClO4)3⋅3H2O contains crystallization water molecules. 
But the structure of [In(Н2О)6](ClO4)3 is cubic, and [In(Н2О)6](ClO4)3⋅3H2O is 
rhombic, each of them with the corresponding definite geometric parameters, in 
which the aquated indium complexes are close to the ideal octahedron. Special 
attention should be paid to the hydration state of indium perchlorates. In all likeli-
hood, the hydration composition of its salt is not eight, but nine-water, consisting 
of six-coordinated water molecules and three crystallization ones. At the same 
time, the existence of a six-water modification unstable in air that does not contain 
molecules of crystallized water is possible. However, since the compound is highly 
hygroscopic, it is possible that partial dehydration occurs in the processes of pre-
preparation of samples for chemical analysis [In(Н2О)6](ClO4)3⋅3H2O [41].

The available X-ray diffraction measurements carried out for perchlorate solu-
tions of indium (ΙΙΙ) at temperatures from 25 to 250° C under water vapor pressure 
indicate that the distance In3+ − oxygen (water) in the octahedral configuration of 
the aqua complex remains constant and equal to 2.14 ± 0.01 Å. In 1.0 M HClO4 solu-
tions, the formation of the ion pair In3+ − perchlorate [InClO4(H2O)5]2+ is observed, 
in which the distance In3+ − chlorine (perchlorate) changes from 3.14 to 3.12 Å with 
an increase in temperature to 250° С. At the same time, no noticeable destruction of 
the octahedral hydration shell of the aqua-ion of indium at temperatures up to 300° 
C was recorded [42].

In addition to the crystalline hydrate of the composition In(ClO4)3⋅8H2O, 
isolated from an aqueous solution, the corresponding dimethylforamide solvate 
In(ClO4)3⋅6(CH3)2NCHO was isolated by the preparative method of double recrys-
tallization due to the solvation effect caused by the peculiarities of the chemical 
interaction of indium ions with molecules of an organic solvent [43].

The anhydrous salt of indium (III) perchlorate is obtained in the course of the 
exchange reaction between InCl3 or InJ3 with AgClO4 in methanol solution [44].

Sequential thermal dehydration of indium perchlorate heptahydrate leads to the 
decomposition of the salt, the final product of which is indium trioxide [45].

When studying the effect of the composition and concentration of the water-
salt system on the EMF of the cell Hg(liquid)//Hg2Cl2(solid.)/NaCl(saturated.)/NaAni//
Ме(ClO4)n, In(ClO4)3/In(solid.), где Меn+ = Li, Na, Mg; NaAni = 5416 M NaCl, 
4,0 M NaNO3, 3,72 M and 6,72 M NaClO4 it was shown that the nature of the 
salts that form the salt bridge and their amount have a definite effect on the EMF 
of the cell. The greatest difference in the EMF values was noted when comparing 
the units of 4.0 M NaNO3 and 6.72 M NaClO4, and in the case of 3.72 M NaClO4, 
the values are very close. The chemical composition and concentration of the salt 
background have the greatest effect on the emf and the activity coefficient of the 
In3 + cation (γ ±): the γ ± values rapidly increase (by 5–6 orders of magnitude) 
with a change in the magnesium salt content from 0.5 to 4 M and up to 13 M 
sodium salts. Depending on the nature of the salt background, γ ± is ranked in 
the order Mg(ClO4)2 > LiClO4 > NaClO4 [21].

IR spectroscopy of the synthesized series of compounds of the cationic type 
[In(Lig)n](ClO4)3, when n = 6, 4, 3, and 2, and the ligands are urea, dimethyl sulf-
oxide, Ph3P, Ph3PO4, 2,2′-Dipy, En, 2,2,2′-three-pyridyl and others, indicates that the 
perchlorate ion is a part of the anionic part of the complex structure [46]. By means 
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of an exchange reaction in acetone solutions, hexa aqua salt [In(H2O)6] (ClO4)3 
under the action of dimethyl sulfoxide or dimethylformamide is easily converted 
into solvates [In(DMSO)6](ClO4)3 and [In(DMFA)6](ClO4)3 [47]. Subsequently, 
X-ray structural studies established the structure of the crystal complex of indium 
hexa (dimethylsulfoxide) perchlorate (ΙΙΙ) [In(ДМСО)6](ClO4)3 [48].

Thus, there are clearly no compelling reasons to consider the existence of 
complexes of indium with perchlorate ion, especially its anionic forms, as possible, 
and as a consequence, the indium ion in such a medium is a simple hydrated cation. 
Apparently, under certain conditions, it is possible to admit the formation of ion 
pairs, where the perchlorate ligand is localized in the outer sphere with respect to 
the central atom, i.e. attached to all aquo-ion.

Therefore, in the practice of studying the complexing properties of indium, as 
well as most other metal ions, salt perchlorate and perchloric acid are traditionally 
used to create a given ionic strength of a solution and as a source of acid anions that 
do not form complexes. And also in those cases when it is necessary to assess the 
interaction of cations, for example, with water, not complicated by the formation of 
their acidic complexes.

The macro-properties of aqueous solutions of electrolytes of the gallium sub-
group are significantly influenced by the peculiarities of the interaction of metal 
cations with water. The regularities of changes in such characteristics as the bulk 
properties of perchlorate solutions, isobaric expandability, adiabatic compress-
ibility and heat capacity (isobaric and isochoristic) [49, 50] were analyzed from the 
point of view of the specificity of reactions of metal cations with dipoles of water 
molecules, depending on their electronic structure p- and d-metals of the third 
group [51].

It is quite natural that the studied macroproperties change nonmonotonically 
in the gallium subgroup. In this case, the type of non-monotony corresponds to the 
unequal sensitivity of each property to one or another result of interaction with 
water. It can be seen from Figure 4 that when passing from the dependences ∆Fк to 
the dependences ∆V, ∆FE and ∆Ср, the direction of the break in the Ga – In – Tl line 
gradually changes to the opposite. It follows from this that the ratio of the factors of 
water binding and its polarization is different for different properties. The factor of 
water binding predominates in the influence of the ∆Fк compressibility, which leads 
to the appearance of a rather sharp maximum on the “∆Fк - NGa-In-Tl” contour at the 
point of the least vigorously hydrated indium ion. In the case of the characteristics 
of the specific volume ∆V, the effect of compression of the bound water is partly 
compensated by the formation of openwork outer-sphere associates, as a result of 
which the maximum on the ∆V curve disappears.

The course of the dependence “∆FE - NGa-In-Tl” is antibate to the curve “∆Fк - 
NGa-In-Tl”, which may, firstly, be a consequence of the unequal degree of compaction 
of water molecules during hydration, and the greater the degree of compaction, the 
more ∆FE, and, secondly, is due to different degrees of water polarization and local-
ized hydrolysis of cations. Finally, the dependence “∆Ср - NGa-In-Tl” demonstrates the 
absolute predominance of the effects of water polarization and localized hydrolysis 
over the influence of differences in the degree of water binding by cations, since 
the last of these factors should have caused the reverse course of the curve. Such 
a significant positive effect of water polarization and localized hydrolysis on heat 
capacity is apparently caused by corresponding changes in the set of frequencies 
of intra- and intermolecular vibrations of the aqua complex as a result of polariza-
tion, as well as redistribution of “O – H” bonds and hydrogen bonds due to local 
hydrolysis.

The comparisons made refer to the region of relatively dilute solutions. With 
an increase in concentration, the pattern of changes in properties from subgroup 
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to subgroup, as well as within the subgroup, changes. For example, in Figure 5 
dependences “∆V - NIII” for the subgroup of gallium and scandium change places 
with increasing salt concentration. This is probably because at low concentrations 
the ∆V values reflect largely the change in the volume of the outer-sphere water, 
and at high concentrations, the water in the inner coordination sphere of cations.

Comparison of the tendencies of changes in the bulk properties of solutions 
from concentration Figure 5, apparently, show that the relative compression of the 

Figure 4. 
Dependence of changes in macro properties during the formation of perchlorate solutions on the hydration 
characteristics of group III cations: 1 - Δ(Ср - Сv) (1.0 M solutions) (Cp and Cv isobaric and isochoric heat 
capacities); 2 - ΔV (specific volume); 3 - ΔFE (expandability); 4 - ΔFC (compressibility); 5 - ΔCr (0.5 M); 
6 - log β1 (β1 is the constant of the 1st stage of cation hydrolysis); 7 - ΔНr (enthalpy of hydration of the cation); 
8 - ΔSr (entropy of cation hydration) [51].
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outer-sphere water is greater for d-metal ions and the compression of water in the 
inner sphere is, on average, greater for p-metal ions.

In concentrated solutions, the regularities of changes in properties in both 
groups depend mainly on the state of water in the inner sphere: in the subgroup of 
d-elements - on the degree of its compression, and in the subgroup of p-elements - 
on the degree of attraction and polarization. In dilute solutions, an important role 
is played by the state of the outer-sphere water, namely the degree of its destruction 
or, conversely, structuring. However, if, in the p-subgroup, the structuring of the 
outer-sphere water is more typical, and for the d-subgroup, destructuring is most 
likely [51].

The viscosity and density of perchlorate solutions are significantly influenced 
by the ability of cations to hydrate. The increased relative kinematic viscosity and 
the relative activation energy of the aqueous flow of solutions of aluminum, gallium 
and indium perchlorates is obviously a consequence of the formation of a hydration 
shell with a branched network of very strong hydrogen bonds by the cation. Within 
the gallium subgroup, the positive hydration of the ion is expressed the weaker, the 
larger its radius [52].

In this case, although the anion is not an indifferent component, its nature 
does not play a particularly important role in the nature of changes in the macro-
properties of solutions, since the perchlorate ion has an approximately equal effect 
on the destruction of the primary structure of water in all systems. The only excep-
tions are Tl(ClO4)3 solutions, where the formation of outer-sphere ionic associates 
with hydrated thallium (ΙΙΙ) cations is evident [51].

From the analysis of the compensation spectra of the multiply disturbed total 
internal reflection, it follows that according to their destructive effect, the anions 
are arranged in a row ClO4

− > NO3
− > > Cl−, and for sulfocation it is not found at 

all. The formation of a covalent bond “water cation” leads to the strengthening of 
H-bonds in water, and in the case of solutions of triple-charged cations, additional 
stabilization of the water structure takes place, which complicates the process 
of destruction of hydrogen bonds even with such a strongly destructive anion as 
perchlorate [16].

The interrelation between the formation of outer-sphere water associates and 
the phenomenon of hydrolysis is especially evident from the comparison of the 
heat capacities of perchlorates in the series of triply charged cations of metals of 

Figure 5. 
Dependence of changes in specific volume during the formation of solutions perchlorates with concentration, 
mol/dm3: 1–0.1; 2–0.5; 3–1.0; 4–3.0 by nature trivalent cations [51].
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outer-sphere water is greater for d-metal ions and the compression of water in the 
inner sphere is, on average, greater for p-metal ions.

In concentrated solutions, the regularities of changes in properties in both 
groups depend mainly on the state of water in the inner sphere: in the subgroup of 
d-elements - on the degree of its compression, and in the subgroup of p-elements - 
on the degree of attraction and polarization. In dilute solutions, an important role 
is played by the state of the outer-sphere water, namely the degree of its destruction 
or, conversely, structuring. However, if, in the p-subgroup, the structuring of the 
outer-sphere water is more typical, and for the d-subgroup, destructuring is most 
likely [51].

The viscosity and density of perchlorate solutions are significantly influenced 
by the ability of cations to hydrate. The increased relative kinematic viscosity and 
the relative activation energy of the aqueous flow of solutions of aluminum, gallium 
and indium perchlorates is obviously a consequence of the formation of a hydration 
shell with a branched network of very strong hydrogen bonds by the cation. Within 
the gallium subgroup, the positive hydration of the ion is expressed the weaker, the 
larger its radius [52].

In this case, although the anion is not an indifferent component, its nature 
does not play a particularly important role in the nature of changes in the macro-
properties of solutions, since the perchlorate ion has an approximately equal effect 
on the destruction of the primary structure of water in all systems. The only excep-
tions are Tl(ClO4)3 solutions, where the formation of outer-sphere ionic associates 
with hydrated thallium (ΙΙΙ) cations is evident [51].

From the analysis of the compensation spectra of the multiply disturbed total 
internal reflection, it follows that according to their destructive effect, the anions 
are arranged in a row ClO4

− > NO3
− > > Cl−, and for sulfocation it is not found at 

all. The formation of a covalent bond “water cation” leads to the strengthening of 
H-bonds in water, and in the case of solutions of triple-charged cations, additional 
stabilization of the water structure takes place, which complicates the process 
of destruction of hydrogen bonds even with such a strongly destructive anion as 
perchlorate [16].

The interrelation between the formation of outer-sphere water associates and 
the phenomenon of hydrolysis is especially evident from the comparison of the 
heat capacities of perchlorates in the series of triply charged cations of metals of 
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mol/dm3: 1–0.1; 2–0.5; 3–1.0; 4–3.0 by nature trivalent cations [51].



Post-Transition Metals

50

the gallium subgroup with the values: 6 - lg β1 (β1 is the constant of the 1st stage 
of hydrolysis of the cation); 7 - ΔНr (enthalpy of hydration of the cation); 8 - ΔSr 
(entropy of cation hydration) [51, 53, 54] where the polarizing effect of cations on 
water makes the greatest contribution to the heat capacity even in dilute solutions. 
All this, moreover, agrees with the results of studying the vibrational spectra of 
solutions of gallium and indium perchlorates, showing that the water molecules 
surrounding these ions are polarized not only in the first, but also in the second 
coordination layer, thus the fraction of polarized water molecules in these solutions 
is unusual. But high, their contribution to the heat capacity of the solution is also 
significant [55]. Thallium (III) perchlorate solutions have the highest heat capacity, 
but here it should be noted that the reason for this in this case may be not only water 
polarization and local hydrolysis, but also the tendency of Tl3+ ions to form perchlo-
rate complexes [56].

The form of the dependences of the apparent molar heat capacity of the PS P2 of 
group III metal perchlorates on the salt concentration deviates from the rectilinear, 
especially for La(ClO4)3 and Tl(ClO4)3 Figure 6a. The regularities of changes in PS 

P2 are also explained in the light of ideas about the energy of interaction of ions with 
water, the state of water in hydration shells, and the effect of ions on the structure 
of water. In the gallium subgroup, the role of another factor, the hydrolysis of aquo-
cations, increases significantly. Probably, the point for Ga(ClO4)3 owes its higher 
position to hydrolysis as compared with indium in Figure 6b [49].

Of the entire sum of contributions to the total change in the heat capacity of 
dissolution of perchlorates, the greatest effect of the specific nature of cations on 
the heat capacity of solutions occurs through the outer-sphere interactions (ΔСV). 
As you can see (Figure 6b). for the considered types of electrolytes in a significant 
range of concentrations ΔС are negative, which may be due not only to the outer-
sphere hydration of ions, but also to their destructive effect on a certain part of the 
outer-sphere water. It is not yet possible to separate these two effects. However, at 
high concentrations, the sign of ΔCV hanges to the opposite, indicating, apparently, 
an increase in the role of the effect of outer-sphere aqueous, as well as ion-ion 
associates ([50], p. 266).

The recorded changes in the bulk properties of perchlorates of the aluminum 
subgroup from their concentration are also associated with the individual nature 

Figure 6. 
Dependence of the apparent molar heat capacity of metal perchlorates (Ps) (a, b) [49] and the heat capacity 
due to outer-sphere interactions of ions (ΔC) (c) ([53], p. 266), on the concentration: 1 - Al(ClO4)3, 
2 - In(ClO4)3, 3 - Sc(ClO4)3, 4 - Ga(ClO4)3, 5 - La(ClO4)3, 6 - Y(ClO4)3, 7 - Tl(ClO4)3, 8 and 9 
МеIII(ClO4)3–0.1 m, 10–0.5 m, 11–3.0 m.
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of the interaction of ions with water and among themselves. The densities of 
Al(ClO4)3, Ga(ClO4)3 In(ClO4)3 solutions at temperatures of 24, 25, and 27° C, the 
speed of sound, specific adiabatic compressibility and isobaric expandability in the 
concentration range from 0.1 m to saturation, and the shape dependences of appar-
ent molar volumes (FV), compressibility (FК) and expandability (FЕ).

As follows from Figure 7 the values of FV and compressibility FК monotonically 
increase with an increase in the electrolyte concentration, but the FV for Al(ClO4)3 - 
decrease, and in the case of Ga(ClO4)3 and In(ClO4)3, in all likelihood, pass through 
a maximum. The dependences of FV on m½ are straightforward, and FK are curvi-
linear and for different cations they differ from each other both in their position 
and in the angle of inclination. The profile of the expansibility curves of PU differs 
greatly from the characteristics of volumes (FV) and compressibility (FK), including 
the sequence of arrangement of metal ions [49, 50].

The influence of the coordination number on the compressibility of cations is, 
of course, due to the fact that the coordination water in the first layer practically 
loses its compressibility. The fact of compressibility manifests itself rather through 
external-sphere water than through coordination water. This is probably why the 
hydration numbers of cations, calculated from the compressibility data, turn out to 
be higher than their c.n. The data are reflected in the Table 1, which also shows the 
change in the isochoric heat capacity of similar electrolytes [53].

The correlation between the polarizing forces of the cation (P) and the eutectic 
concentration of aqueous solutions of perchlorates (Figure 8) indicates that the 
higher the value of the polarizing force, the stronger the cation interacts with 
water molecules. Therefore, due to the greater polarizing force of the cations of the 
gallium subgroup, which characterizes the state of the “cation - water” bond, there 
is a significant destruction of the intrinsic structure of water and an increase in the 
number of water molecules drawn from the solution into the sphere of influence of 
the cation [13].

In addition to indium perchlorate salts, for elements of the aluminum subgroup, 
their iodates МеΙΙΙ(JO3)3⋅nH2O, are also known, including indium iodate with the 
composition In(JO3)3⋅2H2O [57, 58]. In contrast to perchlorate, indium iodate is 
characterized by a low degree of solubility, which in water at a temperature of 25° C 
is ~0,05% by weight (logSP = 2.5), and slightly more passes into solution under the 
action of nitric acid, showing the maximum value of solubility equal to 16.9 g/dm3 
at a concentration of 300 g/dm3 HNO3.

Indium (III) is quantitatively precipitated from the solution in the pH range 
1.9–7 with sodium (potassium) periodate with the formation of a precipitate 

Figure 7. 
Dependence of:  a – apparent molar volumes (FV), b – compressibility (FК) and c – expandability (FЕ). From  
m perchlorates: 1 - Al(ClO4)3, 2 - Ga(ClO4)3 3– In (ClO4)3 [49].
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corresponding to formula In5(JO6)3, the composition of which is constant at a 
temperature of 120–270° C. The crystalline compound of indium paraperiodate 
is slightly soluble in water, and respectively, in 1%, 0.3% and 0.5–1% carbonate, 
nitrate and ammonium acetate, but it is readily soluble in dilute mineral acids. 
The solubility of indium paraperiodate in water at 20° C is 6,4⋅10−4 g-mol/dm3 or 
7,9⋅10−3 g/dm3. The gravimetric and titrimetric methods for the determination of 
indium using the periodate ion are based on these analytical characteristics [59].

Answering the question whether the ClO4
− ion is included in the inner coordina-

tion sphere of indium, it can be considered proven that indium acidic complexes 
are not formed in aqueous solutions, and in this case we are only talking about the 
possibility of the outer-sphere interaction of ClO4

− ions with aquocation. However, 
in a number of organic systems, apparently, their participation in complex forma-
tion is possible, but such states, being weaker than contact interactions, are rather 
difficult to fix. Perchlorate ion and perchloric acid in indium compounds perform 
primarily the function of a dehydrating agent; therefore, their presence leads to a 
change in the characteristics of the interaction of ions with water, which is reflected 
in the physicochemical properties of indium perchlorates.

Apparently, in relatively dilute solutions, the role of ClO4
− is reduced to destruc-

turing water, which contributes to the stabilization of hydration shells around 
hydrophilic indium cations. In concentrated solutions, ClO4

− anions enter into some 
competition with cations for water, as a result of which, in particular, an increase 
in the asymmetry of coordination water molecules and its additional polarization 
is possible. Indium (III) cations attach a larger number of layers of water and, to 
varying degrees, affect its state, and through it, the action spreads further to the 

Figure 8. 
Correlation of the polarizing forces of cations (P) and the eutectic concentration (meut) of aqueous solutions of 
group III perchlorates MeIII(ClO4)3 ([50], pp. 124–126).

Electrolyte Coordination 
number of 

cations

“Acoustic” 
hydration 

number

Change in isochoric heat capacity –ΔСV2 (J/K⋅mol) 
upon dissolution of subgroup III metal perchlorates on 

concentration (m)

0,5 m 1 m 2 m 3 m 4 m

Al(ClO4)3 6 12,4 411 373 296 223

Sc(ClO4)3, 6 11,3 383 327 248 195 151

Ga(ClO4)3 7–8 12,5 343 290 233 186 144 (3,83 m)

Y(ClO4)3 6 13,2 320 276 211 163 114

In(ClO4)3 6 11,0 345 322 257 205 
(3,19 m)

Tl(ClO4)3 6 13,4 116

Table 1. 
Change in isochoric heat capacity.
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property and the boundary medium. Thus, this causes either the destructuring 
effect or a change in the state of chemical bonds of ClO4

− ions in concentrated 
solutions.

Thus, the ClO4
− ion, being structure-forming and exhibiting a protoacceptor 

ability, in solutions of group III perchlorates forms exclusively solvate-separated ion 
pairs due to the high enthalpy of hydration of the corresponding metal cations.
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Chapter 4

Investigation of Indium Oxide 
Effect on Indium Particles 
Properties Used as Silicon 
Nanowires Catalyst
Rabia Benabderrahmane Zaghouani

Abstract

In this chapter, we investigate on indium particles elaboration by different 
annealing processes: rapid thermal annealing (RTA) and conventional processes. 
The elaborated particles are dedicated to be used as catalyst for silicon nanowires’ 
(SiNWs) growth by vapor–liquid–solid (VLS) process. The annealing parameters 
effect on indium particles properties is studied. After conventional annealing, the 
indium layer is cracked into elongated and inhomogeneous islands of micrometric 
sizes. XRD analysis depicts, in addition to pure indium planes, the presence of new 
peaks attributed to indium oxide (In2O3) planes formed during annealing. After 
hydrogen treatment with a flow rate of 60 sccm during 10 min, some In2O3 peaks 
are eliminated and replaced by new indium peaks, explaining the amelioration of 
indium particles morphology. These formed particles have been used as catalyst for 
SiNWs’ growth. A low density of SiNWs is obtained, attributed to In2O3 persistence, 
decreasing the indium catalytic effect. Quasi-spherical and homogeneously distrib-
uted indium particles with an average size of 422 nm are successfully grown in one 
step by the RTA process during short time (5 min) at lower temperature (450°C). 
XRD analysis shows the absence of indium oxide in the contrary to those formed by 
the conventional furnace. SiNWs with higher density are obtained, highlighting the 
harmful role of indium oxide.

Keywords: indium catalyst, annealing, indium oxide, silicon nanowires,  
vapor–liquid–solid process

1. Introduction

The advancement of nanotechnologies has made possible the development of 
new applications in all fields. In particular, the nanostructuring of materials has 
paved the way toward new concepts. Important efforts have been dedicated to 
metallic nanoparticles, thanks to their interesting properties in comparison to bulk 
materials. Specially, they are widely studied to be used for many purposes in various 
applications: passivation of silicon for photovoltaics [1], plasmonics [2, 3], and 
bionanotechnology [4]. Metallic nanoparticles are also used as catalyst for silicon 
nanowires’ (SiNWs) growth by top-down [5, 6] or bottom-up approaches [7]. 
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Silicon nanowires’ properties, especially their diameter, could be tuned by control-
ling the metallic particles properties. In the literature, many metallic nanoparticles 
are reported as catalysts, such as Au [8], Ti [9], Al [10], Cu [11], Ga [12], and Pt 
[13]. During last years, indium is considered a very interesting catalyst because it 
forms a low temperature eutectic with silicon (157°C) and it induces shallow defects 
as it acts as a p-type dopant encouraging its use as catalyst. An important issue in 
SiNWs’ synthesis is the indium catalyst elaboration.

Indium nanoparticles could be elaborated by different techniques such as vapor 
deposition technique [14], electrochemical reduction [15], chemical reduction of 
salts [16], laser ablation [17], and reduction of indium-tin oxide or indium layers 
by hydrogen or helium plasma [18–20]. Iacopi et al. have obtained indium particles 
with diameter range of 40–80 nm by electrodeposition on silicon substrate from 
an aqueous solution (InCl3, KCl, and HCl) [21]. Kumar et al. have reported on the 
growth of indium droplets obtained with an average diameter of 90 nm by indium 
evaporation followed by annealing at 300°C during 5 min [22]. The obtained par-
ticles’ properties are closely related to experimental parameters such as the precur-
sor’s concentration, the plasma flow rate, the exposition duration and the substrate 
temperature, or the annealing parameters.

In this chapter, we report on an ex situ formation of indium particles to be 
used as catalyst for SiNWs’ growth using two annealing processes: a rapid thermal 
annealing (RTA) and a conventional process. A comparative study is carried out 
to investigate the annealing process effect on SiNWs’ properties. In particular, the 
effect of indium oxide is presented.

2. VLS process

The bottom-up approach is presented as an interesting alternative for low-
cost nanowires growth. Indeed, it requires few technological steps with the 
possibility of SiNWs’ growth on any substrate. Several techniques have been 
reported, mainly chemical vapor deposition (CVD), plasma-assisted chemical 
vapor deposition (PECVD), laser ablation, and molecular beam epitaxy (MBE). 
PECVD is the technique adopted in this work. It has the same principle as the 
conventional CVD except that the chemical reactions will take place after the 
formation of plasma from the reactor gases, offering the possibility to work 
at low temperatures. The deposited layers’ properties strongly depend on the 
substrate temperature, the pressure, the growth time, the reactive gases, and the 
gas flow rates. The principle of SiNWs’ growth by PECVD can be resumed in four 
main steps:

1. The deposition of catalytic particles (in situ or ex situ).

2. The formation of a metal-silicon eutectic by supplying the particles with a 
precursor gas [the silane (SiH4) in the case of silicon nanowires].

3. Saturation of metal particle with silicon (Si), nucleation and precipitation of 
silicon at the substrate–metal particle interface.

4. The growth of SiNWs.

The SiNWs’ growth is generally explained by the vapor–liquid–solid (VLS) 
mode proposed by R. S. Wagner and W. C. Ellis. In this mode, the growth depends 
on three main elements: the precursor in its gaseous state, and the metal-silicon 
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alloy in the liquid state, the nanowire in the solid state, and hence the nomination 
vapor–liquid–solid mode.

The SiNWs’ growth in a PECVD reactor is carried out by following the 
next steps:

• At Twork > T eutectic of metal-Si: the metallic particle is in its liquid state.

• Introducing the precursor gas (SiH4): The silane molecules in the vapor state 
are adsorbed on the particle surface according to the following equation:

 4 22SiH Si H→ +   (1)

• Incorporation of Si atoms in the droplet, formation of the metal-Si alloy, and 
the silicon diffusion toward the alloy-substrate interface. The silicon concen-
tration in the droplet will exceed the equilibrium concentration at the working 
temperature, leading to the droplet saturation and the silicon nucleation.

3. Indium as catalyst for silicon nanowires’ growth

In the VLS mode, the catalyst surface’s properties play an important role in the 
SiNWs’ growth. In order to adsorb the maximum of gaseous species, the surface 
should be rough. For example, silane dissociation and adsorption are better on the 
gold-silicon (Au-Si) system’s surface than that of silicon. Indeed, the high adsorp-
tion and dissociation efficiency of silane at the Au-Si droplet permits the nanowires’ 
growth with a constant radius. Other parameters influence SiNWs’ growth, such as 
the surface tension of the catalyst droplet and the solid–liquid interface tension. The 
choice of the catalyst metal is very important, matching some criteria:

• The eutectic temperature of the metal-silicon alloy

• Vapor pressure

• Silicon solubility in the metal

• Technological compatibility with the current semiconductor industry

• Metal diffusion in SiNWs and formation of recombination centers

• Oxidation, etc.

Gold is the most commonly used metal despite silicon contamination with 
defects, introducing deep energy levels in the silicon bandgap. Gold, with a 
simple diagram phase, permits the solubility and nucleation of silicon easily at 
a relatively low eutectic temperature (363°C). Moreover, gold does not oxidize, 
increasing its catalytic activity. Gold-catalyzed SiNWs are well controlled and 
already integrated into prototypes such as transistors [23], biosensors [24], and 
photo-anodes [25].

Since 2001, post-transition metals like aluminum, indium, and bismuth have 
been studied. All these metals introduce shallow defects (dopants for silicon). 
Aluminum, for example, has an eutectic temperature (577°C) higher than that of 
gold and is very chemically reactive, especially with oxygen.
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Bismuth (Bi) is a promising catalyst. The energy level of the impurity intro-
duced by bismuth into the silicon gap is close to the conduction band, so bismuth 
is an N-type dopant for silicon. Bismuth exhibits a low silicon eutectic temperature 
(271°C), which allows working at low growth temperatures and using flexible sub-
strates. Despite these advantages, it is difficult to use it as SiNWs catalyst because 
it has a high vapor pressure, so it can evaporate easily during growth. It has a low 
surface tension (0.37 N/m), while gold has a higher surface tension (1.14 N/m). 
Unidirectional growth has been shown to be difficult with low surface tension 
catalysts.

Indium is an interesting metal to be used as catalyst. It presents a simple phase 
diagram with silicon (Figure 1), forming an eutectic system at 157°C, permit-
ting low growth temperatures and flexible substrates’ use. Indium has a surface 
tension (0.55 N/m) higher than that of bismuth but lower than gold. However, in 
the presence of oxygen, indium could be oxidized, reducing thereby its catalytic 
behavior.

4. Experimental details

Figure 2 describes the silicon nanowires growth process [27]. Indium particles 
(In-Nps) were grown ex situ by annealing indium-coated silicon p-type (100) 
substrates. Indium layers of 100 nm thickness were deposited on silicon substrates 
by thermal evaporation. The used annealing procedures are: (1) conventional 
annealing with a vacuum pressure of 10−2 mbar at 600°C during 45 min, (2) RTA 
annealing using a home-built RTA furnace with a vacuum pressure of 10−6 mbar at 
different temperatures (300, 350, 400, and 450°C) during 5 min.

To synthesize SiNWs, the samples are introduced to the PECVD reactor with 
substrate temperature set to 400°C. Prior to precursor (SiH4) introduction, the 
samples are treated by hydrogen plasma during 10 min with a flow rate of 60 sccm. 
Then, SiH4 is introduced during 15 min with a flow rate of 10 sccm.

Figure 1. 
Phase diagram of indium-silicon system [26].
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5. Annealing process effect on indium particles’ catalyst

The indium-coated silicon substrate annealed in the conventional furnace  during 
45 min at 600°C shows elongated and inhomogeneous islands of micrometric sizes 
(Figure 3). The chosen work temperature is well above the indium melting tempera-
ture (157°C), offering sufficient kinetic energy to metallic atoms to form regular par-
ticles. The observed morphology could be attributed to the presence of indium oxide. 
X-ray diffraction (XRD) analysis was performed to confirm these observations. 

Figure 3. 
(a) SEM image of indium-coated silicon substrate annealed under conventional process. Inset: Cross-sectional 
SEM view of the as-deposited indium-coated silicon substrate.

Figure 2. 
SiNWs’ growth process adopted in this work.
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In Figure 4, we compare the XRD spectra of the as-deposited indium layer and 
the annealed sample. The XRD patterns of the as-deposited sample show only the 
presence of the planes of the tetragonal crystal structure of indium. However, after 
annealing, the XRD spectrum shows the disappearance of indium peaks except two 
peaks. These peaks are replaced by peaks attributed to indium oxide planes with 
the presence of very intense (222) indium oxide peak. Indium oxide can explain the 
obtained indium particles morphology. This phenomenon is attributed to the high 
melting temperature (1900°C) of indium oxide compared to the chosen annealing 
temperature.

So, in order to ameliorate the indium particles properties, a hydrogen plasma 
treatment was performed in a PECVD reactor at a substrate temperature of 400°C 
during 10 min, with two different flow rates of 60 and 100 sccm. XRD analysis 
shows the persistence of indium oxide presence after 60 sccm H2 treatment, 
indicating that this flow rate is not sufficient to eliminate all In2O3. When increasing 
hydrogen flow, In2O3 peaks have been disappeared and replaced by indium peaks 
(Figure 5). This result is confirmed by the SEM image of the obtained structures 
(Figure 6). It is noticed that the indium particles become more homogeneous and 
regular in size and form. Quasi-spherical particles with average size of 440 nm 
(Figure 6(c)) are obtained.

H2 plasma treatment leads to the indium oxide elimination as depicted by Eq. (2) 
and the indium loss through evaporation leading to particles properties enhance-
ment (density, size, and shape). Moreover, XRD results highlight the fact that the 
H2 plasma flow rate (100 sccm) was sufficient to eliminate all indium oxide.

 2 2 3 23 2 3H In O In H O+ → +  (2)

5.1 Discussion

In this section, we have noted the indium oxide formation during the con-
ventional annealing that is attributed to the oxygen presence. This observation is 
explained by the low vacuum pressure in the furnace (10−2 mbar) where the heating 
is mainly provided by thermal conduction. In order to eliminate the oxygen and 

Figure 4. 
XRD spectra of as-deposited indium layer and annealed sample.
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Figure 6. 
(a-b) SEM images of indium particles obtained after conventional annealing followed by H2 treatment with 
flow rate of 100 sccm (c) the corresponding histogram indicating the size distribution.

Figure 5. 
XRD spectra of annealed layers and treated by H2 treatment with flow rates of 60 and 100 sccm.
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form pure indium particles, samples must be annealed in ultra-vacuum atmosphere; 
however, the thermal conduction will be very slow. In this case, the annealing will 
occur for long durations consuming thereby much energy.

Figure 7. 
(a) SEM image of indium particles obtained after RTA annealing; A: 300°C, B: 350°C, C: 400°C, and D: 450°C 
and (b) the corresponding histogram indicating the size distribution.
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In order to overcome this problem, RTA annealing based on radiation heating 
by infrared short waves (400–1400 nm) is used. The heating duration could be 
decreased, thanks to high silicon absorption in this wavelength range.

Indium-coated substrates were annealed at different temperatures (300, 350, 
400, and 450°C) during 5 min. It is noticed in Figure 7(a) that for the temperatures 
300 and 350°C, the surface morphologies are quite similar. The substrates are cov-
ered with inhomogeneous particles in size and shape, with a high surface density. 
An improvement in the particles shape is obtained at 400°C. At the temperature 
of 450°C, quasi-spherical and homogeneous particles are obtained. The structures 
elaborated at 450°C show an average size of 422 nm (Figure 7(b)). This ameliora-
tion is attributed to the indium oxide absence as confirmed by XRD (Figure 8).

6. Indium-catalyzed SiNWs grown by VLS mode

6.1 Influence of indium oxide

To study the indium oxide influence on the grown silicon nanowires, a compara-
tive study is carried on. Silicon nanowires are grown using indium nanoparticles 
elaborated by the two different annealing processes: the conventional and the RTA 
annealing. Figure 9(a) and (b) shows the SEM images of the obtained nanowires. 
The elaborated indium particles have been treated by hydrogen gas with a flow rate 
of 60 sccm for 10 min before the silane introduction during 15 min.

As observed, the indium particles elaborated by conventional annealing mor-
phology are enhanced and quasi-spherical particles are obtained. Despite this 
improvement, the SiNWs’ density is very low due to the persistence of indium oxide 
after the hydrogen treatment as explained in Section 3. The indium oxide forming 
a shell around indium is decreasing its catalytic effect. To confirm the persistence 
of indium oxide, XRD of the obtained SiNWs is performed (Figure 10). In addition 
to silicon and indium peaks, we notice the presence of In2O3 peaks explaining the 
obtained low density.

Using indium particles elaborated at 450°C by the RTA process, the SiNWs’ 
 density is ameliorated, which is attributed to indium oxide’s absence. The quasi-
totality of indium particles is active to catalyze the SiNWs’ growth.

Figure 8. 
XRD patterns of the sample annealed at 450°C.



Post-Transition Metals

68

Indium particles catalyzing the growth are located on the top of the silicon 
nanowires confirming the VLS mode. Moreover, we notice that the SiNWs’ mor-
phology does not seem to depend on the annealing process. The obtained SiNWs in 
both cases are bent and kinked.

6.2 Indium diffusion in SiNWs

In order to study the indium diffusion in the obtained SiNWs, energy dispersive 
spectroscopy (EDS) is performed on the top and in the middle of a silicon nanow-
ire. Figure 11 shows that the wire is consisting of silicon only indicating that indium 

Figure 9. 
SEM images of (a) indium particles obtained by conventional annealing and the obtained SiNWs and  
(b) indium particles obtained by RTA annealing and the obtained SiNWs.

Figure 10. 
XRD spectrum of SiNWs catalyzed by indium particles elaborated by conventional annealing.
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does not diffuse in the contrary of other catalysts like gold. In addition to that, 
EDS performed on the catalyst particle shows that the particle is consisting of a 
 indium-silicon alloy as explained by the VLS mode (Table 1).

6.3 Indium catalyst removal

Residual indium could be removed by a simple chemical method consisting of 
soaking samples in 5% hydrochloric acid (HCl) solution (Figure 12). The reaction 

Figure 11. 
EDS spectra of a wire performed (a) in the middle, (b) on the top, and (c) on the particle catalyst as shown in (d).

Element (atomic %) Particle Top of SiNW Middle of SiNW

Si 51.1 98.8 99.4

In 48.9 1.2 0.6

Table 1. 
Atomic percentage of silicon and indium in a grown silicon wire.

Figure 12. 
Illustration of the experimental protocol used.
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between In and HCl could potentially produce two types of indium chloride: InCl2 
or InCl4. Figure 13 shows the grown silicon nanowires before and after indium 
catalyst elimination.

7. Conclusions

In this work, indium is used as catalyst for silicon nanowires’ growth by VLS 
mode using PECVD. Indium is considered as a promising metal to replace gold as it 
forms a low-eutectic alloy with silicon and it introduces shallow defects.

Indium catalyst is elaborated by annealing indium-coated silicon substrates 
using two different annealing processes: conventional and RTA annealing. The 
annealing conditions influence the catalyst morphology and as a consequence 
the grown SiNWs. In this work, we have shown that the indium oxide presence is 
 affecting the growth, in particular the density.
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Chapter 5

Elastic, Optical, Transport, and
Structural Properties of GaAs
Thamer A. Tabbakh, Raghad M. Aljohany,
Hatem Alhazmi and Rawan M. Alsulami

Abstract

One of the major objectives of physics is to understand the physical properties of
compound metals. Based on this very objective, in this chapter, we intend to review
the physical as well as chemical properties of Gallium Arsenide material.

Keywords: GaAs, basic principle, physical properties, optical properties,
chemical properties, physics

1. Introduction

Each time the creation and refinement of new material growth techniques give
rise to the finding of new equipment. The semiconductor which has been found to
be most interesting of all (when used), relates to the applications in electronic
devices for instance, high speed circuits formed of group III-V compounds along
with switches or amplifiers. One of the types of is the Gallium Arsenide (GaAs)
[1, 2]. A III-V semiconductor that it is, its composition includes gallium which is an
element of the group 3 having orthorhombic trigonal crystal structure coupled with
arsenic which belongs to the group 5 and has a trigonal crystal structure. This very
combination leads to interesting physical as well as chemical properties in this
semiconductor [3, 4]. With different electronic band gaps, these semiconductors
can, at ambient temperatures, crystalize into a zinc-blende cubic type crystal struc-
ture. Post the discovery of transistor in the year 1947, Gallium arsenide (GaAs) has
presented itself as a prominent material for electronic devices. The technological
importance and the need of study of Gallium arsenide (GaAs) in the last few years
are due to its high melting point at 1238° C along with a density of 5.3176 g/cm3. It is
obtained as a by-product from the extraction of ores of zinc and aluminum and is
present at 5-15 mg/Kg in Earth’s crust [5, 6].

GaAs is the basis of a worldwide industry it has a wide usage area changing from
microwave frequency integrated circuits to optical windows. Among III-V semi-
conductors, GaAs has remained useful as a semiconductor material, widely being
used in optoelectronic and microelectronic devices. Given this wide use of GaAs,
the idea came to write this chapter focusing on the physical and chemical properties
of this important material. While excluding the impurities present and their
associated effects, the focus is on the characteristics of GaAs [7, 8].

Included in this chapter, are a few physical as well as chemical properties of
gallium arsenide (GaAs) such as the crystal Structure, the direct bandgap of GaAs
with its zinc blende type crystal structure, electronic structure, light-emitting
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properties, electromagnetic properties, photovoltaic properties, phase transition
and mechanical as well as elastic properties. The geometric structures, stabilities,
and electronic properties like higher saturated electron velocity and high carrier
mobility with a small dielectric constant and high resistivity. This chapter also
elaborates on the thermodynamic properties of GaAs such as thermal expansion and
thermal conduction.

These great properties led to the production of new and unique devices like
high-efficiency light emitters, light sensors, and high-speed switching devices. The
GaAs is considered as an outstanding member of the III-V semiconductor family. It
has many exceptional features, especially for the recent optoelectronic industry.
Hence, special focus has been laid on the examination of physical properties of this
material [9–11].

2. GaAs and semiconductors direct bandgap concept

The band structure is the major part of the semiconductors. Briefly explaining it,
at absolute zero, a bandgap or an energy gap separates the conduction band (lowest
empty band) with the valence band (highest filled band). Therefore, at T = 0,
electricity is not conducted by the material. The electrons are enabled to be excited
into the conduction band through several processes, such as optical absorption or
thermal excitation, at finite temperatures and electrical conduction is allowed as
there are empty states in the valence band. Energy, in the forms of heat or photons,
is released when the electrons return to the valence band [12, 13].

As mentioned in Figure 1, two types of bandgaps are there based on different
conditions. The first one is if, over the top of the valence bond, the bottom of the
conduction band does not rest. As a result of this, it is called an indirect gap. Also,
photon is necessary in order to provide the momentum required to reach the state in
the conduction band, and the electronic transition to happen. However, in case of
GaAs and other direct band type semiconductor, the bottom of the conduction band
site and the top of the valence band are on top of each other, Therefore even
without a change in the wave vector, the electron is able to get excited from the

Figure 1.
Schematic of the valence band, direct bandgap, and indirect bandgap conduction bands [13].
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valence band. A photon on absorbing required energy is sufficient enough for this.
Moreover, through the emission of a photon, transition to the valence band from
the conduction band can easily be done by the electron. While no interaction of
photon is required, emission of light energy of the desired wavelength of 850 nm
bandgap occurs and it allows the direct band recombination of holes and electrons.
In the absence of defects, the energy released by the dominant mechanism of the
indirect bandgap is by photons via electromagnetic radiation. However, photons
release energy in the form of heat in the case of indirect bandgap semiconductors
[14–16].

Being a good optoelectronic material, direct bandgap in GaAs is considered a
useful material in the field of optoelectronics and other electronic fields and is used
comprehensively in semiconductor lasers as well as light-emitting diodes. Its use has
also been encouraged in the making of high-efficiency solar cells, Gunn diodes,
Infrared LEDs, solid-state detectors and radar systems. We have a classification of
1–3 categories depending upon the magnitude of bandgap energy of the materials,
namely, narrow, mid and wide-bandgap. Of all the properties of a semiconductor,
the presence of energy gap leads all others [16, 17].

Not only band-gap engineering permits the making of band diagrams that have
continuous as well as arbitrary band-gap variations, but it is also considered among
the strongest tools for the new semiconductor devices and materials. For a specific
application, the transport properties of holes, as well as electrons, may be continu-
ous and independent. This approach leads us to a new generation of devices having
unique capabilities ranging from resonant tunneling transistors to solid-state
photomultipliers. More than for any semiconductor, many band structures for GaAs
are precisely known. Figures 2 and 3 make it clear, showing 1.519 eV as the funda-
mental energy gap for Gallium Arsenide. Also, the high-temperature performance
of GaAs is largely attributed to its wide bandgap [20–22].

Other than this, photoconductivity, a feature semiconductor exhibit under suit-
able trial conditions is another benefit associated with the bandgap [23]. This occurs
when an increase in electrical conductivity happens when an incident light falls on a
semiconductor. The suitability of the semiconductor material in optoelectronic
devices is also decided by its photoconductive response. Such materials which
respond well to the photoconductivity, find themselves useful in the making of
infrared sold state detectors. Also, in GaAs, the transport properties of hot electrons

Figure 2.
Structure of GaAs energy band gap [18].
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are largely affected due to the bandgap. Alloying is another controllable bandgap
which useful property of the GaAs [22, 24–26].

The usefulness of GaAs and its alloys in optoelectronics such as sold state lasers
and LEDs lies in the bandgap of GaAs which, in the infra-red range results in the
emission of photon. The ability of GaAs to retain their semiconductor properties at
high temperatures, giving stability to the GaAs comes from the wider bandgap of
GaAs [19]. Figure 3 shows that Calculated band structure of GaAs using the tight
binding method with different semiconductor materials.

3. GaAs and semiconductor carrier density

That GaAs is an extremely poor conductor is corroborated by the fact that GaAs
has low flow intrinsic carrier density when present in an undoped or pure form.
Hence it is mostly considered as semi-insulating. Adding the dopants of either the
p- or the n- that is the positive and the negative types respectively, alters this
property. Many active devices have been able to be made on a single substrate due
to this semi-insulating property, where each device’s electrical isolation is provided
by the GaAs. For contraction of the electronic circuitry, this characteristic has been
found be quite important [27, 28].

With regards to the transport properties, two important questions that come up
where the incorporation of dopants has been done – a) mobility, b) effective carrier
concentration [29, 30].

ni ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
NCNV

p
exp � Eg

KBT

� �
(1)

Ncand NV , the effective density of states at the band edges, are dependent on
temperature and the effective mass of the electron and holes respectively.

NC ¼ 2
2πm ∗

eKBT
h2

� �3
2

(2)

Nv ¼ 2
2πm ∗

hKBT
h2

� �3
2

(3)

Figure 3.
(a) Calculated band structure of GaAs using the tight binding method. (b) Sketch of GaAs band structure near
the Γ-symmetry point showing conduction band, heavy hole band (hh), light hole band (lh), and split-off band
(so) in the X [100] and L [19].
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The conductivity is given by

σi ¼ nie μe þ μhð Þ (4)

Eq. (1) and Figure 4 can be used to understand the effect of temperature on the
concentration of the carrier. It shows the entry of temperature in both exponential as
well as pre-exponential terms. There are two effects of increased temperature [31, 32]:

• the effective density of states of the edge of the band is increased (NV and NC).

• the exponential portion of Eq. 10 shows a decrease, since its denominator is T.

4. GaAs crystal structure

In solid-state physics, the central theoretical problem happens to be the determi-
nation of the energy bands. In other words, in case of solids, the central theoretical
problem is the calculation of energy levels of electrons. In order to calculate physical
properties such as mechanical properties, magnetic order, optical dielectric or the
vibrational spectra, in principle knowledge of the electrons and the energies associ-
ated with them is required. In contrast, calculation of lattice constants and other bulk
ground state properties such as atomic positions and bulk modulus is considered to be
important in physics associated with condensed matter. Such bulk calculations not
only help understand as well as characterize the mechanical properties of the matter,
but they also help predict their properties in extreme conditions [33–35].

Having a basis and a cubic lattice that is two face centered, the structure of
crystal of GaAs is a zincblende structure or cubic sphalerite. In the classic basis, at
the origin of the lattice, there is one GaAs molecule. From (0,0,0), the vector of one
atom to another at (1/4,1/4,1/4) of the molecule constitutes the basis. Two FCC
lattices, one of as while the other being of Ga can also form a crystal as shown in

Figure 4.
Bandgap energy inverse T for Ge, Si, GaAs in the range 200–1000 K. T [31].
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Figure 5. While arsenic atoms are represented in orange color, the Gallium ones are
shown in purple color. As shown, there are 4 arsenic atoms against 14 gallium
atoms. This makes a tetrahedral bond, similar to the one in a diamond lattice, but
replaced with Ga and as where each Ga is connected to four other atoms. It shows
ionic bonding with the presence of two types of atoms [37–39] (Figure 6).

5. GaAs Fermi level and lattice constant

Figure 7 shows that the drawing of the energy band of the semiconductor,
which demonstrates the bandgap along with valence and conduction electrons. An
electron leaves a hole in the valence band on moving to the conduction band from

Figure 5.
P-V plot of GaAs up to 25 GPA [36].

Figure 6.
The crystal structure of GaAs cubic unit cell of GaAs [38].
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the valence band. For the other electrons in the valence band energy levels, this hole
is an empty state and behaves in a manner similar to a +ve charged particle in the
valence band. The number of electrons in the conduction band per unit volume,
written as cm3, is counted to quantify the electron concentration, and is represented
by ‘n’ [41, 42].

The density of holes in the valence band equals the density of electrons in the
conduction band.

n ¼ 1

NC ¼ exp
EF � EC

KBT

� �
¼ Nv exp

Ev � EF

KbT

� �
(5)

In the above formula,
EF - Fermi energy.
NV - effective density of states in the valence band.
EV - valence band edge.
kB - Boltzmann’s constant.
EC - conduction band edge.
T - temperature in K.
NC - effective density of states in the conduction band.
Reordering the above equation, we have

exp
2EF � EC � EV

KBT

� �
¼ NV

NC
(6)

Taking log we have

Figure 7.
Room-temperature band gap energy, Eg, as a function of lattice constant for several semiconductors. Lines
connecting binary compounds such as GaAs and AlAs represent alloy composition with either a direct band gap
(thick solid line) or indirect band gap (thin red line). The III–V and II–VI semiconductor compounds in the
figure have the zinc blende crystal structure. Si and Ge have the diamond crystal structure [40].
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2EF � EC � EV

KBT

� �
¼ In

NV

NC
(7)

Solving for EF

EF ¼ EC þ EV

2
þ KBT

2
In

NV

NC

� �
(8)

It is in the middle of the bandgap that we have the Fermi energy (EC + EV)/2.
Therefore, as shown in 7, the energy bandgap latticed matched for several
semiconductors that is related to GaAs and band alignments for sever III-V
semiconductor with GaAs (Figure 8).

6. GaAs transport properties

An ionic bond exists between the electrons in the valence band of GaAs atoms.
Therefore, in solids, they are not free to transport. However, they can move
through a solid if the electron gets excited to the conduction band. Hence, an
electron leaves a hole in the valence band on moving to the conduction band from
the valence band. An electron jump from one bond to another enables the hole to
move in the valence band. Further, these holes and electrons can move upon
affected by an electric field [43–45].

The equation that helps derive the acceleration of the electrons (ae) is-

Figure 8.
Band alignments for sever III-V semiconductor with GaAs. (a) Lattice constants and band gaps of different
semiconductor materials. The lattice constants of Ge and GaAs are close to a variety of semiconductors with
different band gaps, thereby commonly used as substrates for tandem cells. (b) Schematics of a triple-junction
tandem cell with optimized compositions of InGaAs and InGaP, which correspond to the blue dots in (a). A
buffer layer has to be applied to accommodate the lattice mismatch between the Ge substrate and In 0.17 Ga
0.83 As; (c) Proposed latticematched GeSn/InGaAs/InGaP tandem cell [42].
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ae ¼ eEx

me
(9)

Where meis the electron’s rest mass and EX is the electric field. Under an
electric field, the interaction of electrons with the solid atoms should also be
considered.

In the case of an electron in a solid, under an external field, the interaction with
the solid atoms should also be taken into account. Let this interaction of electrons
with the atoms of the solid be summed up as

P
f int [46, 47].

ae ¼ eEx þ
P

f int
me

(10)

The conduction electrons are initially in the lowest energy valley, Γminimum.
Here, they are distinguished by a low effective mass and have high mobility. On
applying the electric field, these electrons are rapidly accelerated by the field to high
velocities: they gain kinetic energy. The electrons’ ability gains enough energy to
transfer from this valley to the next higher valley, the Lminimum. These upper valleys
are distinguished by a larger effective mass, and consequently both lower electron
mobility and a greater density of available electron positions. The great density of
states encourages transfer to these valleys of electrons with suitable energy. There is a
fall in the average velocity of all the electrons as the energetic electrons transfer to the
upper levels. There is much work available which is focused on the calculation of hot
electron transport properties in GaAs. Gallium arsenide exhibits the `transferred elec-
tron’ which is commonly known as the TE effect. This transfer of electrons from one
region to another energy band structure is an electric-induced field transfer. It has high
electron mobility, with a negative resistance being observed and has a small dielectric
constant. This is primarily because of extensive utilization of GaAs in ultrahigh fre-
quency, high-temperature resistance and low power circuits and devices [48–53].

average velocity ν ¼ nΓνΓ þ nrνr
nΓ þ nl

(11)

7. GaAs optical properties

There are two main categories in which the optoelectronic devices can be cate-
gorized. First is the set of those devices in which electrical current get converted
into electromagnetic radiation i.e. light. Second is the set of those devices in which
light is converted into electric current. An example of the first category of devices is
the LEDs. Optoelectronic devices as well as light-emitting devices have GaAs in
them. Macroscopic evidence is available for the interaction of matter with light and
it is made of four components, namely, incident, reflected, transmitted, and
scattered component [52, 54, 55].

Absorption of a photon in a semiconductor can happen in a number of ways.
This is commonly known as interbond absorption. This happens when in the con-
duction band an electron is excited up after having absorbed a photon in the valence
band. The momentum is unchanged in case of direct gap semiconductor while there
is an increase in electron’s energy. The momentum is though shifted in case of an
indirect gap material. This is made possible by a decrease in bandgap energy with
the increase in temperature and a photon being either absorbed or emitted. The two
factors responsible for this are lattice vibration (phonons) and thermal expansion.
The increase of lattice constant is due to the thermal expansion. This further leads to
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the change in the periodic potential as seen by the electron. The band structure is
altered due to these changes [56–59].

Temperature and bandgap shift are related as per the following formula

Eg ¼ Eg � ∝T2

T þ β
(12)

where
Eg - band gap energy
T - temperature
Eg (0) - bandgap at 0 K having units same as that of energy
α has units the same as that of temperature/energy.
Prominently used in optoelectronic as well as microelectronic devices, Gallium

arsenide, GaAs is considered a good semiconducting material, having high electron
mobility. In the semiconductor material, through the interaction of electron and
photons, sunlight is converted into electricity directly by photovoltaic cells [60–62].

Electronic excitation of luminescence is the reason, it is also called as optical
radiation. State energy is emitted in the form of EM radiation when the excited
electrons move back to the ground. Depending upon the electronic excitation cre-
ated originally, there are four different types of luminescence, namely,

Photoluminescence � incident light ! electronic excitation

Radioluminescence � ionizing radiation β� rays
� � ! electronic excitation

Cathodoluminescence � electron beam ! electronic excitation

Electroluminescence� electrical field ! electronic excitation

The functioning of LEDs is by electroluminescence. Using a functional bias,
electric current which includes holes and electrons are forwarded to the device.
Light is emitted by the recombination of these holes and electrons. In order to
increase efficiency, heterostructure LEDs are used. The holes and the electrons,
collectively called the carriers are confined in a small spatial region in order to
achieve this. Due to the localization of carriers in GaAs, there is higher quantum
efficiency at the heterojunction. Hence, it is only in the i-GaAs region, that the
recombination takes place. Figure 9 draws a clear picture of the emitted wavelength
in case of both LEDs as shown in Figure 9 [63–66].

8. GaAs elastic properties

The physical knowledge of the materials namely the phase transitions,
interatomic forces and the mechanical features apart from many other features are
better understood by examining the elastic properties of the material.

Figure 9.
The heterojunction has a higher quantum efficiency since the carriers are localized GaAs [63].
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8.1 Density

Being low-density materials, III-V compounds, under pressure, have the ability
to show transitions of structural phase to a phase with higher density. Figure 3
clearly shows that with increase in pressure, the density of GaAs also increases [67].

8.2 Phase transition

Figure 5 shows the P-V graph which helps determine the B3 ! B1 phase transi-
tion of GaAs. At 17 GPa there is an unexpected decrease in the GaAs’s volume. This
decrease is attributed to the change in the structural phase related with phase
transition of B3 ! B1 [23, 36, 68–71].

9. Conclusion

Gallium Arsenide is deemed as an eminent member of the III-V semiconductor
group. It has presented itself as a notable material for electronic devices and vastly
being used in optoelectronic and microelectronic devices. The precept knowledge of
the electrons and the energies related to GaAs is required in order to calculate physical
properties. Furthermore, calculation of lattice constants and other bulk ground state
properties is considered to be paramount in physics associatedwith condensedmatter.

In this chapter we have reported the basic principle for the GaAs material as well
as the physical, optical, and chemical properties. Also, we have reported the crystal
growth of the GaAs with another semiconductor material such as In and Al.
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Chapter 6

Comparative Analysis Carried
Out on Modern Indentation
Techniques for the Measurement
of Mechanical Properties:
A Review
Saquib Rouf, Sobura Altaf, Shezan Malik,
Kaleem Ahmad Najar and M.A. Shah

Abstract

Nowadays many indentation techniques are being commonly employed for deter-
mining some mechanical properties (harness, elastic modulus, toughness, etc.) using
simple method of measuring the indentation depth. On the basis of measurement of
depth of penetration, indentation technique has be classified into major categories i.e.
microindentation and nanoindentation. Nanoindentation technique uses indirect
method of determining the contact area as the depth of penetration is measured in
nanometers, while in conventional indentation the area in contact is measured by
elementary measurement of the residual area after the indenter is removed from the
specimen. Dynamic hardness is the best result of dynamic indentation which can be
expressed as the ratio of energy consumed during a rapid indentation to the volume of
indentation. The parameter which are taken into consideration are indentation depth,
contact force, contact area, mean contact pressure.

Keywords: hardness, elastic modulus, nano/microindentation, Berkovich indenter,
spherical indenter & vicker indenter

1. Introduction

We are having distinct techniques to rule out the mechanical properties of
materials; one among them is nanoindentation. Nanoindentation is the most
accepted method to regulate the mechanical properties like hardness, elastic modu-
lus, toughness and stiffness of a material. Thus, nanoindentation is also noted by its
different names in mechanical engineering field like; depth sensing indentation
(DSI), instrumental indentation technique (IIT) and universal hardness test (UHT).

The indenter is the main component of nanoindentation testing which is
pressured through the exterior of a material. With a prescribed load, the displace-
ment of the indenter inside a material is observed. The hardness of the material is
shown by the equation:

H ¼ Pmax

Ar

� �
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Where, Pmax is a maximum load for depth (h) and Ar is the residual area or the
projection of indenter. This residual area inside a material is then measured by
atomic force microscope. The residual area builds upon the kind of indenter and
material of indenter. Therefore, the mechanical properties can vary as the
penetrating material changes from one experiment to another.

The nanoindentation is also used to measure reduced elastic modulus and the
sample modulus by using the following Equations [1];

Reduced elastic modulus,Er ¼ dP
dh

� 1=2 �
ffiffiffi
π

p
Ar:

Sample modulus,Es ¼ 1� v2s
� � 1

Er
� 1� vi

Ei

� �

Where, Ei is the modulus of indenter and, vs and vi is the poisson’s ratio for
sample and indenter, respectively [1, 2].

1.1 Types of indenters

The various types of indenters with their specifications are mentioned in Table 1
[3]. Generally, nanoindentation itself has a wide range of applications in physical
science and concedes us to examine nanoscale surface adjustments in solid materials
and specify the appearing variations in its mechanical response. From atomic struc-
ture to atomic defects, this has made a revolution in material engineering. It can be
used to study discrete atomic rearrangement of specimen under loading conditions.
When equipped with Raman spectroscopy and Atomic Force Microscope, it can
find its place in studying lattice dislocations [4].

From literature survey, it has been found that results of nanoindentation depend
upon the indenter tip, shape and its orientation [5]. AFM plays a vital role in
nanoindentation process. It is used to measure the residual indentation area of the
specimen which is further used to calculate hardness of material. It has been clearly
observed and proved that nanoindentation results depend upon the type of indenter
used. So, we can say that nanoindentation results vary for different indenters. To
achieve better results in indentation process, continuous nanoindentation has been
introduced. This approach involves intially loading the indenter at peak load and
then unloading 90% of the peak load for 50 seconds and keeping it after 90% of
unloading for almost 100 seconds and lastly unloading wholly the indenter. The
continuous nanoindentation is used to find stiffness in terms of indentation depth
in a one shot experiment.

Indenter Projected area Semi angle

Sphere 2πRhp Not available

Berkovich 3h2
p tan θð Þ2 65.3°

Vickers 4h2p tan θð Þ2 68°

Knoop 2hp tan θ1ð Þ tan θ2ð Þ θ1 ¼86.25°, θ2 ¼ 65°

Cube Cone 3h2
p tan θð Þ2 35.26°

Cone πh2p tan αð Þ2 α effective cone angleð Þ

Table 1.
Indenter specifications [3].
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1.1.1 Spherical indenter

Spherical indenters are used for soft materials. It has been established that even a
single alteration of the indenter size or radius can give collectible observation into
heterogeneous aspects of the radiation-induced-damage region. The most common
spherical indenter known is diamond spherical indenter which has radius less than 1
micron. We know that indentation hardness is used as; H ¼ P

A, where, P is the
applied load and A is the area of indenter.

The indentation hardness equation can be also known as ¼ 4P
πd2

, where, d is the
diameter of contact circle when at full load. The nanoindentation deals with the size
of impression, whose area is to be calculated and is found by [1–3]:

A ¼ 2πRihc

where, Ri is radius of the indenter and hc is the depth of contact also called
contact depth.

The Brinell hardness number for spherical indenters is calculated as [6]:

BHN ¼ 2P

πDðD�
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
D2 � d2Þ

q

Where, D is the diameter of indenter. The Brinell hardness number depends on
the real curved surface response.

Researcher [7] has adopted the use of spherical indenter to figure out the struc-
tural characteristics of SS400, SM490 and SM520 using finite element analysis to
create a shift of algorithm. The specifications taken under consideration are yield
strength (σy), the hardening exponent (n), and the ratio (α). The α here is character-
ized as the ratio between the strain at beginning point of strain hardening and the
yield strain. The spherical indenter with the value of 1141GPa as elastic modulus and
that of poisson’s ratio as 0.07, the radius of the indenter is put up to R = 5 μm and the
maximum indentation depth is kept 0.3R, the results derived from the indentation
process on the above mentioned specimens are very much reliable with the proposed
model of reverse algorithm and can provide the best parameters of structural steel.
Thus, the study of the radius of the indenter is an important factor for supposition of
disorder nucleation shear stress implied from spherical indentation retortion.

Dynamic indentation of elastic plastic solid has been also reported here [8].
Dynamic hardness is the best result of dynamic indentation which can be expressed
as the ratio of energy consumed during a rapid indentation to the volume of
indentation. There is a restraination to either the displacement or the force of the
indenter by the indentation equipment. Indentation depth, contact area, contact
force, and mean contact pressure were the parameters that are taken into account
and the finite element technique has been operated to determine the contact issues.
The author observed that parameters like contact force, contact area and mean
contact pressure are directly dependent on indentation velocity irrespective of
material’s elastic plastic property. The dynamic indentation of a material is linked to
a dimensionless parameter which can be attained as the ratio between the kinetic
energy density shifted towards the indented material to the sufficient net energy of
the material and the initial yield. It has been seen that this dimensionless parameter
is associated with the plastic deformation of a solid which implies larger the dimen-
sionless parameter larger will be the plastic deformation of solid. Down below
Figure 1 distinguishes the types of indenters [9] as: (a) Spherical (b) Conical
(c) Square- pyramidal (vicker) & (d) Berkovich, respectively.
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1.2 Berkovich indenter

The Berkovich indenter tip has a geometry of a three-sided pyramid that can be
rested to a point, hence upholding a self-similar geometry to very small extent. This
geometry is generally much approved than the Vickers indenter tip which has a
geometry of four-sided pyramid. It is most often preferred for certaining the
mechanical parameters of materials. Berkovich indenter with geometry of three
sided pyramid contains a face angle of 65.3° between the sides. The indenter tip is
blunted and has been constructed with the hard materials example diamond. It is
more precise than vicker indenter due to its sharp point. The Berkovich indenter tip
is of optimal use for most testing funtions. It is not easily impaired and can be
promptly built. It brings about plasticity at slight loads too generating a relevant
share of hardness. The Berkovich indenter tip is feasible as a traceable standard.

On the specimen, the projected area of Berkovich indenter is given as
[3]; Ap ¼ 3

ffiffiffi
3

p
h2c tan θð Þ2, where θ is the face angle. For θ ¼ 65:3°, AP ¼ 24:5h2c .

Further, the Meyer hardness is given by [10]:

H ¼ P
AP

¼ P
24:5h2c

From the above equation we can conclude that Meyer hardness for Berkovich
indenter is the function of contact depth. Researchers [11] have reported the
nanoindentation of zirconia yttria and alumina zirconi-yttria with the help of the
Berkovich diamond indenters having a tip radius of 20 to 25 nm. The main function
of this indentation practise is to resolve the mechanical properties like modulus of
elasticity (E) and fracture toughness of the above mentioned biomedical ceramics.
The values of mechanical properties are calculated at different loads like 1.5 mN, 2
mN and 5 mN. The frequency for indentation is 75 Hz with poisson’s coefficient
v = 0.25. AFM is engaged in the analysis of the continuing samples of
nanoindentation. The equation given below (Sneddon equation) is employed in the
calculation of the modulus of elasticity [12]:

S ¼ 2β

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
A
π
Er

� �s

Where, A is the area of contact which in return is a function of indentation
depth (h) also called as depth of penetration. Er is reduced modulus of elasticity and
β which is a constant based upon the geometry of indenter and for Berkovich

Figure 1.
Types of indenters [9]: (a) spherical (b) conical (c) square- pyramidal (vicker) & (d) Berkovich.
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indenter value of β is 1.034. The modulus of elasticity is calculated by the following
Equation [13]:

E ¼ 1� V2

1
Er
� 1�V2

i
Ei

Where, Ei, E and Vi, V are constants of modulus of elasticity and poisson’s ratio
of diamond indenter and specimen respectively. Further fracture toughness of the
material is given as [14]:

K ¼ k
E
H

� �1
2 P

C3=2

� �

Where, H is the hardness of material, P is the load practiced, E is the modulus of
elasticity, k is empirical constant depending upon the geometry of indenter and c is
the crack length. The results obtained are mentioned in Table 2.

Generally, Chech et al. [15] reported the bluntness of Berkovich indenter in their
research. The materials that were employed were those whose young’s modulus
were already known; like fused silica and BK7 glass. The indentation results were
compared with the results from AFM. It was found that the pointless radius of a
spherical cap representing the indenter bluntness depends upon the technique
accepted.

1.3 Vicker indenter

The Vickers indenter resembles to pyramid of square shape with faces and edges
at angles of 68° and 148° respectively. The most common vicker indenter is vicker
diamond indenter. The vicker hardness is given as [16]:

VH ¼ 1:8544
P
d2

Where, d is the distance from one corner to its opposite corner of the projection
left on the specimen. The Meyer hardness of vicker indenter is given by [17]:

H ¼ 2P
d2

Also, the projected area of indenter, Ap ¼ 4h2c tan θð Þ2, where θ is the face angle
and is equal to 68°, hc is the contact depth [18].

Material Composition Modulus of
Elasticty (GPa)

Nano-
hardness
(GPa)

Stiffness
(N/m)

Kic (Mpa)

ATZ 20wt%Al2O3 + 80wt%TZ-3Y 355 � 7 21 � 1.2 157,471 � 12 4.2 � 0.1

ZTA 80wt%Al2O3 + 20wt%TZ-3Y 360 � 6 35 � 1 161,190 � 12 3.50 � 0.2

3Y-TZP 97%molZrO2 + 3%molY2O3 354 � 7 25 � 0.8 83,886 � 9 5.1 � 0.2

8Y-CSZ 92%molZrO2 + 8%molY2O3 385 � 2 31.3 � 0.2 153,423 � 12 3.77 � 0.02

Table 2.
Mechanical properties of various materials [11].
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The vicker indenter is utilized in determination of the fracture toughness of
brittle materials example glass. Fracture toughness (KC) is explained as resistance
offered by a material to abrupt generation of cracks [19]. However, Anstis et al. [20]
proposed an equation to measure the fracture toughness. This equation was a result
of experiments on 16 materials. The equation for fracture toughness is given below:

Kic ¼ χ

ffiffiffiffiffiffiffiffi
E
VH

r
P

C
3
2

The above equation has an uncertainty of 25%, in this equation, VH is the vicker
hardness, E is the modulus of elasticity in Mpa and χ is the dimensional less constant
based upon the frame of indenter and geometry of crack generated. Usually χ varies
from 0.016 to 0.004 for vicker indenter.

Herval et al. [21] reported the comparison of fracture toughness from vicker
indenter using Anstis equation for these materials; crown glass (BK7), heavy flint
glass (SF17), zerodur glass and hydroxyapatite ceramic. The experimentation has
been performed on Zwick Roell with load varying from 2 to 100 N with dwell time
at maximum load of 10 seconds. The Cracks are examined using optical microscope.
Thus, the results obtained are summarized in the Table 3. The authors conclude by
verifying that fracture toughness remains constant for a specific material under
varying loads. This means that polishing does not generate residual stress on
sample.

1.3.1 Fracture toughness of Y-TZP dental ceramic

Fracture toughness is the basic criteria for studying the potential of bio ceramics.
The most common ceramic used is zirconia. It finds its application in bone and
dental implants. Y-TZP dental ceramic contains 2–3 mol% of yttrium oxide which
produces of 6MPam1/2 [22]. Donaka [23] reported the indentation of Y-TZP dental
ceramic by vicker indenter. The samples were cut into 10 � 10 � 2 mm plates.
Following four set of loads were applied; 24.03 N (VH3), 49.03 N (VH5), 196.13 N
(VH20) and 294.20 N (VH30). Each load has been applied 30 times. The fracture
toughness has been directly determined by crack length. Table 4 can sum up the
above experiment.

The data above shows that with the increase in applied load, the hardness of
Y-TZP increases. This reaction is recognized as normal indentation size effect [24].
Fracture toughness depends upon the type of crack formed. So, for the process of
attaining the fracture toughness of a material, the fundamental step is to notice the
type of crack formed. Usually palmqvist and median cracks are formed due to
vicker indentation. Palmqvist cracks can be found in tough materials at high loads
and in brittle materials at low loads [25]. Depending upon the type of crack devel-
oped various methods have been used to calculate fracture toughness. Some of them
are mentioned in the Table 5.

The vicker indentation on Y-TZP Ceramic results in crack propagation which is
further used to calculate fracture toughness. Crack propagation mainly depends

Parameter Crown glass Heavy flint glass Zerodur glass Hydroxyapatite ceramic

Kic(MPa) 0.5�0.40 0.47 � 0.03 0.93 � 0.1 1.20 � 0.03

VH (GPa) 6.3 � 0.3 4.4 � 0.3 6.7 � 0.6 4.4 � 0.6

Table 3.
Comparison of fracture toughness by vicker indenter.
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upon the indentation load applied and the type of material. For E = 210 GPa, the
fracture toughness of palmqvist crack varies from 4.96 to 7.73 MPam1/2 and 3.96
to 6.72 MPam1/2 for median crack profile. The lankford model gives the highest
of values 7.73 MPam1/2 for 29.42 N and Anstis give lowest of 4.49MPam1/2 for
294.20 [28–30].

1.4 Nanoindentation for nuclear materials

The nanoindentation technique for irradiated materials started back in 1986
[31]. From last few decades, nanoindentation has been acknowledged as well
founded means to explore the bounded mechanical properties at small scale. There-
fore, the idea of the sequence of ion irradiation and nanoindentation has been
greatly advanced in later years to examine the mechanical role of nuclearly arranged
materials with irradiation developed.

Various studies [32–34] have been performed on the different combination of
materials with the focus on effect of crystal structure and irradiation temperature
on hardness of material. For ion irradiation there is a plan of action that needs to be
followed to observe the irradiation damage prompt by energetic neutrons. It is very
difficult to evaluate the mechanical properties of ion irradiated materials. The most
important factors are limited indentation depths and inhomogenous distribution of
irradiation induced defects [35]. Additionally, upon ion-irradiation the metal sur-
face is modified by a thin radiation-damaged layer which causes a change in its
mechanical response as compared to the bulk of the sample. In order to successfully
study the effects of radiation damage on the indentation behavior, we need to first

Load Vicker hardness (average)

VH3 1379

VH5 1344

VH20 1345

VH30 1337

Table 4.
Fracture toughness of Y-TZP with varying loads.

Author Crack type Equation

Casellas [26] Palmqvist 0:024 F
C3=2

F
VH

� �1=2

Palmqvist [27] Palmqvist 0:0028VH1=2: F
VH

� �1=2

Shetty et al. [28] Palmqvist 0:0319 F
al1=2

Niihara et al. [29] Palmqvist 0:0089 E
VH

� �2=5 F
al1=2

Anstis [30] Median 0:016 F
C3=2

E
VH

� �1=2

Evans and Charles [30] Median 0:0752 F
C3=2

Tanaka [30] Median 0:0725 F
C3=2

Niihara, Morena and Hasselman [29] Median 0:0309 E
VH

� �2=5 F
C3=2

Lankford [28] Anykind 0:0782 VHa1=2ð Þ E
VH

� �2=5 C
a

� �1:56

Table 5.
Various methods to calculate fracture toughness depending upon the crack formed [26–30].
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decouple the effects of orientation from the effects of the increased defect density
caused by irradiation. It was observed that there exists a strong orientation effect of
radiation which induces mechanical changes at the grain scale. Obviously, surface
energies for the orientation is quite different. So there can be significant differences
in the damage experienced by these grains [36, 37].

The impact of high energy particles on the metalic materials for energy systems
are widely studied as the mechanical properties of these materials are highly
effected [38, 39]. This study is very important to develop a smart and effective
nuclear energy production system. Mechanical characterization methods like uni-
axial compression and tension remain invalid [40], as high spatial resolution is
required [41–43]. Since nanoindentation gives rich statistical data [44, 45], hence it
is convenient for mechanical characterization of ion irradiated materials.
Nanoindentation for irradiation material can be broadly classified into two catego-
ries; suface nanoindendation and cross-sectional nanoindentation [36, 46].

For irradiated materials, spherical indentation is widely preferred over
berkovich indentation as it can analyze the irradiation effect not only on materials
yielding but also the elasto-plastic transition and strain hardening behavior, by
converting the force-depth (F h) relationships into the indentation stress–strain
(ISS) relationships [47, 48]. High temperature nanoindentation can be used to
determine the thermo-mechanical behavior of irradiated materials at the actual
working temperature [49].

1.5 Nanoindentation for polymeric materials

From past one decade, the use of polymeric composite matrix has been widely
used due to their high energy absorption, light weight and good adhesion [50]. A
large number of researchers [50–53] have reported the nanoindentation on poly-
meric surfaces and it has been observed that assessment of elastic modulus has
remained a challenge. For nanoindentation of soft polymeric materials, the mate-
rials complaince can create difficulties in tracing the initial contact [54]. Researcher
[55] has shown the main problem of nanoindentation with polymeric materials, the
elastic moduli obtained by nanoindentation does not coincide with the moduli
obatined by conventional micro tension and compression. There has been an
increase in the moduli obtained by the nanoindentation of polymeric materials.
Studies performed on polystyrene and polycarbonate show 64% and 70% shift in
moduli, respectively [52]. Moreover, for PMMA [56], 67% shift is seen and 20%
for poly bemzocyclobutene [53]. The elastic moduli for nanoindentation have
been plotted against the micro moduli of the selected set of polymers, shown in
Figure 2(a).

The other approaches like dynamic modulus approach are applied. This method
is often termed as continuous stiffness measurement. The two important parame-
ters in this are storage moduli and loss moduli [57]. The parameters can be also used
with dynamic mechanical analysis (DMA). The storage moduli and loss moduli
were obtained by both dynamic indentation and DMA for thermoplastic materials
[58]. The results of the two methods were compared with each other as shown in
Figure 2(b). The consistent trend of greater dynamic indentation moduli than
DMA moduli was observed for various materials. By this study, it can be observed
that dynamic indentation moduli’s can be subjected to a percent of error while
characterizing the polymeric materials [59].

1.6 Nanoindentation in biological materials

The mechanical properties of biological materials are the early stage of develop-
ment. Among all the techniques for mechanical characterization of biological
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materials, nanoindentation is most powerful tool due to its wide nanolevel force
resolution [60] andmainly because of its surface and interfacial properties which play
significant role not only in biology but also in synthesis of biomaterials. Therefore, the
study of adoption of nanoindentation for biological materials and systems is of great
interest.

New studies have been performed were it has been described how the diseases
respond towards the mechanical characteristics up to the molecular level [61–66].
The method has also been used to carry out the mechanical analysis of fossils [67].
Indentation finds its application in describing the behavior of human skin which
can be used to solve the aging problem of skin [68, 69]. Application of
nanoindentation technique to biomaterials research is also expanded up to human
enamel and eye tissues. In the coming years, the importance of nanoindentation
testing in biology and biomaterials research is likely to show a rapid increase.
Nanoindentation testing is implicated on both soft and hard tissues and also on
biomaterials especially those with hierarchical microstructures. The
nanoindentation methods are also applied to highlight the study of skeletal and
dental tissues [70]. There also exist nanomechanics for soft, living tissues and
polymeric biomaterials. Nanoindentation is now also being applied to the problem
with studies examining connective tissues and polymers using both static and
dynamic methods. The nanoindentation investigations on natural biomaterials have
contributed significantly to biomimetics and the development of new composite
materials. Continuing advancements in nanoindentation analysis will increase the
method’s utility in the characterization of biomaterials [71].

The measurement protocol for nanoindentation of biological samples (sometimes
referred as bioindentation) takes into account the irregularity of the surface of the
samples by incorporating an automatic surface detection procedure in the measure-
ment matrix. The use of large spherical indenters facilitates contact detection on
extremely soft samples (hydrogels [72], cartilage, scaffolds) by providing larger con-
tact stiffness and averages surface and structural inhomogeneity. The penetrations
seen in bioindentation are usually in the range of ten to several hundred micrometers,
thus testing a large volume of tissue rather than single cells [73]. The applications of
the bioindenter are very wide. Many human tissues are subject to mechanical loading
and their mechanical characterization can provide valuable information for disease
evolutions, treatments and also developments of artificial replacements (implants,

Figure 2.
(a) Surface nanoindentation and (b) cross-sectional nanoindentation [46].
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scaffolds). Bioindentation can be used in the diagnostic of disease (liver functions,
arteries) and for fundamental research on treatment of these diseases [74].

2. Conclusion

Nanoindentation is a dynamic perceptible method for attaining mechanical prop-
erties from very limited content. In delicately regulated tests in which the acceptance
of the elastic contact analysis are met, accuracy of a few percent is smoothly obtain-
able for indentations as micro as 10 nm. Specialists must be constantly aware of the
holdings of variations from these suppositions on nanoindentation results. Exact
evaluation for load, displacement and machine concurrence are requirement, as is an
effective rational sketch of the shape of the tip, and a configuration devised to reduce
the consequences of thermal drift and plasticity.

If there arise a need to measure a surface layer or other small volume, then
evading the effects of surface conditions, or nearby free surfaces or interfaces, a
practical indentation size range can be found analytically. Size effects, pile-up and
anisotropy can advance precise deviations that must be alleged.

Nanoindentation is an area of powerful research and development and data
analysis practices are frequently being revised. Future developments of
nanoindentation are foreseen in the area of periodic incorporation of computer
simulations, (FEM and others) and quantitative imaging technique to boost in
analysis of depth-sensing indentation data, and much development in dynamic
contact analysis system in addition to incorporation of acoustic practices.
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Chapter 7

High-Efficiency GaAs-Based Solar
Cells
Masafumi Yamaguchi

Abstract

The III-V compound solar cells represented by GaAs solar cells have contributed
as space and concentrator solar cells and are important as sub-cells for multi-
junction solar cells. This chapter reviews progress in III-V compound single-
junction solar cells such as GaAs, InP, AlGaAs and InGaP cells. Especially, GaAs
solar cells have shown 29.1% under 1-sun, highest ever reported for single-junction
solar cells. In addition, analytical results for non-radiative recombination and resis-
tance losses in III-V compound solar cells are shown by considering fundamentals
for major losses in III-V compound materials and solar cells. Because the limiting
efficiency of single-junction solar cells is 30-32%, multi-junction junction solar cells
have been developed and InGaP/GaAs based 3-junction solar cells are widely used
in space. Recently, highest efficiencies of 39.1% under 1-sun and 47.2% under
concentration have been demonstrated with 6-junction solar cells. This chapter also
reviews progress in III-V compound multi-junction solar cells and key issues for
realizing high-efficiency multi-junction cells.

Keywords: solar cells, GaAs, InP, InGaP, III-V compounds, multi-junction,
tandem, high efficiency, radiation-resistance

1. Introduction

The III-V compound solar cells represented by GaAs solar cells have advantages
such as high-efficiency potential, possibility of thin-films, good temperature coef-
ficient, radiation-resistance and potential of multi-junction application compared
crystalline Si solar cells. The III-V compound solar cells have contributed as space
and concentrator solar cells and are important as sub-cells for multi-junction solar
cells. As a result of research and development, high-efficiencies [1, 2] have been
demonstrated with III-V compound single-junction solar cells: 29.1% for GaAs,
24.2% for InP, 16.6% for AlGaAs, and 22% for InGaP solar cells. Figure 1 shows
historical record-efficiency of GaAs, InP, AlGaAs and InGaP single-junction solar
cells along with their extrapolations [3].

The data can be fitted with the Goetzberger function [4]:

η tð Þ ¼ ηlimit 1� exp : t0 � tð Þ=c½ �, (1)

where η(t) is the time-dependent efficiency, ηlimit is the practical limiting
efficiency, t0 is the year for which η(t) is zero, t is the calendar year, and c is a
characteristic development time. Fitting of the curve was done with three parame-
ters which are given in Table 1. The extrapolations show that the progress of
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Figure 1.
World record efficiencies of GaAs, InP, AlGaAs and InGaP single-junction solar cells over years. Solid and
dashed lines are the fitted trajectories using Eq. (1).

Solar cells ηlimit c t0

GaAs 30.5 20 1953

InP 28 17 1965

AlGaAs 22 15 1972

InGaP 23 12 1975

Table 1.
Fitting parameters for various solar cells.

Figure 2.
Calculated and obtained efficiencies of single-junction single-crystalline and polycrystalline solar cells.
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efficiencies is converging or will converge soon, which is mainly bounded by the
Shockley-Queisser limit [5].

Figure 2 shows calculated and obtained efficiencies of single-junction single-
crystalline and polycrystalline solar cells [6]. Because the limiting efficiency of
single-junction solar cells is 30-32% as shown in Figure 2, multi-junction solar cells
have been developed and InGaP/GaAs based 3-junction solar cells are widely used
in space. Recently, highest efficiencies of 39.2% under 1-sun and 47.1% under
concentration have been demonstrated with 6-junction solar cells [7].

This Chapter reviews progress in III-V compound single-junction solar cells such
as GaAs, InP, AlGaAs and InGaP cells. In addition, analytical results for non-
radiative recombination and resistance losses in III-V compound solar cells by
considering fundamentals for major losses in III-V compound materials and solar
cells. This chapter also reviews progress in III-V compound multi-junction solar
cells and key issues for realizing high-efficiency multi-junction cells.

2. Analysis of non-radiative recombination and resistance losses of
single-junction solar cells

By using our analytical model [8, 9], potential efficiencies of various solar cells
are discussed. This model considers the efficiency loss such as non-radiative
recombination and resistance losses, which are reasonable assumption because con-
ventional solar cells often have a minimal optical loss. The non-radiative recombi-
nation loss is characterized by external radiative efficiency (ERE), which is the ratio
of radiatively recombined carriers against all recombined carriers. In other words,
we have ERE = 1 at Shockley-Queisser limit [5]. EREs of state-of-the-art solar cells
can be found in some publications such as references [2, 10–13]. In this chapter, the
EREs of various solar cells are estimated by the following relation [14]:

Voc ¼ Voc:rad þ kT=qð Þ ln EREð Þ, (2)

where Voc the measured open-circuit voltage, k the Boltzmann constant, T the
temperature, and q the elementary charge. Voc:rad the radiative open-circuit voltage
and is expressed by the following Eq. [15]

Voc,rad ¼ kT=qð Þ ln Jph
h i

Voc,radÞ=Jo,rad þ 1�, (3)

where [Jph]Voc,rad is the photocurrent at open-circuit in the case when there is
only radiative recombination and Jo,rad the saturation current density in the case of
radiative recombination.

0.28 V for Eg/q - Voc;rad value reported in [15–17] were used in our analysis.
Where Eg is the bandgap energy. The second term on the right-hand side of Eq. (2)
is denoted as Voc;nrad, the voltage-loss due to non-radiative recombination and is
expressed by the following Eq. [15].

ΔVoc; nrad ¼ Voc:rad � Voc ¼ kT=qð Þ ln Jrad V0cð Þ=Jrec Vocð Þ½ � ¼ � kT=qð Þ ln EREð Þ,
(4)

where Jrad(V0c) is the radiative recombination current density and Jrec(Voc) is
the non-radiative recombination current density.

Figure 3 shows open-circuit voltage drop compared to band gap energy
(Eg/q – Voc) and non-radiative voltage loss (Voc,nrad) in GaAs, InP, AlGaAs and
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InGaP solar cells [2, 8–13, 17] as a function of ERE. High ERE values of 22.5% and
8.7% have been observed for GaAs and InGaP, respectively compared to InP (0.1%)
and AlGaAs (0.01%).

The resistance loss of a solar cell is estimated solely from the measured fill factor.
The ideal fill factor FF0, defined as the fill factor without any resistance loss, is
estimated by [18].

FF0 ¼ voc � ln voc þ 0 : 71ð Þð Þ= voc þ 1ð Þ, (5)

where voc is

voc ¼ Voc= nkT=qð Þ: (6)

Figure 3.
Open-circuit voltage drop compared to band gap energy (Eg/q – Voc) and non-radiative voltage loss (Voc,nrad)
in GaAs, InP, AlGaAs and InGaP solar cells as a function of ERE.

Figure 4.
Correlation between fill factor and resistance loss in GaAs, InP, AlGaAs and InGaP solar cells.
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The measured fill factors can then be related to the series resistance and shunt
resistance by the following Eq. [18]:

FF≈FF0 1� rsð Þ 1� rsh�1� �
≈FF0 1� rs–rsh�1� � ¼ FF0 1� rð Þ, (7)

where rs is the series resistance, and rsh is the shunt resistance normalized to
RCH. The characteristic resistance RCH is defined by [18]

RCH ¼ Voc=Jsc, (8)

r is the total normalized resistance defined by r = rs + rsh
�1.

Figure 4 shows correlation between fill factor and resistance loss [2, 8–13, 17] in
GaAs, InP, AlGaAs and InGaP solar cells. Lower resistance losses of 0.01-0.03 have
been realized for GaAs, InP and InGaP solar cells compared to 0.05 for AlGaAs.

3. Historical progress and key issues for high-efficiency III-V compound
single-junction solar cells

Table 2 shows major losses, their origins and key technologies for improving
efficiency [6]. There are several loss mechanisms to be solved for realizing high-
efficiency III-V compound single-junction solar cells. (1) bulk recombination loss,
(2) surface recombination loss, (3) interface recombination loss, (4) voltage loss,
(5) fill factor loss, (6) optical loss, (7) insufficient –energy photon loss. Key

Losses Origins Technologies for improving

Bulk
recombination
loss

Non radiative recombination centers (impurities,
dislocations, grain boundary, other defects)

High quality epitaxial growth
Reduction in density of defects

Surface
recombination
loss

Surface sates Surface passivation
Heteroface layer
Double hetero structure

Interface
Recombination
loss

Interface states
Lattice mismatching defects

Lattice matching
Inverted epitaxial growth
Window layer
Back surface field layer
Double hetero structure
Graded band-gap layer

Voltage loss Non radiative recombination
Shunt resistance

Reduction in density of defects
Thin layer

Fill factor loss Series resistance
Shunt resistance

Reduction in contact
resistance
Reduction in leakage current,
Surface, interface passivation

Optical loss Reflection loss
Insufficient absorption

Anti-reflection coating,
texture
Back reflector, photon
recycling

Insufficient-
energy photon
loss

Spectral mismatching Multi-junction (Tandem)
Down conversion
Up conversion

Table 2.
Major losses, their origins of III-V compound cells and key technologies for improving efficiency.
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technologies for reducing the above losses are high quality epitaxial growth, reduc-
tion in density of defects, optimization of carrier concentration in base and emitter
layers, double-hetero (DH) structure junction, lattice-matching of active layers and
substrate, surface and interface passivation, reduction in series resistance and leak-
age current, anti-reflection coating, photon recycling and so forth.

Solar cell efficiency is dependent upon minority-carrier diffusion length (or
minority-carrier lifetime) in the solar cell materials as shown in Figure 5.

Radiative recombination lifetime τrad is expressed by

τrad ¼ 1=BN (9)

where N is the carrier concentration and B is the radiative recombination prob-
ability. The B value for GaAs reported by Ahrenkiel et al. [19] is B = 2 X 10�10 cm3/s.
Effective lifetime τeff is expressed by

1=τeff ¼ 1=τrad þ 1=τnonad (10)

where τnonrad is non-radiative recombination lifetime and given by

1=τnonrad ¼ σvNr (11)

where σ is capture cross section of minority-carriers by non-radiative recombi-
nation centers, v is minority-carrier thermal velocity, and Nr is density of non-
radiative recombination center.

Therefore, improvement in crystalline quality and reduction in densities of
defects such as dislocations, grain boundaries and impurities that act as non-
radiative recombination centers are very important for realizing high-efficiency
solar cells.

In this chapter, analytical results for historical progress in efficiency of GaAs
single-junction solar cells are shown. Figures 6 and 7 show analytical results for
progress in ERE and resistance loss of GaAs single-junction solar cells.

The first GaAs solar cells reported by Jenny et al. [20] were fabricated by Cd
diffusion into an n-type GaAs single crystal wafer. Efficiencies of 3.2-5.3% were quite
low due to deep junction. Because GaAs has large surface recombination velocity S of

Figure 5.
Minority-carrier diffusion length dependence of GaAs solar cell characteristics.
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around 1� 107 cm/s [6, 21], formation of shallow homo-junction with junction depth
of less than 50 nm is necessary to obtain high-efficiency. Therefore, hetero-face
structure AlGaAs-GaAs solar cells have been proposed by Woodall and Hovel [22]
and more than 20% efficiency has been realized [22] in 1972 as shown in Figure 1 as a
result of ERE improvement from 10�8% to 0.05% as shown in Figure 6. Double-
hetero (DH) structure AlGaAs-GaAs-AlGaAs solar cell with an efficiency of 23% has
been realized by Fan’s group in 1985 [23] as a result of ERE improvement from 0.05%
to 1.4% as shown in Figure 6. Now, DH structure solar cells are widely used for high-
efficiency III-V compound solar cells including GaAs solar cells.

Figure 8 shows device structures of GaAs solar cells developed historically. As
mentioned above and shown in Figure 8, device structures of GaAs cells were
improved from homo-junction, to heteroface structure, finally to DH structure.
Now, InGaP layer is mainly used as front window and rear back surface field (BSF)
layers instead of AlGaAs layer. The reasons are explained in the part of multi-
junction solar cells.

Figure 9 shows the chronological improvements in the efficiencies of GaAs solar
cells fabricated by LPE (Liquid Phase Epitaxy), MOCVD (Metal-Organic Chemical
Vapor Deposition) and MBE (Molecular Beam Epitaxy). LPE was used to fabricate
AlGaAs-GaAs heteroface solar cells in 1972 because it produces high-quality

Figure 6.
Analytical results for ERE progress of GaAs single-junction solar cells.

Figure 7.
Analytical results for resistance loss progress of GaAs single-junction solar cells.
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epitaxial film and has a simple growth system. Homo-junction structure and
heteroface structure GaAs solar cells shown in Figure 8 were fabricated by LPE.
However, it is not as useful for devices that involve multilayers because of the
difficulty of controlling layer thickness, doping, composition and speed of through-
put. Since 1977, MOCVD has been used to fabricate large-area GaAs solar cells by
using DH structure shown in Figure 8 because it is capable of large-scale, large-area
production and has good reproducibility and controllability.

Regarding the differences of surface recombination velocities in semiconductor
materials, differences of point defect behavior are thought to be one of the mecha-
nisms. For example, because nearest-neighbor hopping migration energies (0.3 eV
and 1.2 eV) of VIn and VP in InP [24] are lower than those (1.75 eV) of VGa and VAs

in GaAs, better surface state may be formed on InP surface compared to GaAs
surface.

In addition to improvement in surface recombination loss, as a result of techno-
logical development, resistance loss has been improved as shown in Figure 7. In
parallel, bulk recombination loss and interface recombination loss have been

Figure 8.
Device structures of GaAs solar cells developed historically.

Figure 9.
Chronological improvements in the efficiencies of GaAs solar cells fabricated by the LPE, MOCVD and MBE
methods.
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improved as shown in Figure 6. Recently, efficiency of GaAs solar cells reached to
29.1% [2] by realizing ERE of 22.5% as a result of effective photon recycling [1].

Lattice mismatching also degrades solar cell properties by increase in interface
recombination velocity as a result of misfit dislocations and threading dislocations
generation. By using interface recombination velocity SI as a function of lattice
mismatch (Δa/a0) for InGaP/GaAs heteroepitaxial interface [25], lattice mismatch
(Δa/a0) dependence of interface recombination velocity (SI) is semi-empirically
expressed by [16].

SI cm=s½ � ¼ 1:5� 108Δa=a0 (12)

As one of example for effects of interface recombination loss upon solar cell
properties, analytical results for correlation between ERE and interface recombina-
tion velocity in InGaP single-junction solar cells are shown in Figure 10.

4. Historical progress and key issues for high-efficiency III-V compound
multi-junction solar cells

While single-junction cells may be capable of attaining AM1.5 efficiencies of up
to 30-32% as shown in Figure 2, the multi-junction (MJ) structures [26, 27] were
recognized early on as being capable of realizing efficiencies of up to 46% as shown
below. Figure 11 shows the principle of wide photo response using MJ solar cells for
the case of a triple-junction cell. Solar cells with different bandgaps are stacked one
on top of the other so that the cell facing the Sun has the largest bandgap (in this
example, this is the InGaP top cell). This top cell absorbs all the photons at and
above its bandgap energy and transmits the less energetic photons to the cells
below. The next cell in the stack (here the GaAs middle cell) absorbs all the trans-
mitted photons with energies equal to or greater than its bandgap energy, and
transmits the rest downward in the stack (in this example, to the Ge bottom cell).
As shown in Figure 12, the spectral response for an InGaP/GaAs/Ge monolithic,
two-terminal triple-junction cell shows the wideband photo response of
multijunction cells. In principle, any number of cells can be used in tandem.

As a result of research and development, high-efficiencies have been demon-
strated with III-V multi-junction solar cells: 37.9% under 1-sun and 44.4% under

Figure 10.
Correlation between ERE and interface recombination velocity in InGaP single-junction solar cells.
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Figure 11.
Principle of wide photo response by using a multijunction solar cell, for the case of an InGaP/GaAs/
Ge triple-junction solar cell.

Figure 12.
Spectral response for an InGaP/GaAs/Ge monolithic, two-terminal three-junction cell.
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concentration for 3-junction cells [28] and 39.2% under 1-sun, 47.1% under concen-
tration for 6-junction solar cells [7]. Figure 13 shows historical record-efficiency of
III-V multi-junction (MJ) and concentrator MJ solar cells in comparison with 1-sun
efficiencies of GaAs and crystalline Si solar cells, along with their extrapolations [3].

Table 3 shows key issues for realizing super high-efficiency MJ solar cells. The
key issues for realizing super-high-efficiency MJ solar cells are (1) sub cell material
selection, (2) tunnel junction for sub cell interconnection, (3) lattice-matching,
(4) carrier confinement, (5) photon confinement, (6) anti-reflection in wide wave-
length region and so forth. For concentrator applications by using MJ cells, the cell
front contact grid structure should be designed in order to reduce the energy loss
due to series resistance (resistances of front grid electrode including contact resis-
tance, rear electrode, lateral resistance between grid electrodes) by considering
shadowing loss attributed to grid electrode, and tunnel junction with high tunnel
peak current density is necessary. Because cell interconnection of sub-cells is one of
the most important key issues for realizing high-efficiency MJ solar cells in order to
reduce losses of electrical connection and optical absorption, effectiveness of double
hetero structure tunnel diode is also presented in this chapter.

Selection of sub-cell layers by considering optimal bandgap and lattice matching
of materials is one of key issues for realizing super high-efficiency MJ cells. Table 4
shows one example for selection of top cell material and comparison of InGaP and
AlGaAs as a top cell material. InGaP that has better interface recombination veloc-
ity, less oxygen-related defect problems and better window material AlInP com-
pared to those of AlGaAs has been proposed as a top cell material by NREL group
[29]. As described above, InGaP materials are now widely used as front widow and
back surface filed layers of solar cells instead of AlGaAs.

Figure 14 shows the connection options for two-junction cells: the two cells can
be connected to form either two-terminal, three-terminal or four-terminal devices.
In a monolithic, two-terminal device, the cells are connected in series with an
optically transparent tunnel junction intercell electrical connection. In a two-
terminal structure, only one external circuit load is needed, but the photocurrents in

Figure 13.
Historical record-efficiency of III-V multi-junction (MJ) and concentrator MJ solar cells in comparison with
1-sun efficiencies of GaAs and crystalline Si solar cells, along with their extrapolations.
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the two cells must be equal for optimal operation. Key issues for maximum-
efficiency monolithic cascade cells (two-terminal multijunction cells series
connected with tunnel junction XE “tunnel junctions”) are the formation of tunnel
junctions of high performance and stability for cell interconnection, and the growth
of optimum bandgap top- and bottom-cell structures on lattice-mismatched
substrates, without permitting propagation of deleterious misfit and thermal
stress-induced dislocations.

As shown in Table 3, cell interconnection of sub-cells is one of the most impor-
tant key issues for realizing high-efficiency MJ solar cells. DH structure has been
found to effectively prevent from impurity diffusion from tunnel junction and high
tunnel peak current density has been obtained by the authors [30, 31]. Figure 15
shows annealing temperature (equivalent to growth temperature of top cell layers)
dependence of tunnel peak current densities for double hetero structure tunnel
diodes. X is the Al mole fraction in AlxGa1-xAs barrier layers [30, 31]. It has also
been found that the impurity diffusion from the tunnel junction is effectively
suppressed by the wider bandgap material tunnel junction with wider bandgap
material-double hetero (DH) structure [32]. These results are thought to be due to
the lower diffusion coefficient for impurities in the wider band gap materials such
as the AlInP barrier layer and InGaP tunnel junction layer [32].

As a result of developing high performance tunnel junction with high tunnel
peak current density, high efficiency MJ solar cells have been developed [30, 33, 34].

Key issue Past Present Future

Top cell materials AlGaAs InGaP AlInGaP

Middle cell materials None GaAs, InGaAs GaAs, quantum well, quantum
dots, InGaAs, InGaAsN etc.

Bottom cell materials GaAs Ge, InGaAs Si, Ge, InGaAs

Substrate GaAs Ge Si, Ge, GaAs, metal

Tunnel junction (TJ) Double hetero
structure-GaAs TJ

Double hetero
structure-InGaP TJ

Double hetero structure-
InGaP or GaAs TJ

Lattice matching GaAs middle cell InGaAs middle cell (In)GaAs middle cell

Carrier confinement InGaP-BSF AlInP-BSF Wide-gap-BSF
Quantum dots

Photon confinement None None Back reflector, Bragg reflector,
quantum dots, photonic
crystals, etc.

Others None Inverted epitaxial
growth

Inverted epitaxial growth,
epitaxial lift off

Table 3.
Key issues for realizing super-high-efficiency III-V compound multi-junction solar cells.

InGaP AlGaAs

Interface recombination velocity <5 � 103 cm/s 104–l05 cm/s

Oxygen-related defects Less Higher

Window Layer (Eg) AlInP (2.5 eV) AlGaAs (2.1 eV)

Other problems High doping in p-AlInP Lower efficiency (2.6% lower)

Table 4.
Comparison of InGaP and AlGaAs as a top cell material.
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Figure 16 shows a structure and light-illuminated (AM1.5G 1-sun) I-V characteris-
tics of InGaP/GaAs/InGaAs 3-junctuon solar cell. 37.9% efficiency under AM1.G
1-sun and 44.4% under 300-suns concentration have been demonstrated with
InGaP/GaAs/InGaAs 3-junction solar cell by Sharp [35]. Spectrolab has achieved
38.8% efficiency under 1-sun with 5-junction solar cells [36]. FhG-ISE has demon-
strated 46.0% under 58-suns concentration with 4-junction solar cells [37]. Most
recently, 39.2% under AM1.5 1-sun and 47.1% under 144-suns have been realized
with 6-junction cell by NREL [7].

Figure 14.
Schematic diagrams of various configurations of two-junction cells.

Figure 15.
Annealing (growth) temperature dependence of tunnel peak current densities for double hetero structure tunnel
diodes. X is the Al mole fraction in AlxGa1-xAs barrier layers.
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5. Radiation resistance and space applications of III-V compound
single-junction and multi-junction solar cells

Development radiation-resistant solar cells is necessary for space application
because solar cells degrade due to defect generation under radiation environment in
space. Recombination centers tend to affect the solar cell performance by reducing
the minority carrier diffusion length L in solar cell active layer from a pre-
irradiation value L0 to a post-irradiation value Lφ through Eq.

1=Lφ
2 � 1=L0

2 ¼ ΣIriσivthφ=D ¼ KLφ, (13)

where suffixes 0 and φ show before and after irradiation, respectively, Iri is
introduction rate of i-th recombination center by electron irradiation, σi the capture
cross section of minority-carrier by i-th recombination center, vth the thermal
velocity of minority-carrier, D the minority-carrier diffusion coefficient, KL the
damage coefficient for minority-carrier diffusion length, and φ the electron fluence.

Figure 16.
A structure and light-illuminated I-V characteristics of InGaP/GaAs/InGaAs 3-junctuon solar cell.
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The III-V compound solar cells have better radiation tolerance compared to crys-
talline Si cells because many III-V compound materials have direct band gap and
higher optical absorption coefficient compared to Si with in-direct bandgap. In
addition, InP-related materials such as InP, InGaP, AlInGaP, InGaAsP are superior

Figure 17.
Calculated depth � distribution of carrier collection efficiency in (a) Si, (b) GaAs and (c) InP under 1-MeV
electron irradiation, calculated by using our experimental values [40–42] and Eq. (11), and by assuming
carrier collection efficiency as a function of exp.(�x/L).
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radiation-resistant compared to Si and GaAs and have unique properties that
radiation-induced defects in InP-related materials are annihilated under minority-
carrier injection such as light-illumination at room temperature or low temperature
of less than 100 K [38, 39].

Figure 17 shows calculated depth x distribution of carrier collection efficiency in
Si, GaAs and InP under 1-MeV electron irradiation, calculated by using our exper-
imental values [40–42] and Eq. (13), and by assuming carrier collection efficiency
as a function of exp.(�x/L). It is clear from Figure 17 that GaAs has better
radiation-tolerance and InP has superior radiation tolerance compared to Si.

Figure 18 shows changes in efficiency of Si single-junction, GaAs single-junction
and InGaP/GaAs/Ge 3-junction space solar cells as a function of 1-MeV electron

Figure 18.
Changes in efficiency of Si single-junction, GaAs single-junction and InGaP/GaAs/Ge 3-junction space solar
cells as a function of 1-MeV electron fluence.

Figure 19.
Historical product efficiency of space solar cells against date of first flight. Open points are for planned products
and estimate flight dates.
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fluence. The InGaP/GaAs/Ge 3-junction solar cells is now mainly used for space as
shown below because they are radiation-resistant and are highly efficient compared
to Si and GaAs space solar cells [43].

Because GaAs single-junction solar cells and III-V compound multi-junction
solar cells have high-efficiency and radiation-resistance compared to Si solar cells,
III-V compound solar cells are mainly used in space as shown in Figure 19 [44].

6. Future prospects

The multijunction solar cells will be widely used in space because of their high
conversion efficiency and good radiation resistance. However, in order to apply
super-high-efficiency cells widely on Earth, it will be necessary to improve their
conversion efficiency and reduce their cost. Figure 20 summarizes efficiency
potential of single-junction and multi-junction solar cells, calculated by using the
similar procedure presented in Section 2, in comparison with experimentally real-
ized efficiencies under 1sun illumination. Altough single-junction solar cells have
potential efficiencies of less than 32%, 3-junction and 6-junction solar cells have
potential efficiencies of 42% and 46%, respectively.

The concentrator PV (CPV) systems [45] with several times more annual power
generation capability than conventional crystalline silicon flat-plate systems will
open a new market for apartment or building rooftop and charging stations for
battery powered electric vehicle applications. Other interesting applications are in
agriculture and large-scale PV power plants.

The multi-junction solar cells are greatly expected as high-efficiency solar cells
into solar cell powered electric vehicles. Figure 21 shows required conversion effi-
ciency of solar modules as a function of its surface area and electric mileage to attain
30 km/day driving. A preferable part of the installation is the vehicle roof. Because of
space limitation for passenger cars, development high-efficiency solar cell modules
with efficiencies of more than 30% is very important as shown in Figure 21 [46, 47].

Figure 20.
Calculated conversion efficiencies of various single-junction, 3-junction and 6-junction solar cells, calculated by
using the similar procedure presented in Section 2, in comparison with experimentally realized efficiencies
under 1-sun illumination.
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In addition to high-efficiency, cost reduction of solar cell modules is necessary.
Therefore, further development of high-efficiency and low-cost modules is necessary.

7. Conclusion

This chapter reviewed progress in GaAs-based single junction solar cells and III-
V compound multi-junction solar cells and key issues for realizing high-efficiency
solar cells. The III-V compound solar cells have contributed as space and concen-
trator solar cells and are expected as creation of new markets such as large-scale
electric power systems and solar cell powered electric vehicles. Regarding single-
junction solar cells, especially, GaAs solar cells have shown 29.1% under 1-sun
illumination, highest ever reported for single-junction solar cells. In addition, ana-
lytical results for non-radiative recombination and resistance losses in III-V com-
pound solar cells are shown by considering fundamentals for major losses in III-V
compound materials and solar cells. Because the limiting efficiency of single-
junction solar cells is 30-32%, multi-junction junction solar cells have been devel-
oped and InGaP/GaAs based 3-junction solar cells are widely used in space. The
InGaP/GaAs/InGaAs 3-junction solar cells have recorded 37.4% under 1-sun and
44.4% under concentration. Recently, highest efficiencies of 39.1% under 1-sun and
47.2% under 144-suns concentration have been demonstrated with 6-junction solar
cells. The 3-junction and 6-junction solar cells potential efficiencies of 42% and 46%
under 1-sun, respectively. Further development of high-efficiency and low cost
solar cells and modules is necessary in order to create new markets.
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Chapter 8

GaAs Compounds Heteroepitaxy
on Silicon for Opto and Nano
Electronic Applications
Mickael Martin,Thierry Baron, Yann Bogumulowicz,
Huiwen Deng, Keshuang Li, Mingchu Tang and Huiyun Liu

Abstract

III-V semiconductors present interesting properties and are already used in
electronics, lightening and photonic devices. Integration of III-V devices onto a Si
CMOS platform is already in production using III-V devices transfer. A promising
way consists in using hetero-epitaxy processes to grow the III-V materials directly
on Si and at the right place. To reach this objective, some challenges still needed to
be overcome. In this contribution, we will show how to overcome the different
challenges associated to the heteroepitaxy and integration of III-As onto a silicon
platform. We present solutions to get rid of antiphase domains for GaAs grown on
exact Si(100). To reduce the threading dislocations density, efficient ways based on
either insertion of InGaAs/GaAs multilayers defect filter layers or selective epitaxy
in cavities are implemented. All these solutions allows fabricating electrically
pumped laser structures based on InAs quantum dots active region, required for
photonic and sensing applications.

Keywords: GaAs, heteroepitaxy, photonics, Si, integration

1. Part 1: GaAs growth on Si(001)

The growth of polar zinc-blende GaAs on a non-polar Si(001) substrate can lead
to planar defects named antiphase boundary (APB). The APB planes are made of
III-III or/and V-V bonds that can propagate in the layer through the {110}, {111} or
higher index planes (Figure 1) [2, 3].

The elastic strain field due to APB changes atomic distances and hence electronic
states, acts as a carrier diffusion and/or non-radiative recombination centers. APBs
nucleate at the edges of the single-layer steps present at nominal (001) silicon
surfaces. Until now, the APBs formation was mainly inhibited by using (i) off-axis
Si(001) substrates tilted by 4–6° towards [110] direction [4, 5] or (ii) Si(211) sub-
strates [6] where Si double-layer steps could be formed easily. However, these
wafers are not compatible with industrial Si CMOS standards which uses nominal Si
(001) wafers, i.e. with a miscut angle equal or lower than 0.5°. The best option to
prevent the APBs nucleation is to promote double layer step formation on nominal
Si(001) substrate as it is the case for off-axis wafers.
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1.1 Silicon surface preparation under H2 ambient

Considering the thermodynamical models, the double-layer steps formation on
nominal Si(001) is predicted as highly unfavorable in ultra-high Vacuum (UHV) or
in inert gas ambient. The stress relaxation induced by dimerization of the (2 � 1)-Si
(001) reconstruction promotes single step formation until a miscut angle lying in a
range between 1 and 3° [7–10]. Thus, the (001) surface of nominal wafers is made
of alternating (2 � 1) and (1 � 2)-reconstructed terraces (named A-type and B-type
terraces respectively) separated by SA and SB single steps according to the Chadi’s
nomenclature (Figure 2) [8]. For A-type terraces the Si-dimer rows are parallel to
the step edges while they are perpendicular for B-type terraces.

However, computational modeling highlights a possible mechanism to get a
nearly single-domain Si(001) surface by selective etching of SB steps (i.e. by
removing the B-type terraces) under very specific H2 annealing process condi-
tions [11]. The energy needed for this process to occur has been calculated by using
DFT and the most favorable mechanism has been highlighted. For calculation sim-
plification, a Si(001) 2 � 2 reconstructed surface has been considered, but the
conclusions will be transferable to the real case ie. Si(001) 2 � 1 reconstruction.

The removal of two neighboring silicon atoms from the considered Si(001)
surface (Figure 2) creates the so-called single-dimer vacancy (SDV) [12]. Line
defects on the surface can appear by aligning SDV together, either in lines, creating
dimer-vacancy lines (DVL) or in rows creating dimer-vacancy rows (DVR) [13] as
shown respectively in green and pink areas of Figure 3a.

Figure 1.
Ball-and-stick model of III-V-on-Si with {110} and {111}-APBs. The single-layer step edges initiate the
formation of the APBs while the surface with double-layer steps allows a single-domain III-V cristal. From
reference [1].

Figure 2.
Dimerization of the Si(001) surface with alternating (2 � 1) and (1 � 2)-reconstructed terraces (named A-
type and B-type terraces respectively) separated by SA and SB single steps.
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The formation energy of the bare line defects DVR and DVL (i.e. with dangling
bonds, labelled DVR and DVL no hydrogen), are represented on the Figure 3b. In
order to take into account the hydrogen of the chamber in CVD ambient, the bare
line defects are modified by placing a single hydrogen atom on each silicon of the
first bulk layer with a dangling bond (Figure 3a), changing their geometry and their
formation energies. Indeed, the DFT calculations show that for both defects and
whatever the surface states, the geometry distortions of the bare defects are con-
siderably reduced when the defect is hydrogenated. In the DVR case, for instance,
the dimers in the line adopt a flat position instead of a tilted one. This reduction in
elastic stress is key in the formation energy lowering of the line defects. As shown
on Figure 3b, for hydrogen rich conditions (right handside of the graph Figure 3b),
the formation energies of both hydrogenated DVR (H-DVR) and DVL (H-DVL) are
lower than for the bare defects. Moreover, two regimes can be observed whatever
the surface state is. One range for superhigh H chemical potentials where the H-
DVL is favored, and a medium range of H chemical potentials where the H-DVR
takes prominence. It is worth to note that the gain in energy per dimer can be quite
important (several eVs) when comparing the different ranges, showing that the
selectivity with respect to H chemical potential is quite strong.

The role of hydrogen is thus twofold. It first induces a large increase of dimer-
vacancy concentration due to the lowering of their formation energy. The second
effect of hydrogen is to select DVR with respect to DVL when using suitable
hydrogen annealing conditions. This latter point is the key to obtain a single domain
Si(001) surface. Indeed, the DVRs cross the B-type terraces in a direction perpen-
dicular to the step edges. This can generates a nearly complete etching of the SB
steps if the terraces are not too large. This assumption was tested with a 600 Torr/
900°C/10 min H2 annealing of different on-axis Si(001) wafers. Prior to the H2

annealing, the native oxide is removed by SICONI™ process [14]. Atomic force
microscopy (AFM) images of Figure 4a. shows the result obtained from a wafer
with a very slight 0.05° misorientation near the [110] direction. The DVRs that run
across the B-type terraces can be clearly distinguished. They lead to comb-like
shaped B-type terraces. Nevertheless, the terrace width is too large (the miscut
angle too small) to obtain a complete removal of B-type terraces. On the contrary,
when using a wafer with an higher misorientation (0.15°) in the [110] direction, the
B-type terraces can be selectively etched as shown in Figure 4b. The AFM line
profile confirms the formation of double steps (�2.7 Å in height)). However, there
is still a few small islands remaining at the step edges (not clearly visible from the
AFM image). This behavior was also observed by other authors working on

Figure 3.
(a) Schematic view of the DVR and DVL line defects on the 2� 2 reconstructed silicon surface. Only two silicon
bulk layers are represented (black and dark grey) in addition to the surface layer which is reconstructed. The
distance from the surface is coded in gray-scale. Silicon atoms marked with a small white disk are hydrogenated
in the case of hydrogenated DVR and DVL. (b) The variation of the formation energy of both DVR and DVL
defects, bare or hydrogenated with respect to the chemical potential of the hydrogen. From [11].
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GaP-on-Si growth [15, 16]. H2 annealing of a Si(001) substrate with a 0.12° miscut
near the [100] direction was also tested. When the miscut direction slightly differs
from the <110> azimuthal directions, each terrace boundary is made of two types
of step edge (with both SA and SB steps). The selective etching of the SB-segments
leads to a dendritic shape of the terraces (Figure 4c). Thus, it is not possible to
achieve double-layer steps formation on wafers having a miscut direction different
from <110>. It should also be noted that the SB step etching only occurs for
hydrogen conditions near the atmospheric pressure and for a temperature > 850°C
[11]. Otherwise, the generation of dimer-vacancies agglomeration is energetically
not favorable for such hydrogen chemical potential (Figure 3b).

1.2 APBs-free GaAs growth on Si(001)

The effectiveness of the Si surface preparation for APBs removal was proven from
GaAs growth on different types of nominal wafers. MOCVD growth of GaAs-on-Si
can be achieved using a two-step process [4, 5]: few nanometers of a high-density
nucleation layer is first deposited at low temperature (350–450°C) followed by the
coalescence of the nuclei during temperature ramp up to 550–700°C. Then at this
temperature, a thicker GaAs layer is epitaxially grown to improve the material qual-
ity. Classical group-III precursors are TMGa or TEGa while group-V precursors are
often TBAs or AsH3 for the high temperature step. The precursors are injected in the
MOCVD chamber using purified H2 as carrier gas. Figure 5a shows the morphology
of the GaAs surface grown on Si wafer with miscut angle <0,1° (the type of Si surface
presented in Figure 4a). Thanks to their V groove shapes, randomly oriented APBs
can be observed by AFM with a linear density of several μm�1. This APB density is
equivalent to the one obtain for a GaAs growth on a silicon substrate without any
surface preparation. It results in a large surface roughness with a root mean square
(RMS) value of about 1.5–2 nm. As mentioned before, the APBs originate at the
single-step edges between the very large (2 � 1)/(1 � 2)-Si(001) terraces of
Figure 4a. Thus, the self-annihilation of the APBs is not possible in the GaAs layer
(with a typical thickness around 400 nm) due to the large inter-APB distance.

As the Si wafer miscut angle is increased above 0.1° exactly in the [110] direc-
tion, the APBs can be easily removed. The AFM image of a 150 nm thick GaAs layer

Figure 4.
2 � 2 μm2 AFM image of nominal Si(001) surfaces after 600 Torr/900°C/10 min H2 annealing (a) substrate
0.05° misoriented near [110]. DVRs crosse the B-type (A-type) terraces in a direction perpendicular (parallel)
to the single-step edges (b) substrate 0.15° misoriented in [110]. The surface is double-stepped with terraces
width of �100 nm and step height of �2.7 Å (line profile in inset). (c) substrate 0.12°misoriented near [100].
H-DVRs lead to dendritic single-steps oriented in <110> directions. Images partially reproduced from [11].
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is shown in Figure 5b. The surface roughness is improved and the RMS value drop
to 0.8 nm. This roughness is similar to the one reported for 1 μm thick GaAs grown
on 4°-6° offcut Si(001) substrate [18–20], despite the fact that only 150 nm of GaAs
were grown. No V-groove feature is observed indicating that a APBs-free surface is
formed. The absence of APBs on top of the GaAs layer is confirmed by the STEM
cross section image (inset of Figure 5b.). The (110)-STEM cross-section shows a
dark zone at the bottom of the GaAs layer due to the highly defective Si/GaAs
heterointerface. The defective area is a combination of multiple crystalline defects
such as dislocations, stacking faults and APBs due to the remaining small
monoatomic silicon islands mentioned before. However, for a thickness beyond
about 70 nm, no more APB planes propagate toward the surface. Indeed, the APB
planes that nucleate at these monoatomic step edges have intersected pairwise
during the high temperature growth and thus self-annihilated. The kinking of APBs
in the III-V layers followed by their self-annihilation is often explained by kinetic
phenomena [21, 22]. In such mechanisms, the adatoms incorporation rate is aniso-
tropic along the two azimuthal <110> directions. In GaAs, several groups have
indeed already shown a diffusion constant of Ga atoms 4 times larger along the As
dimer lines regarding to the one along the dimer rows [23–25]. It results in a bias
between the growth rate of the domains in antiphase responsible for the kinking of
the APBs.

Interestingly, a GaAs film grown on Si wafer with a misorientation above 0.1°
and toward a random direction (different from the <110>) is also APBs-free
beyond a thickness of about 300-400 nm (Figure 5c). This can be achieved even
though the Si surface is only made of single-layer steps. Actually, this silicon sur-
face, described in the previous section and in Figure 4c, is made of very narrow
dendritic terraces. Thus, the (2 � 1)/(1 � 2)-Si domains size are small enough to
enable the self-annihilation of the APBs. However, when the misorientation is not in
the <110>, a 100 nm-thick GaAs layer is not sufficient to get rid of the APBs and a
thicker buffer layer is required.

In an industrial point of view, this is particularly important to relax the con-
straint on the wafer miscut specifications. Any substrate with a miscut-angle >0.1°
can be used whatever the in-plane direction of the wafer slicing. Therefore, con-
trary to the GaP-on-Si system, the double-layer steps on nominal silicon wafers is
not mandatory to achieve a APBs-free GaAs layer.

Figure 5.
5 � 5 μm2 AFM images of (a) 400 nm-thick GaAs epitaxially grown on 0.05°-miscut angle Si(001) wafer:
High density of randomly oriented APBs. RMS roughness = 1.7 nm. (b) 150 nm-thick epitaxially grown APBs-
free GaAs on Si(001) wafer with a 0.15°-miscut angle toward the [110]. The (110)-STEM cross section in
inset shows a layer free of APBs beyond about 70 nm of thickness. (c) APBs-free GaAs film grown on Si wafer
with a > 0.1°-misorientation toward a random direction. In this case, 300-400 nm of thickness is necessary to
get rid of APBs. Images partially reproduced from [11, 17].
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GaP-on-Si growth [15, 16]. H2 annealing of a Si(001) substrate with a 0.12° miscut
near the [100] direction was also tested. When the miscut direction slightly differs
from the <110> azimuthal directions, each terrace boundary is made of two types
of step edge (with both SA and SB steps). The selective etching of the SB-segments
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Figure 4.
2 � 2 μm2 AFM image of nominal Si(001) surfaces after 600 Torr/900°C/10 min H2 annealing (a) substrate
0.05° misoriented near [110]. DVRs crosse the B-type (A-type) terraces in a direction perpendicular (parallel)
to the single-step edges (b) substrate 0.15° misoriented in [110]. The surface is double-stepped with terraces
width of �100 nm and step height of �2.7 Å (line profile in inset). (c) substrate 0.12°misoriented near [100].
H-DVRs lead to dendritic single-steps oriented in <110> directions. Images partially reproduced from [11].
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is shown in Figure 5b. The surface roughness is improved and the RMS value drop
to 0.8 nm. This roughness is similar to the one reported for 1 μm thick GaAs grown
on 4°-6° offcut Si(001) substrate [18–20], despite the fact that only 150 nm of GaAs
were grown. No V-groove feature is observed indicating that a APBs-free surface is
formed. The absence of APBs on top of the GaAs layer is confirmed by the STEM
cross section image (inset of Figure 5b.). The (110)-STEM cross-section shows a
dark zone at the bottom of the GaAs layer due to the highly defective Si/GaAs
heterointerface. The defective area is a combination of multiple crystalline defects
such as dislocations, stacking faults and APBs due to the remaining small
monoatomic silicon islands mentioned before. However, for a thickness beyond
about 70 nm, no more APB planes propagate toward the surface. Indeed, the APB
planes that nucleate at these monoatomic step edges have intersected pairwise
during the high temperature growth and thus self-annihilated. The kinking of APBs
in the III-V layers followed by their self-annihilation is often explained by kinetic
phenomena [21, 22]. In such mechanisms, the adatoms incorporation rate is aniso-
tropic along the two azimuthal <110> directions. In GaAs, several groups have
indeed already shown a diffusion constant of Ga atoms 4 times larger along the As
dimer lines regarding to the one along the dimer rows [23–25]. It results in a bias
between the growth rate of the domains in antiphase responsible for the kinking of
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enable the self-annihilation of the APBs. However, when the misorientation is not in
the <110>, a 100 nm-thick GaAs layer is not sufficient to get rid of the APBs and a
thicker buffer layer is required.

In an industrial point of view, this is particularly important to relax the con-
straint on the wafer miscut specifications. Any substrate with a miscut-angle >0.1°
can be used whatever the in-plane direction of the wafer slicing. Therefore, con-
trary to the GaP-on-Si system, the double-layer steps on nominal silicon wafers is
not mandatory to achieve a APBs-free GaAs layer.

Figure 5.
5 � 5 μm2 AFM images of (a) 400 nm-thick GaAs epitaxially grown on 0.05°-miscut angle Si(001) wafer:
High density of randomly oriented APBs. RMS roughness = 1.7 nm. (b) 150 nm-thick epitaxially grown APBs-
free GaAs on Si(001) wafer with a 0.15°-miscut angle toward the [110]. The (110)-STEM cross section in
inset shows a layer free of APBs beyond about 70 nm of thickness. (c) APBs-free GaAs film grown on Si wafer
with a > 0.1°-misorientation toward a random direction. In this case, 300-400 nm of thickness is necessary to
get rid of APBs. Images partially reproduced from [11, 17].
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In the same fashion, the GaAs layer can be epitaxially grown by using a lattice-
matched Germanium buffer layer [26]. Beyond the APBs issue, using a relaxed Ge
buffer layer is also an interesting strategy to decrease the threading dislocation
density in the GaAs layer, as we will see in the next paragraph. Due to the fact that
GaAs will be quasi-lattice matched to the Ge strain relaxed buffer and thanks to a
reuse of the existing threading dislocations to create new misfit sements if needed,
the GaAs/Ge interface should exhibit no such high density of defects as when
growing directly GaAs on Si. This will permit a clearer view of the GaAs/Ge inter-
face to precisely observe the defects present when growing polar material on Ge,
which is not possible when growing GaAs directly on Si.

5 � 5 μm2 AFM images (Figure 6) show the surface of 300 nm thick GaAs layers
grown on 1 μm-thick Ge/Si(001) substrates with three different offcut angles in the
<110> direction: (a) 0.1°, (b) 0.3°, and(c) 0.5°. The APBs density decrease as
function of the miscut angle. With a silicon wafer having a miscut angle of 0.5° the
300 nm-thick GaAs layer is completely free of APBs.

Contrary to the direct growth of GaAs on Si, we still observe APBs with a 0.3°
offcut Si substrate.

In order to have insight on the defects at the interface in this case, cross-
sectional TEM images of a GaAs layer grown on Ge-buffered Si substrate with a 0.5°
offcut in the <110> direction are shown in Figure 7. The left hand image shows the
overall stack, with (from bottom to top) the 0.5° offcut silicon substrate, the
800 nm thick Ge strain relaxed buffer and the 280 nm thick GaAs layer. The
interface between GaAs and Ge is highlighted by a thin white line superimposed in
the left hand part of the image. No APBs nucleating at this interface are observed,
but some dark dots are nevertheless present. The image in the right hand part of
Figure 5 is a magnified view of this interface, showing randomly distributed,
different size dark dots which are small (<50 nm), and not at the origin of any
extended defects.

Higher resolution images of two of these interface defects have shown that dark
spots at the interface are voids, not APBs. Therefore, we observe no APB when
using a 0.5° offcut Si substrate for growing GaAs with an intermediate Ge strain
relaxed buffer. This hints that bi-atomic steps are achieved at the surface of the Ge
strain relaxed buffer using the appropriate hydrogen bake (T > 750°C at 80 Torr
H2), and we observe no APB annihilation such a seen previously when growing
GaAs directly on Si.

The progressive improvement of the GaAs layer quality as function of the
Si-miscut angle can also be observed from the FWHM of the (004) diffraction line
in XRD ω-scan (Figure 8).

Figure 6.
5 � 5 μm2 AFM images of the surface of GaAs layers grown on Ge-buffered silicon(001) substrates with three
different offcut angles: (a) 0.1°-offcut angle, (b) 0.3°-offcut angle, and (c) 0.5°- offcut angle. All the offcut
angles are in the <110> direction. The scale on the right hand side of each image is labeled in nm. The table
(d) presents the APB density measured for each sample. AFM image sides are along the <100> directions.
From [26].
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Detrimental influence of APBs on the optical properties is highlighted from
photoluminescence (PL) measurements at 300 K [17]. PL spectra of Figure 9
compares the near band edge luminescence (1,42 eV) of GaAs-on-Si layers with and
without APBs. Both layers are n-doped at 7.1017 cm�3. The PL intensity of the
APBs-free GaAs film is three times higher than the one of the GaAs layer with APBs.
Furthermore, the PL peak of the APBs-free is 40% narrower. These results are
directly correlated to the role of APBs acting as non-radiative recombination
centers.

In the same way, the influence of APBs on the electrical properties is highlighted
from the Hall effect measurements on a 250 nm-thick GaAs active layer n-doped at
7.1017 cm�3. This n-doped active layer is grown on intrinsic GaAs-on-Si buffer
layers with/without APBs. Hall effect measurements, in the Van der Pauw configu-
ration, are performed by taking 5 points across the whole 300 mm wafer. The mean
electron mobilities are reported in Table 1. The electron mobility (μe) of the GaAs
active layer grown on the APBs-free buffer layer is one decade higher than the one

Figure 7.
Cross-sectional TEM images of a GaAs layer on a Ge-buffered Si substrate. The left hand image is an overview
of the overall stack, with the 0.5° offcut Si substrate at the bottom. The right hand image is a zoom of the GaAs/
Ge interface.

Figure 8.
High resolution, X-ray diffraction profiles around the (004) order (in the triple axis configuration) for a GaAs
layer grown on a Ge-buffered silicon substrate with a 0.1° (solid line), 0.3° (dashed line), and 0.5° (dotted
line) offcut. From [26].
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obtained on the buffer with APBs. The μe = 2000 cm2V�1 s�1 value of the APBs-free
layer is nearly equivalent to the mobility measured from an homoepitaxy n:GaAs-
on-GaAs in the same reactor.

1.3 Summary

APBs formation during the heteroepitaxy of GaAs on nominal Si(100) sub-
strates has hindered for a long time the development of GaAs devices on a Si
CMOS platform. With new technologies and processes established by
researchers and tools suppliers to control the atmosphere in growth chambers
and prepare the Si surface before the epitaxy, one can get rid of APBs easily on
GaAs/Si(100).

2. Part 2: reduction of threading dislocations density

The strategies to reduce the threading dislocation density (TDD) in the III-V
layer can be classified according to two major tendencies: 1) engineering of thick
buffer layer (strained layer superlattices, germanium buffer layer,… ) to annihilate

Figure 9.
PL spectra at 300 K for GaAs-on-Si layers with and without APBs. The PL intensity is 3 times higher for the
layer without APBs. The FWHM of the peak is 40% lower [17].

250 nm GaAs:Si (7 � 1012 cm�3)
Active layer without APBs

VS 250 nm GaAs:Si(7 � 1012 cm�3)
Active layer without APBs

400 nm GaAs buffer With APBs 400 nm GaAs buffer Without
APBs

Si(001) Si(001)

Sample Doping
level

(cm�3)

Electron
mobility (cm2/

V.s)

Resistivity (W/cm)

GaAs-on-Si with APB 7 � 1017 200 2 � 10�2

GaAs-on-Si without APB 7 � 1017 2000 4 � 10�3

GaAs-on-GaAs 7 � 1017 2500 3 � 10�3

Table 1.
Hall effect measurements at 300 K for GaAs-on-Si layers with/without APBs. The electron mobility is 10 times
higher for the layer without APBs [17].
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the defects before growth of the III-V active layer. 2) Selective area epitaxy in
dielectric cavities (SiO2,SiN,… ) formed by standard technological steps (deposi-
tion, lithography, etching,… ). In this last approach, the threading dislocation (TD)
propagation is geometrically limited in one direction by the sidewalls of the pat-
terns. These two majors will be described more deeply in the following paragraphs.

2.1 Insertion of dislocation filters

2.1.1 Introduction to dislocations

The technology of monolithic integration of III-V on Si is of great interest due to
combining the superior optical properties of III-V materials and the advantages of Si
substrates such as low cost and high scalability [27]. However, as most III-V semi-
conductor materials have a relative large difference in lattice constant to Si, high
density of crystal defects are generated during the epitaxial growth. This leads to
the failure of the technique of direct deposition of III/V on Si become commercially
viable in 1980s, despite intensive studies have been demonstrated in that era [28].
The lattice mismatch property creates a substantial stress accumulation in the first
few pseudomorphic layers of deposited material, as shown in Figure 10a. As the
stress is accumulated above a critical value of growth thickness, the strain-
relaxation process leads the generation of misfit dislocations (MDs). The MDs are
associated with missing or dangling bonds along the mismatched interface which
are shown in Figure 10b [30], thus MDs lie entirely on the growth plane. Since the
dislocations cannot be eliminated within a crystal due to energetic reasons, the MDs
must either reach the edge of crystal or turn upward through the deposited layers to
form TDs. As a result, from the transmission electron microscopy (TEM) shown in
Figure 10c, TDs seem to extend from the interface of III-V and Si, and go through
the epilayer. TDs are likely to be transferred from MDs when the distance to the
sample edge is much longer than the distance to the epi-layer surface. Meanwhile,
TDs could also transfer to MDs either through dislocation glides, extending the
misfit segment beneath it, or in active region during the electron–hole recombina-
tion through the phenomenon known as recombination-enhanced dislocations

Figure 10.
Schematic change in lattices of thin film on substrates and bright field scanning TEM image of TDs. (a)
denoting the initial pseudomorphic layers of deposited materials. (b) denoting MD as spinning “T”. (c) a
bright-field STEM image showing the TDs. (adapted from Ref. [29]).
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motion [31]. Typically, in the growth of GaAs on Si, the TDD is around 1010 cm�2 at
the growth interface [32]. Unfortunately, the viable TDD in active region for prac-
tical optoelectronic devices should be below 106 cm�2 [32], which held back the
development of many III-V on Si material systems for some time. Those dislocations
have associated trap states serving as nonradiative recombination centers to reduce
the photon emission efficiency and/or minority carrier lifetime [32], resulting in a
degradation of devices performance. In addition, those states in the band could also
increase the leakage current of the devices [3].

Efforts have been made to control the TDD in GaAs grown on Si substrates. As
the thickness of deposited layer increases, TDs will glide, move and react with other
TDs depending on their Burger vectors, resulting in a repulsion or annihilation as
Figure 11 shows. As TDs keep propagating in the overlayers, they are likely to meet
other dislocations to be self-annihilated as shown in Figure 11. If there is a strain
induced by the lattice mismatched between the underlayer and overlayer, generated
TDs are expected to experience lateral forces which drive TDs into edge as
Figure 11 deflection to edge shows.

The deflection process relives the strain induced by lattice mismatch and makes
TDs to react with other TDs more likely and/or convert TDs into MDs to decrease
the TDD. As demonstrated by Masami and Masafumi in 1990, the dislocation
density n in a thick GaAs layer grown on Si can be estimated through the following
Equation [34]:

n xð Þ ¼ 1
1=D0

þ b=a
� �

exp axð Þ � b=a

where x is the thickness of the GaAs layer, D0 is the dislocation density at the
interface, a and b are two constants related to the density of etch pit defects (EPD)
and coalescence of dislocations respectively. According to their characterization,
D0 = 1012 cm�2, a = 2 � 10 cm�1, and b = 1.8 � 10�5 cm. For the dislocation density
in a thin GaAs film on Si, it can be estimated through n(x) = D0h

m, where D0 is the
dislocation density at the interface and m is the empirical value with minus symbol
[28, 35, 36]. In order to reduce the TDD to the level of 106 cm�2, the thickness of
GaAs is estimated to be as thick as 100 μm [34].

Figure 11.
Mechanisms of dislocation motion in GaAs/Si. (Reproduced from Ref. [33]).
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However, due to the difference in thermal expansion coefficients of GaAs and
Si, a GaAs layer which is thicker than 7 μm will induce micro cracks on GaAs thin
films [37]. In addition, a thick GaAs buffer on Si will bend the wafer [34]. Thus, a
more effective method known as dislocation filtering has been put forward to
induce designed strain to bend the TDs and to encourage TDs to move, interact and
annihilate [28]. The most common dislocation filter layer (DFL) system includes
strained layer superlattice (SLSs) and quantum-dot (QD) DFL, while different SLS
structure including InGaN/GaN [38], InGaAs/GaAs, InAlAs/GaAs [32] and GaAsP/
GaAs [39], have been studied. A typical cross-sectional TEM measurement for
InGaAs/GaAs SLSs DFLs is shown in Figure 12(a), indicating how the TDs are
eliminated within DFLs. Taking InGaAs/GaAs DFL for example, a layer structure of
InGaAs/GaAs is shown in Figure 12(b). The strain direction, induced by the lattice
mismatch, inside the DFL is shown in Figure 12(c).

The appropriate choice of composition and thickness for SLS is dependent on the
material and the prior dislocation density. Since the purpose of DFL structure is to
introduce strain to promote the TD motions, forming dislocations should be
avoided within DFL, which means the thickness for each layer should below the
critical thickness. For most SLSs, the thickness of each layer should below 20 nm
[28, 29, 32]. By using SLS DFL technique, researchers from University College
London have successfully reduced the TD density down to the 106 cm�2 [27].

Although SLSs have been proved to remove more than 90% of TDs [28], the
induced strain which bends TDs is still within 2 dimensions. QD is a 0-dimensional
nanostructure with much larger strain field compared to SLS. As a result, it is
believed that QD can also sever as the DFL, which might be even superior than SLSs
[40]. Researchers from University of Michigan have proved that InAs QDs were the
most suitable QD. A fabricated laser structure with InAs QD DFL was demonstrated
with a threshold current density of 900 Acm�2 [40].

2.1.2 Validation of SLS DFL

InxGa1-xAs/GaAs SLSs have been recently studied on the GaAs/Si material plat-
form due to its variable strain force. Since the bending efficiency to TDs depends on
the strained induced by the lattice-mismatched, the indium composition, the

Figure 12.
An InGaAs/GaAs DFL schematic structure in different views. (a) The DFL sample structure in the cross-section
TEM. (Reproduced from Ref. [28]). (b) The layer structure of 5 layers of SLSs. (c) The DFL structure in lattice
view. The blue arrow denotes the direction of the strain.
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motion [31]. Typically, in the growth of GaAs on Si, the TDD is around 1010 cm�2 at
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TDs depending on their Burger vectors, resulting in a repulsion or annihilation as
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Equation [34]:

n xð Þ ¼ 1
1=D0

þ b=a
� �

exp axð Þ � b=a

where x is the thickness of the GaAs layer, D0 is the dislocation density at the
interface, a and b are two constants related to the density of etch pit defects (EPD)
and coalescence of dislocations respectively. According to their characterization,
D0 = 1012 cm�2, a = 2 � 10 cm�1, and b = 1.8 � 10�5 cm. For the dislocation density
in a thin GaAs film on Si, it can be estimated through n(x) = D0h

m, where D0 is the
dislocation density at the interface and m is the empirical value with minus symbol
[28, 35, 36]. In order to reduce the TDD to the level of 106 cm�2, the thickness of
GaAs is estimated to be as thick as 100 μm [34].

Figure 11.
Mechanisms of dislocation motion in GaAs/Si. (Reproduced from Ref. [33]).
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However, due to the difference in thermal expansion coefficients of GaAs and
Si, a GaAs layer which is thicker than 7 μm will induce micro cracks on GaAs thin
films [37]. In addition, a thick GaAs buffer on Si will bend the wafer [34]. Thus, a
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GaAs [39], have been studied. A typical cross-sectional TEM measurement for
InGaAs/GaAs SLSs DFLs is shown in Figure 12(a), indicating how the TDs are
eliminated within DFLs. Taking InGaAs/GaAs DFL for example, a layer structure of
InGaAs/GaAs is shown in Figure 12(b). The strain direction, induced by the lattice
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London have successfully reduced the TD density down to the 106 cm�2 [27].

Although SLSs have been proved to remove more than 90% of TDs [28], the
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thickness of strained layer, and the repetition of SLSs as well as the DFLs are of the
greatest interest and need to be considered when optimizing the SLS.

Experiment Techniques
We have investigated the InxGa1-xAs/GaAs SLSs DFLs [32, 41]. As shown in

Figure 13a, a 1 μm two-step grown GaAs were grown on n-doped Si substrate (001)
with 4° offcut towards <011> by using Molecular Beam Epitaxy (MBE) system,
while the Si substrate was performed at 900°C for 30 minutes to deoxidize. Then
three sets of DFLs were grown, while each DFL structure was composed of five
periods of InxGa1-xAs/GaAs SLSs. On the top of DFL, an optimized InAs dot-in-a-
well (DWELL) structure was embedded between two 100 nm GaAs layers and
50 nm Al0.4Ga0.6As layers [42, 43]. A final 300 nm GaAs was deposited on the
whole structure.

Effectiveness of DFL composed of SLSs
PL measurement was applied through a 635-nm solid-state laser excitation at

room temperature. The PL results of InAs QDs with different InxGa1-xAs/GaAs DFL
parameters are summarized in Table 2 and shown in Figure 14. In view of the PL
intensity and the full width at half maximum (FWHM), it can be known that
sample 1 (18% In composition) exhibits a higher PL intensity than sample 2(16% In
composition) and sample 3(20% In composition). The PL intensity is highly related
to the crystal quality, which corresponds to the TDD. Thus, 18% In composition is
proved to contribute to the best crystal quality compared with the other indium
compositions. When the thickness of GaAs layer was changed, sample 4 is similar to

Figure 13.
Schematic diagram of InAs/GaAs DWELL structure monolithically grown on Si substrates with different DFL
structures. (a) Schematic diagram of the whole structure. (b) Schematic diagram of the InGaAs/GaAs SLSs as
DFL.

Sample InxGa1-xAs GaAs Thickness (nm) PL intensity (a.u) FWHM (nm)

1 x ¼ 0:18 10 4 40.3

2 x ¼ 0:16 10 2.6 39.8

3 x ¼ 0:20 10 2.2 42

4 x ¼ 0:18 9 3.9 40.4

5 x ¼ 0:18 8 2 46.1

Table 2.
Details parameters for InxGa1-xAs/GaAs SLSs in each sample.
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sample 1 in view of the PL intensity, while sample 5 has a significant reduce. In
addition, the FWHM of sample 5 is much wider than other 2. This phenomenon is
explained through an 8 nm thin GaAs layer cannot release the strain completely so
that the accumulated strain degrades the material quality [32].

To further investigate the effectiveness of DFL, Cross-sectional TEM measure-
ments were applied to examine the crystal quality and the effectiveness of DFL. The
dark-field TEM image and the bright-field TEM image are shown in Figure 15. As
shown in Figure 15a, high number of TDs appear at the GaAs/Si interface propa-
gating towards the epilayers, as most of them annihilate with others in the first
200 nm. However, there are still a great number of TDs propagating towards the
upper layer. After the DFL, only a few TDs puncture the DFL and keep propagating
upwards, while most TDs are blocked by the DFL.

In order to further investigate the DFL performance, DFL efficiency (η) is
defined as the fraction of TDs it removes, which can be described as [28, 44].

η ¼ 1� n experimentð Þ
n predictð Þ

Figure 14.
PL spectra of different samples at room temperature. (a) Sample 1, 2, and 3 with indium composition of 18%,
16%, 20% respectively. (b) Sample 1, 4, and 5 with GaAs spacer layer thickness of 10 nm, 9 nm and 8 nm
respectively. (Reproduced from Ref. [32]).

Figure 15.
The cross-sectional TEM image for TDs around DFL structure. (a) Dark-field TEM image (b) Bright-field
TEM image (Reproduced from Ref. [32]).
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sample 1 (18% In composition) exhibits a higher PL intensity than sample 2(16% In
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to the crystal quality, which corresponds to the TDD. Thus, 18% In composition is
proved to contribute to the best crystal quality compared with the other indium
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Figure 13.
Schematic diagram of InAs/GaAs DWELL structure monolithically grown on Si substrates with different DFL
structures. (a) Schematic diagram of the whole structure. (b) Schematic diagram of the InGaAs/GaAs SLSs as
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5 x ¼ 0:18 8 2 46.1
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sample 1 in view of the PL intensity, while sample 5 has a significant reduce. In
addition, the FWHM of sample 5 is much wider than other 2. This phenomenon is
explained through an 8 nm thin GaAs layer cannot release the strain completely so
that the accumulated strain degrades the material quality [32].

To further investigate the effectiveness of DFL, Cross-sectional TEM measure-
ments were applied to examine the crystal quality and the effectiveness of DFL. The
dark-field TEM image and the bright-field TEM image are shown in Figure 15. As
shown in Figure 15a, high number of TDs appear at the GaAs/Si interface propa-
gating towards the epilayers, as most of them annihilate with others in the first
200 nm. However, there are still a great number of TDs propagating towards the
upper layer. After the DFL, only a few TDs puncture the DFL and keep propagating
upwards, while most TDs are blocked by the DFL.

In order to further investigate the DFL performance, DFL efficiency (η) is
defined as the fraction of TDs it removes, which can be described as [28, 44].

η ¼ 1� n experimentð Þ
n predictð Þ

Figure 14.
PL spectra of different samples at room temperature. (a) Sample 1, 2, and 3 with indium composition of 18%,
16%, 20% respectively. (b) Sample 1, 4, and 5 with GaAs spacer layer thickness of 10 nm, 9 nm and 8 nm
respectively. (Reproduced from Ref. [32]).

Figure 15.
The cross-sectional TEM image for TDs around DFL structure. (a) Dark-field TEM image (b) Bright-field
TEM image (Reproduced from Ref. [32]).
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Where n(experiment) denotes the number of dislocations just above the DFL,
and n(predict) denotes the dislocations predicted by the equation n(x) = D0h

m,
where m = �0.5. The efficiencies of different types of DFL are shown in Figure 16.
From the figure, it can be known that almost half of TDs propagate through the first
set of DFL regardless of indium composition of InxGa1-xAs layer. However, the
sample with In0.18Ga0.82As/GaAs SLSs shows a superior ability in filtering
efficiency compared to others, which achieves over 80%. The demonstrated highest
efficiency presents a good balance between TD generation and strain induced to
annihilate TDs.

Apart from the InGaAs/GaAs SLSs, InAlAs/GaAs SLSs is also another great
option severing as DFL [45–47]. Due to the larger shear modulus of InAlAs, it is
expected that the critical misfit for generating new TDs is much larger than that of
InGaAs. We compared In0.15Ga0.85As/GaAs DFL and In0.15Al0.85As/GaAs DFL by
growing InAs/GaAs QD samples on Si (100) substrates [41]. The In0.15Ga0.85As/
GaAs DFL composed three repeats of 5 period of 10-nm In0.15Al0.85As and 10-nm
GaAs SLS separated by 400 nm GaAs spacer layer, while the In0.15Al0.85As/GaAs
DFL had almost same structure except replacing the In0.15Ga0.85As to In0.15Al0.85As.
EPD were counted for both samples. After three sets of SLSs, the defects density of
the sample with InAlAs/GaAs DFL was around 2 � 106 cm�2, while the other one
with InGaAs/GaAs DFL was round 5 � 106 cm�2 [41]. In addition, the sample with
InAlAs/GaAs DFL had a higher PL peak intensity as well as thermal activation
energy compared to the sample with InGaAs/GaAs [41].

2.1.3 Self-assembled QD as DFL

Since it is the Peach-Koehler force in strained layer to bend the TDs to encourage
annihilation, self-organized QDs possess an even stronger Peach-Koehler forces,
which means QDs are expected to bent TDs more efficiently [48]. Meanwhile, the
strain field surrounding QD is 3 dimensions which is superior than 2 dimensions
in SLSs.

Figure 16.
Summary of the efficiency of dislocation filter for Sample 1, 2 and 3 respectively (Reproduced from Ref. [28]).
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Theoretical models.
Several parameters need to be considered when using self-organized QDs as

DFLs including QD composition, size, areal density, and the number of dots. The
theoretical simulation of the effectiveness of dislocation bending is developed by J.
Yang et al. [48], which assuming QD islands are coherently strained with pyramidal
in shape. The energy ΔErel releases when the MD formed to bend the TDs can be
calculated through

ΔErel

L
¼ 2Gdot 1þ νð Þ

1� νð Þ f eff beff h

While the dislocation self-energy ΔEdis can be described as

ΔEdis

L
¼ 1

2π
GbuffGdot

Gbuff þ Gdot
b2

1� ν cos 2β
1� ν

� �
ln

2r
b

� �
þ 1

� �

The bending will occur when the ΔErel ≥ ΔEdis. Here, L is the length of the MD,
Gdot (Gbuff) is the shear module of dot (buffer layer), ν is the Poisson ration,b is the
Burger’s vector, beff is the project of Burger’s vector on the buffer layer, feff is the
effective lattice mismatch between the QD and the underlying buffer layer, h is the
height of QD, β is the angle between the Burger’s vector and the dislocation line, r
denotes an outer cutoff radius of the dislocation strain field.

According to the simulations, the bending area ratio, which denotes the bending
area divided by the area of QD bases, is shown in Table 3. InAs QDs are proved to
be the most suitable self-organized QD serving as dislocation filters with the largest
bending area and largest critical layer numbers for QD multilayers [48].

Experiment Techniques
Considering the theory and results above, InAs QDs DFL has the highest effi-

ciency compared with other QD DFLs for GaAs monolithically grown on Si. In order
to investigate the TD behavior in QD DFL region, a buffer structure shown in
Figure 17 is grown with N-type doped InAs QD dislocation filter on Si (001)
substrate with 4° misorientation towards [111]. A thin (<2 μm) GaAs layer is first
grown by MOVPE with free of antiphase domain. The TDD at its surface is esti-
mated to be (2–5) � 107 cm�2. The dislocation filter consists of 10 layers of InAs QD
separated by 50 nm GaAs layers. On the top of QD dislocation filter, a 800 nm GaAs
is grown.

Effectiveness of DFL composed of QDs
Cross-sectional TEM measurements were applied to investigate the propagation

of dislocations in the QD DFLs. Images were obtained with various g, including
[2,2,0], [1,1,1], and [0,0,4] as shown in Figure 18a, b and c, respectively. Two
different types of TDs can be observed: pure edge dislocation labeled as C and 60°
mixed TDs labeled as A and B. It is obvious from the cross-sectional TEM images

Quantum Dots Dot Density QD base area Bending area ratio
of a single QD

Bending area ratio
of a single layer

Unit (cm�2) (nm2)

In0.6Al0.4As 2� 1011 27–56 �0 �0

In0.5Ga0.5As 5� 1010 80–132 < 1% �0

InAs 2� 1010 120–210 80% 10%

Table 3.
Bending area ratios for different QDs (Reproduced from Ref. [48]).
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Where n(experiment) denotes the number of dislocations just above the DFL,
and n(predict) denotes the dislocations predicted by the equation n(x) = D0h

m,
where m = �0.5. The efficiencies of different types of DFL are shown in Figure 16.
From the figure, it can be known that almost half of TDs propagate through the first
set of DFL regardless of indium composition of InxGa1-xAs layer. However, the
sample with In0.18Ga0.82As/GaAs SLSs shows a superior ability in filtering
efficiency compared to others, which achieves over 80%. The demonstrated highest
efficiency presents a good balance between TD generation and strain induced to
annihilate TDs.

Apart from the InGaAs/GaAs SLSs, InAlAs/GaAs SLSs is also another great
option severing as DFL [45–47]. Due to the larger shear modulus of InAlAs, it is
expected that the critical misfit for generating new TDs is much larger than that of
InGaAs. We compared In0.15Ga0.85As/GaAs DFL and In0.15Al0.85As/GaAs DFL by
growing InAs/GaAs QD samples on Si (100) substrates [41]. The In0.15Ga0.85As/
GaAs DFL composed three repeats of 5 period of 10-nm In0.15Al0.85As and 10-nm
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Since it is the Peach-Koehler force in strained layer to bend the TDs to encourage
annihilation, self-organized QDs possess an even stronger Peach-Koehler forces,
which means QDs are expected to bent TDs more efficiently [48]. Meanwhile, the
strain field surrounding QD is 3 dimensions which is superior than 2 dimensions
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Theoretical models.
Several parameters need to be considered when using self-organized QDs as

DFLs including QD composition, size, areal density, and the number of dots. The
theoretical simulation of the effectiveness of dislocation bending is developed by J.
Yang et al. [48], which assuming QD islands are coherently strained with pyramidal
in shape. The energy ΔErel releases when the MD formed to bend the TDs can be
calculated through
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The bending will occur when the ΔErel ≥ ΔEdis. Here, L is the length of the MD,
Gdot (Gbuff) is the shear module of dot (buffer layer), ν is the Poisson ration,b is the
Burger’s vector, beff is the project of Burger’s vector on the buffer layer, feff is the
effective lattice mismatch between the QD and the underlying buffer layer, h is the
height of QD, β is the angle between the Burger’s vector and the dislocation line, r
denotes an outer cutoff radius of the dislocation strain field.

According to the simulations, the bending area ratio, which denotes the bending
area divided by the area of QD bases, is shown in Table 3. InAs QDs are proved to
be the most suitable self-organized QD serving as dislocation filters with the largest
bending area and largest critical layer numbers for QD multilayers [48].

Experiment Techniques
Considering the theory and results above, InAs QDs DFL has the highest effi-

ciency compared with other QD DFLs for GaAs monolithically grown on Si. In order
to investigate the TD behavior in QD DFL region, a buffer structure shown in
Figure 17 is grown with N-type doped InAs QD dislocation filter on Si (001)
substrate with 4° misorientation towards [111]. A thin (<2 μm) GaAs layer is first
grown by MOVPE with free of antiphase domain. The TDD at its surface is esti-
mated to be (2–5) � 107 cm�2. The dislocation filter consists of 10 layers of InAs QD
separated by 50 nm GaAs layers. On the top of QD dislocation filter, a 800 nm GaAs
is grown.

Effectiveness of DFL composed of QDs
Cross-sectional TEM measurements were applied to investigate the propagation

of dislocations in the QD DFLs. Images were obtained with various g, including
[2,2,0], [1,1,1], and [0,0,4] as shown in Figure 18a, b and c, respectively. Two
different types of TDs can be observed: pure edge dislocation labeled as C and 60°
mixed TDs labeled as A and B. It is obvious from the cross-sectional TEM images
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that the QD DFL can bend 60° mixed TDs effectively. In addition, pure edge TDs,
which cannot be blocked by the 2-D SLS [49], can be terminated within the QD
DFL. Although the detail of this termination is not fully understood, it is believed
that the formation of a dislocation loop or the annihilation with a dislocation with
reverse Burger’s vector result in the termination [48]. Recently, with the help InAs
QD DFL, J. Wang et al. demonstrated a low dislocation density of 2 � 106 cm�2

[50], with a high efficiency of 96% calculated.
Conclusion
In the past 30 years, efforts have been made to decrease the TDs induced by the

lattice mismatch between GaAs and Si. Many researchers have successfully adopted
DFL method to decrease the density of TD to 2 � 106 cm�2 [45, 50]. However, a 9-
μm thick GaAs buffer is indispensable if no other technique applied to achieve that
density. Thus, the DFL technique is much more effective in reducing TDs compar-
ing to grow GaAs buffer, which is summarized in Table 4.

With the DFL technique, researchers make it possible to reduce the vast number
of TDs to a level which is commercially viable in a thin film around 2.5 μm. This

Figure 17.
GaAs grown on Si with 10 InAs QD layer as dislocation filter. (reproduced from Ref. [48]).

Figure 18.
Cross-section TEM images of dislocation propagation in the ten-layers InAs QD with various diffraction
conditions: (a) g = [2,2,0], (b) g = [1,1,1], (c) g = [0,0,4]. (Reproduced from Ref. [48]).

Technique Thickness

Thick GaAs buffer layer 9 μm

InAlAs/GaAs SLSs as DFL 2.35 μm

InAs QD as DFL 2.205 μm

Table 4.
Summary of the requisite thickness with different methods to reduce the density of TD to 2 � 106 cm�2.
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technique has promoted the implement of III-V materials directly grown on Si such
as growth of III-V lasers on Si substrates [27, 50].

2.2 GaAs growth on Germanium strain relaxed buffer

As germanium material has lattice parameter and thermal expansion coefficient
close to those of the GaAs, a common strategy is to benefit from all the Ge
heteroepitaxy on silicon developments to reduce the structural defects in the GaAs
layer [31, 41, 51–53]. This way, we avoid additional threading dislocation nucle-
ation. Currently, the TDD in a 1.5 μm thick Ge-buffer on Si(100) is in the 107 cm�2

range by using [54, 55] a thermal cycle annealing (TCA). The Figure 19a, extract
from the works of Bogumilowicz et al. [56], shows the TDD evolution in function of
the Ge buffer and GaAs total thickness, with a GaAs layer fixed at 270 nm thick. The
GaAs layer is smooth (<1 nm RMS) and free of APBs thanks to the process
described in the previous section. The TDD was estimated by using three methods:
(i) from the XRD rocking curve width, the value is extracted with the Ayer’s model
[57] (ii) by counting the dark spots on the cathodoluminescence (CL) image of the
GaAs surface, (iii) by counting the pits on the AFM image of the GaAs surface.
Whatever the method, the authors show that the TDD tends to reach a plateau at a
value around 3� 107 cm�2. Nevertheless, the downside of the Ge virtual substrate
method is the wafer bowing due to the difference between the thermal expansion
coefficients (around 120% for Ge and Si). The Figure 19b is a plot of the 300 mm
wafer bow versus the film thickness. For the thickest Ge buffer layer (1.38 μm) the
bow is measured at �240 μm. Such a value is still a hurdle for the wafer handling
and processing with the 200/300 mm foundry tools.

2.3 TDD reduction by selective area growth

Selective growth method is often used in heteroepitaxy of semiconductors where
cavities are used to block geometrically the propagation of structural defects that
generate at the interface of lattice mismatch semiconductors. Different techniques
could be implemented such as Epitaxial Lateral Overgrowth (ELOG) and Aspect
Ratio Trapping (ART). We will describe more in details the last one.

ART allows to block inside the cavities some of the threading dislocations and
planar defects propagating perpendicularly to the trench direction. Still, a few
structural defects propagate through the film. Figure 20a summarizes the principle

Figure 19.
(a) Plot of the TDD in the GaAs overlayers as a function of the total Ge + GaAs thickness. The light gray area
corresponds to the expected TDD values in Ge or GaAs single layers as a function of thickness. Estimated error
bars are shown for the TDD extracted from AFM and CL. The TDD error bar for the XRD data is �107cm�2.
(b) Plot of the substrate bow versus the total Ge + GaAs thickness.
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Figure 17.
GaAs grown on Si with 10 InAs QD layer as dislocation filter. (reproduced from Ref. [48]).

Figure 18.
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conditions: (a) g = [2,2,0], (b) g = [1,1,1], (c) g = [0,0,4]. (Reproduced from Ref. [48]).

Technique Thickness
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technique has promoted the implement of III-V materials directly grown on Si such
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bow is measured at �240 μm. Such a value is still a hurdle for the wafer handling
and processing with the 200/300 mm foundry tools.
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Selective growth method is often used in heteroepitaxy of semiconductors where
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of the method. In fact, the TDs propagating through the dense {111}-planes can be
blocked by the geometry of the patterns. In this case the aspect ratio (height on
width h=l) of the pattern must be such that h=l≥ tan θ 111ð Þ ¼ tan 54:7°ð Þ ¼ 1:4. There-
fore, for example, with a 150-thick dielectric, the cavity must be no wider than
�100 nm. Nevertheless, as we can see on the figure, the planar defects which lie
parallel to the trenches can be more difficult (or impossible) to trap.

In the example of ART from the works of Lau et al. [58], they use about 100 nm-
width oxide trenches on Si(001) etched by a wet solution of KOH to form a “V-
groove” (Figure 20b and c). Indeed, with this type of wet etching the {111}-Si planes
are revealed at the bottom of the trenches. This approach has the advantage to free the
III-V layer from the APBs which doesn’t form on Si(111) surface. The GaAs is then
epitaxialy grown to obtain a nanoribbons array in the trenches. The growth process is
achieved in a classical way with two steps: one low temperature nucleation (365°C)
step followed by a fast growth at high temperature (570°C). The STEM images
highlight some microtwins, at the Si/GaAs interface, which are trapped by the V-
groove structure (Figure 20c). However, outside that thin area the GaAs layer is
single-domain with a good crystalline quality. The XRD rocking curve from the (004)
peak was measured in both configuration parallel and perpendicular to the line. For a
200 nm-thick GaAs the FWHM of each peaks are measured at 400 arcsec and
550 arcsec for the perpendicular and parallel configuration respectively. That differ-
ence is attributed to the defects not trapped by the trenches in the parallel direction.
Some of these defects can be seen on the STEM cross-section, parallel to the trench, of
Figure 20d. TheMoiré fringes are formed by the interferences between the Si et GaAs
crystal at the V-groove level. Besides the defects trapping by the cavity, the low
defectivity is ascribed to the stress relaxation by the partial dislocations associated to
the stacking faults and microtwins at the interface. This phenomenon has already
been reported with the InP growth in other works [60, 61].

More recently, Kunert et al. [62] used a SAE approach to achieve some GaAs and
GaSb nano-ridges (NRs) which come out from the cavities with tunable shapes and
facets as function of the process conditions (Figure 21a). These type of NRs can
serve as laser diodes structure as well as planar photodetectors. The nano-ridges
growth is achieved in trenches where the silicon has been etched in wet solution to
form a v-groove of Si-{111} planes. The defect density on the top surface of NRs was
assessed in the direct space from electron channeling contrast imaging (ECCI). This
latter method can be implemented more easily and with a better statistic than TEM.
The graph of Figure 21b summarizes the TDD and planar defect density (PDD) in

Figure 20.
(a) Principle of ART. (b) GaAs growth in V-groove shaped Si/SiO2 trenches. (c) SFs and microtwins at Si/
GaAs interface. (d) STEM cross-section along the trench. The TDs are indicated by the red arrows. The Moiré
fringes are formed by the interferences between the Si et GaAs crystal at the V-groove level. From [58, 59].
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surface of the GaAs as function of the trenches width. A remarkable achievement is
the low TDD which decrease below 4.5�105 cm�2 for the very narrow trenches of
80 nm (AR 3.75). Therefore such TDD is therefore very closed to the one of a bulk
GaAs substrate (�105 cm�2). This result was observed on both GaAs and GaSb NRs.
The planar defect density (essentially stacking faults) shows, however, an inverted
relationship with the trench width. The PDD is indeed significantly higher in the
narrow cavities. It rises from a value below 0.2 μm�1 in the >300 nm-wide trenches
to 0.5 μm�1 for trenches below 100 nm-wide. The authors assume that the Shockley
partial dislocation at the SF-planes ends may help to release the stress in the narrow
trenches.

Furthermore, Baron et al. [63] highlighted the efficiency of the ART method for
the optical emission of AlAs/InGaAs/AlAs QWs. The QWs are grown on top of a
150 nm-thick GaAs buffer layer in SiO2 trenches with differents aspect ratio ranging
from 0.2 to 1.3 (Figure 22a). In this work a 1.3 AR is necessary to free the GaAs
buffer layer from APBs and to obtain a PL at 300 K. This way the Figure 22b shows
the normalized μPL spectra for InGaAs QWs with different Indium content. The PL
peak position measurement combined with the InGaAs layer thickness measure-
ment by STEM (Figure 22c) allows for the calculation of an Indium content of 7%,
16%, 35%, 42% in the 4 samples. These values are very close to the targeted
concentrations. Besides, to observe the influence of defects at the local scale, CL
measurements at 15 K were performed on top of the nanoribbon arrays
(Figure 22d). Since the layer is free of APBs, the dark zone, corresponding to non-
luminescent areas, are attributed to the dislocations that are not trapped by the
structure and propagating through the QWs.

This explanation of the TDs acting as luminescence quenchers was pushed further
in another work [64] combining FIB-STEM, CL and strain measurement of the III-V
nanoribbons by precession electron diffraction (PED) [65, 66]. The Figure 23a.
shows a STEM cross-section of the nanoribbons with their AlAs/InGaAs QWs. The
structural defects crossing the QWs are labeled from d1 to d5. Prior to the STEM
lamella preparation CL intensity imaging (Figure 23b) was performed at the same
location of the nanoribbon (the area is located thanks to platinum marker deposited
on top of the NRs array). The authors highlighted that the luminescence is not
homogenous along the NRs and the dark and bright area are bounded by two TDs
indexed as d3 and d4 on the image. In addition, the CL peak position of the brighter
area shift of about 10 nm toward the higher wavelength (Figure 23c). Both the
intensity and the peak shifting can be spatially correlated to the 0.5% ε 110½ �strain
variation starting from the d3 dislocation and measured thanks to the PED method
(Figure 23d).

Figure 21.
(a) GaAs nano-ridges in SAE. (b) TDD and PDD as function of the trench-width. From [62].
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III-V layer from the APBs which doesn’t form on Si(111) surface. The GaAs is then
epitaxialy grown to obtain a nanoribbons array in the trenches. The growth process is
achieved in a classical way with two steps: one low temperature nucleation (365°C)
step followed by a fast growth at high temperature (570°C). The STEM images
highlight some microtwins, at the Si/GaAs interface, which are trapped by the V-
groove structure (Figure 20c). However, outside that thin area the GaAs layer is
single-domain with a good crystalline quality. The XRD rocking curve from the (004)
peak was measured in both configuration parallel and perpendicular to the line. For a
200 nm-thick GaAs the FWHM of each peaks are measured at 400 arcsec and
550 arcsec for the perpendicular and parallel configuration respectively. That differ-
ence is attributed to the defects not trapped by the trenches in the parallel direction.
Some of these defects can be seen on the STEM cross-section, parallel to the trench, of
Figure 20d. TheMoiré fringes are formed by the interferences between the Si et GaAs
crystal at the V-groove level. Besides the defects trapping by the cavity, the low
defectivity is ascribed to the stress relaxation by the partial dislocations associated to
the stacking faults and microtwins at the interface. This phenomenon has already
been reported with the InP growth in other works [60, 61].

More recently, Kunert et al. [62] used a SAE approach to achieve some GaAs and
GaSb nano-ridges (NRs) which come out from the cavities with tunable shapes and
facets as function of the process conditions (Figure 21a). These type of NRs can
serve as laser diodes structure as well as planar photodetectors. The nano-ridges
growth is achieved in trenches where the silicon has been etched in wet solution to
form a v-groove of Si-{111} planes. The defect density on the top surface of NRs was
assessed in the direct space from electron channeling contrast imaging (ECCI). This
latter method can be implemented more easily and with a better statistic than TEM.
The graph of Figure 21b summarizes the TDD and planar defect density (PDD) in
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surface of the GaAs as function of the trenches width. A remarkable achievement is
the low TDD which decrease below 4.5�105 cm�2 for the very narrow trenches of
80 nm (AR 3.75). Therefore such TDD is therefore very closed to the one of a bulk
GaAs substrate (�105 cm�2). This result was observed on both GaAs and GaSb NRs.
The planar defect density (essentially stacking faults) shows, however, an inverted
relationship with the trench width. The PDD is indeed significantly higher in the
narrow cavities. It rises from a value below 0.2 μm�1 in the >300 nm-wide trenches
to 0.5 μm�1 for trenches below 100 nm-wide. The authors assume that the Shockley
partial dislocation at the SF-planes ends may help to release the stress in the narrow
trenches.

Furthermore, Baron et al. [63] highlighted the efficiency of the ART method for
the optical emission of AlAs/InGaAs/AlAs QWs. The QWs are grown on top of a
150 nm-thick GaAs buffer layer in SiO2 trenches with differents aspect ratio ranging
from 0.2 to 1.3 (Figure 22a). In this work a 1.3 AR is necessary to free the GaAs
buffer layer from APBs and to obtain a PL at 300 K. This way the Figure 22b shows
the normalized μPL spectra for InGaAs QWs with different Indium content. The PL
peak position measurement combined with the InGaAs layer thickness measure-
ment by STEM (Figure 22c) allows for the calculation of an Indium content of 7%,
16%, 35%, 42% in the 4 samples. These values are very close to the targeted
concentrations. Besides, to observe the influence of defects at the local scale, CL
measurements at 15 K were performed on top of the nanoribbon arrays
(Figure 22d). Since the layer is free of APBs, the dark zone, corresponding to non-
luminescent areas, are attributed to the dislocations that are not trapped by the
structure and propagating through the QWs.

This explanation of the TDs acting as luminescence quenchers was pushed further
in another work [64] combining FIB-STEM, CL and strain measurement of the III-V
nanoribbons by precession electron diffraction (PED) [65, 66]. The Figure 23a.
shows a STEM cross-section of the nanoribbons with their AlAs/InGaAs QWs. The
structural defects crossing the QWs are labeled from d1 to d5. Prior to the STEM
lamella preparation CL intensity imaging (Figure 23b) was performed at the same
location of the nanoribbon (the area is located thanks to platinum marker deposited
on top of the NRs array). The authors highlighted that the luminescence is not
homogenous along the NRs and the dark and bright area are bounded by two TDs
indexed as d3 and d4 on the image. In addition, the CL peak position of the brighter
area shift of about 10 nm toward the higher wavelength (Figure 23c). Both the
intensity and the peak shifting can be spatially correlated to the 0.5% ε 110½ �strain
variation starting from the d3 dislocation and measured thanks to the PED method
(Figure 23d).

Figure 21.
(a) GaAs nano-ridges in SAE. (b) TDD and PDD as function of the trench-width. From [62].
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The SAE approach entails a large number of variants, including epitaxial lateral
overgrowth ELO [67] and confined epitaxial lateral overgrowth (CELO) [68]. These
alternatives often use a “3D” confinement of defects. However, if they are in certain
cases, very efficient, they generally require a complex and cost consuming pattern-
ing of the substrates. For an overview of the latter methods one can refer to the
references [59, 69].

2.4 Summary

In the past 30 years, efforts have been made to decrease the TDs induced by
the lattice mismatch between GaAs and Si. Introduction of DFLmethod as well as
the use of Aspect Ratio trapping method allow to decrease the threading disloca-
tion density in the 105–106 cm�2 range, value required to obtain efficient devices.

Figure 23.
Spatial correlation between mappings: (a) cross section STEM, (b) top-view CL intensity, (c) CL peak
positions, and (d) cross section ε [110], ε[001], and ε [110, 001] strain distortions realized on a single III-V
QWF. The high luminescent area is bounded by dislocations d3 and d4 and associated with a peak position shift
toward higher wavelength. ε [110] shows a 0.5% distortion along this III-V QWF, and no significant distortion
for ε[001] and ε [110, 001]. From [64].

Figure 22.
(a) low magnification cross-sectional STEM image of a GaAs layer grown in 140 nm wide SiO2 trenches on
(001)-oriented Si substrate showing a good uniformity of the selective growth. The trenches are oriented along
the [1–10] direction and are 180 nm deep. (b) Normalized room temperature lPL spectra of different InGaAs.
QWs having different composition of Indium of (#1) 10%, (#2) 20%, (#3) 30%, and (#4) 40%. (c) Cross-
sectional TEM image of the top layers showing the stack of GaAs/AlAs/InGaAs/AlAs/GaAs layers with no
crystalline defects. (d) 5 K panchromatic CL mapping of the nanoribbons array. From [64].
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3. Part 3: realization of InAs QDs/GaAs laser emitter on APB-free
GaAs/Si platform

3.1 The Development of QD laser on Si

The advantages of high data rate, broad bandwidth, mature fabrication pro-
cesses and low power consumption make Si photonics become a desirable approach,
meeting the future demands of optical interconnections. To date, significant
achievements have been made in Si photonics and most of key components have
been well demonstrated, including low-loss waveguides, high-speed modulators
and high-performance photodetectors [70–74]. However, the realization of high-
performance Si-based on-chip light sources still remains challenging for the full
integration of optoelectronics integrated circuits [75]. Among various of
approaches, monolithically integrating high-performance III-V QD lasers on Si
substrate has been considered as a promising method to develop an on-chip optical
source for Si photonics [76–78]. The advanced properties of low threshold, high
defects tolerance and high temperature stability contribute largely to the develop-
ment of QD lasers [27, 79–81].

Before illustrating the recent progress of QD lasers grown on Si (001) substrates,
it is worth to discuss briefly about some key milestones in the development of
monolithic integration of III-V lasers on Si. Although some optimized heteroepitaxy
techniques have reduced the TDD of III-V on Si from originally �109 cm�2 to
�106 cm�2, QW lasers directly grown on Si still suffered on their high threshold and
limited lifetime due to the enhanced TD generation [82–85]. An early result
presented a QW laser with InP buffer as thick as 15 μm with decent performance
and lifetime [86]. However, due to the difference of thermal expansion coefficient
between III-V epi-layer and Si substrate, the thick buffer is also vulnerable to the
formation of micro-cracks, which destroys the yield of Si-based devices [87]. The
research of III-V QD lasers on Si (001) comes out since early 2000s. After the early
attempt by using droplet epitaxy to grow QD lasers, the successful address of
Stranski-Krastanov growth mode on the growth of QDs presents significant advan-
tages on emitting light with the presence of high TDD caused by mismatch in lattice
constants and thermal expansion coefficients [88, 89]. By taking the benefits of
ultra-high vacuum and precise control, MBE system has been widely considered as a
suitable technique for the growth of high-performance QDs.

Recently, numerous achievements that pursuing high performance III-V QD
lasers on Si have been demonstrated. The offcut Si substrate was addressed initially
to prevent the formation of APB. In 2001, the first QD laser on Si emitting at 855 nm
at room temperature under continuous-wave operation was presented by growing
InGaAs QDs on Si substrate with MOCVD [90]. More importantly, the aging test
illustrated the advantage of reliability for QD lasers on Si compared with QW
counterparts. By further optimizing the active region and III-V buffer, such as
utilizing DFLs and P-type modulation doped QD region, the performance of QD
lasers on Si was highly improved, realizing a characteristic temperature (T0) of
244 K between operation temperature of 25–95°C and a reduced threshold current
density of 900A/cm2 at that time [48, 91]. These results suggest the possibility of
QD lasers directly grown on Si substrate as an efficient and reliable light source for
Si photonics.

The aforementioned works of QD lasers were all operated under emission of
1.1 μm. However, the recent ever-growing demands on telecommunication and
data-communication system, led to significant achievements on 1.3 μm InAs/GaAs
QD lasers on Si substrate. The first room temperature 1.3 μm emission of QDs on Si
grown by MOCVD was achieved by Li et al. at 2008, with the help of Sb [92].
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The SAE approach entails a large number of variants, including epitaxial lateral
overgrowth ELO [67] and confined epitaxial lateral overgrowth (CELO) [68]. These
alternatives often use a “3D” confinement of defects. However, if they are in certain
cases, very efficient, they generally require a complex and cost consuming pattern-
ing of the substrates. For an overview of the latter methods one can refer to the
references [59, 69].

2.4 Summary

In the past 30 years, efforts have been made to decrease the TDs induced by
the lattice mismatch between GaAs and Si. Introduction of DFLmethod as well as
the use of Aspect Ratio trapping method allow to decrease the threading disloca-
tion density in the 105–106 cm�2 range, value required to obtain efficient devices.

Figure 23.
Spatial correlation between mappings: (a) cross section STEM, (b) top-view CL intensity, (c) CL peak
positions, and (d) cross section ε [110], ε[001], and ε [110, 001] strain distortions realized on a single III-V
QWF. The high luminescent area is bounded by dislocations d3 and d4 and associated with a peak position shift
toward higher wavelength. ε [110] shows a 0.5% distortion along this III-V QWF, and no significant distortion
for ε[001] and ε [110, 001]. From [64].

Figure 22.
(a) low magnification cross-sectional STEM image of a GaAs layer grown in 140 nm wide SiO2 trenches on
(001)-oriented Si substrate showing a good uniformity of the selective growth. The trenches are oriented along
the [1–10] direction and are 180 nm deep. (b) Normalized room temperature lPL spectra of different InGaAs.
QWs having different composition of Indium of (#1) 10%, (#2) 20%, (#3) 30%, and (#4) 40%. (c) Cross-
sectional TEM image of the top layers showing the stack of GaAs/AlAs/InGaAs/AlAs/GaAs layers with no
crystalline defects. (d) 5 K panchromatic CL mapping of the nanoribbons array. From [64].

148

Post-Transition Metals

3. Part 3: realization of InAs QDs/GaAs laser emitter on APB-free
GaAs/Si platform

3.1 The Development of QD laser on Si

The advantages of high data rate, broad bandwidth, mature fabrication pro-
cesses and low power consumption make Si photonics become a desirable approach,
meeting the future demands of optical interconnections. To date, significant
achievements have been made in Si photonics and most of key components have
been well demonstrated, including low-loss waveguides, high-speed modulators
and high-performance photodetectors [70–74]. However, the realization of high-
performance Si-based on-chip light sources still remains challenging for the full
integration of optoelectronics integrated circuits [75]. Among various of
approaches, monolithically integrating high-performance III-V QD lasers on Si
substrate has been considered as a promising method to develop an on-chip optical
source for Si photonics [76–78]. The advanced properties of low threshold, high
defects tolerance and high temperature stability contribute largely to the develop-
ment of QD lasers [27, 79–81].

Before illustrating the recent progress of QD lasers grown on Si (001) substrates,
it is worth to discuss briefly about some key milestones in the development of
monolithic integration of III-V lasers on Si. Although some optimized heteroepitaxy
techniques have reduced the TDD of III-V on Si from originally �109 cm�2 to
�106 cm�2, QW lasers directly grown on Si still suffered on their high threshold and
limited lifetime due to the enhanced TD generation [82–85]. An early result
presented a QW laser with InP buffer as thick as 15 μm with decent performance
and lifetime [86]. However, due to the difference of thermal expansion coefficient
between III-V epi-layer and Si substrate, the thick buffer is also vulnerable to the
formation of micro-cracks, which destroys the yield of Si-based devices [87]. The
research of III-V QD lasers on Si (001) comes out since early 2000s. After the early
attempt by using droplet epitaxy to grow QD lasers, the successful address of
Stranski-Krastanov growth mode on the growth of QDs presents significant advan-
tages on emitting light with the presence of high TDD caused by mismatch in lattice
constants and thermal expansion coefficients [88, 89]. By taking the benefits of
ultra-high vacuum and precise control, MBE system has been widely considered as a
suitable technique for the growth of high-performance QDs.

Recently, numerous achievements that pursuing high performance III-V QD
lasers on Si have been demonstrated. The offcut Si substrate was addressed initially
to prevent the formation of APB. In 2001, the first QD laser on Si emitting at 855 nm
at room temperature under continuous-wave operation was presented by growing
InGaAs QDs on Si substrate with MOCVD [90]. More importantly, the aging test
illustrated the advantage of reliability for QD lasers on Si compared with QW
counterparts. By further optimizing the active region and III-V buffer, such as
utilizing DFLs and P-type modulation doped QD region, the performance of QD
lasers on Si was highly improved, realizing a characteristic temperature (T0) of
244 K between operation temperature of 25–95°C and a reduced threshold current
density of 900A/cm2 at that time [48, 91]. These results suggest the possibility of
QD lasers directly grown on Si substrate as an efficient and reliable light source for
Si photonics.

The aforementioned works of QD lasers were all operated under emission of
1.1 μm. However, the recent ever-growing demands on telecommunication and
data-communication system, led to significant achievements on 1.3 μm InAs/GaAs
QD lasers on Si substrate. The first room temperature 1.3 μm emission of QDs on Si
grown by MOCVD was achieved by Li et al. at 2008, with the help of Sb [92].

149

GaAs Compounds Heteroepitaxy on Silicon for Opto and Nano Electronic Applications
DOI: http://dx.doi.org/10.5772/intechopen.94609



However, due to the high TDD in the GaAs buffer, its PL intensity was eight times
weaker than QDs grown on the native GaAs substrate, even with a high QD density
obtained of 7 � 1010 cm�2. This also suggested the importance of developing
improved GaAs buffer on Si substrate associated with well-performed DFLs. The
first electrically pumped 1.3 μm InAs/GaAs QD laser directly grown on Si substrate
by MBE was successfully demonstrated by Wang et al. in 2011 [93]. The laser
structure was grown on an offcut Si substrate with 4° miscut angle to [110] orien-
tation. An improvement initialized from the growth of AlAs nucleation layer
instead of GaAs nucleation layer, realizing a reduction of defects observed at the
interface of AlAs/Si [94]. The threshold current density was reduced to 725A/cm2 at
room temperature under pulsed operation, with a single facet output power of
�26 mW achieved at room temperature. The highest operation temperature was
42°C with a T0 of 44 K.

Extensive studies were devoted following the first demonstration of electrically
pumped 1.3 μm QD laser on Si. In 2012, by utilizing Ge-on-Si virtual substrate, the
first room-temperature continuous-wave electrically pumped InAs/GaAs QD laser
monolithically grown on Si substrate with a Ge buffer layer was demonstrated by
MBE [95]. A low threshold current density of 162 A/cm2 was achieved at
continuous-wave mode with a room temperature lasing emission of 1.28 μm. The
operation temperature was as high as 84°C under pulsed mode. Although these
results were outstanding, a 1.3 μm InAs/GaAs QD laser directly grown on Si sub-
strate was still far from practice, until the successful demonstration by us in 2016.
By applying unique epitaxial method and improved fabrication process, the first
high-performance and long-lifetime 1.3 μm QD laser directly grown on Si was
achieved [29]. As shown in Figure 24a, 1 μm GaAs buffer was grown by three steps
on a deoxidized Si substrate to improve the material quality, followed by four sets of
DFLs consisted of five sets of InGaAs/GaAs SLSs and high temperature annealed

Figure 24.
(a) TEM image of GaAs buffer on Si including dislocation filter layers. (b) TEM image of active region, upper
inset: 1� 1 μm2 AFM image of uncapped QDs, and bottom inset: TEM image of a single QD. (c) SEM image of
fabricated broad-area laser. (d) Light-current–voltage curve of lasing characteristics under continuous-wave
condition at room temperature. Reproduce from [29].
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300 nm GaAs spacer layer. The TDD after DFLs was successfully reduced to the
level of 105 cm�2. High-performance laser structure with five stacks of InAs/GaAs
DWELL active region was developed upon this platform. A TEM image of active
region was shown in Figure 24b where QDs were coherently grown, without any
visible defects. The two inset images presented a 1 � 1 μm2 AFM image which show
a good uniformity with 3 � 1010 cm�2 dot density and the typical shape of a single
QD. Broad-area lasers were fabricated as shown schematically by a scanning elec-
tron microscope (SEM) image in Figure 24c. The light-current–voltage curve of the
device was shown in Figure 24d. An ultra-low threshold current density of 62.5 A/
cm2 under continuous wave at room temperature was obtained, which was the
lowest threshold current density value achieved for any kind of lasers on Si sub-
strate at that time. The single facet output power measured under injection current
density of 650 A/cm2 was exceeded 105 mW. The highest operation can be achieved
up to 75°C under continuous-wave mode and 120°C under pulsed mode. Moreover,
negligible degradation was observed after 3100 h aging test, realizing an extraordi-
naire mean time to failure lifetime more than 100,158 h. After that, Si-based mono-
lithically integrated narrow-ridge Fabry-Perot and distributed feedback QDs laser
are fabricated based on these outstanding outcome [96, 97].

3.2 InAs/GaAs QD laser on on-axis Si (001) substrate

These previous discussions on QD lasers were all fabricated on offcut Si sub-
strate, which are not fully compatible to the CMOS technique. The commercialized
on-axis Si (001) platform demands an miscut angle less than 0.5°. As discussed in
the first section of this chapter, the heteroepitaxy technique on on-axis Si (001) was
satisfied by forming APB-free GaAs buffer. Beyond the successful demonstration of
QD lasers on offcut Si platform, QD lasers grown on CMOS-compatible Si (001)
substrate were successfully developed in recent years [98–105], owing to the dem-
onstration of the APB-free GaAs and GaP templates on Si.

The first electrically pumped continuous-wave InAs/GaAs QD laser monolithi-
cally grown on-axis GaAs/Si (001) substrate was demonstrated in 2017 [98]. Fol-
lowing by a 400 nm APB-free on-axis GaAs/Si (001) platform grown by MOCVD,
MBE system was employed to grow QD laser structure with four repeats of DFLs,
which consist of five sets of InGaAs/GaAs SLSs. The five stacks of InAs/GaAs QD
layers sandwiched by AlGaAs cladding layers were grown subsequently. A
1 � 1 μm2 AFM image of uncapped InAs QD on Si (001) substrate was shown in
Figure 25a, realizing a good uniformity and a dot density of �3.5 � 1010 cm�2. The
sample was fabricated to broad-area laser devices with as-cleaved facets for laser
characteristic measurements. A comparison of room-temperature continuous-wave
light-current–voltage characteristics between QD laser on on-axis GaAs/Si (001)
platform and native GaAs substrate was shown in Figure 25b. The GaAs-based QD
laser presented a threshold current density of 210 A/cm2, while that of on-axis Si-
based QD laser was 425 A/cm2. The calculated slope-efficiency and differential
quantum efficiency of GaAs-based QD laser were � 0.12 W/A and 12.7%, respec-
tively. The QD laser on on-axis Si (001) also show decent results on corresponding
characteristics, which the calculated slope-efficiency was 0.068 W/A and differen-
tial quantum efficiency was 7.2%. Figure 25c presents a temperature dependent
light-current curve of Si-based QD laser operated under continuous-wave mode.
The maximum operating temperature achieved was 36°C. As shown in Figure 25d,
the pulsed results of light-current characteristic at various heatsink temperature
presented a highest operation temperature of 102°C, which was the first demon-
stration of QD laser directly grown on on-axis Si (001) substrate that observed
lasing over 100°C. The inset image of Figure 25d shows the characteristic
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visible defects. The two inset images presented a 1 � 1 μm2 AFM image which show
a good uniformity with 3 � 1010 cm�2 dot density and the typical shape of a single
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device was shown in Figure 24d. An ultra-low threshold current density of 62.5 A/
cm2 under continuous wave at room temperature was obtained, which was the
lowest threshold current density value achieved for any kind of lasers on Si sub-
strate at that time. The single facet output power measured under injection current
density of 650 A/cm2 was exceeded 105 mW. The highest operation can be achieved
up to 75°C under continuous-wave mode and 120°C under pulsed mode. Moreover,
negligible degradation was observed after 3100 h aging test, realizing an extraordi-
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cally grown on-axis GaAs/Si (001) substrate was demonstrated in 2017 [98]. Fol-
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light-current–voltage characteristics between QD laser on on-axis GaAs/Si (001)
platform and native GaAs substrate was shown in Figure 25b. The GaAs-based QD
laser presented a threshold current density of 210 A/cm2, while that of on-axis Si-
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tively. The QD laser on on-axis Si (001) also show decent results on corresponding
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tial quantum efficiency was 7.2%. Figure 25c presents a temperature dependent
light-current curve of Si-based QD laser operated under continuous-wave mode.
The maximum operating temperature achieved was 36°C. As shown in Figure 25d,
the pulsed results of light-current characteristic at various heatsink temperature
presented a highest operation temperature of 102°C, which was the first demon-
stration of QD laser directly grown on on-axis Si (001) substrate that observed
lasing over 100°C. The inset image of Figure 25d shows the characteristic
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temperature T0 of 32 K between 16–102°C. This result is further improved by K. Li
et al. with an optimized DFLs and QDs [99].

As shown in Figure 26a, four repeats of In0.18Ga0.82As/GaAs SLSs DFLs were
well performed to annihilate TDs with total buffer thickness of �2 μm. The active
region of laser was consisted of five repeats of InAs/GaAs DWELL structure, real-
izing a room temperature peak PL emission of �1308 nm with a linewidth of
�32 meV. A comparison of room temperature PL results of InAs/GaAs QD on

Figure 25.
(a) 1 � 1 μm2 AFM image of uncapped InAs QDs grown on on-axis Si (001) substrate. (b) Light-current–
voltage characteristic comparison of an InAs/GaAs QD laser grown on on-axis Si (001) and native GaAs
substrate at room temperature under continuous-wave operation. (c) Single facet light-current curve for InAs/
GaAs QD laser on on-axis Si (001) as a function of temperature under continuous-wave operation, inset: light-
current curve at a heat sink temperature of 36°C. (d) Single facet light-current curve for InAs/GaAs QD laser
grown on on-axis Si (001) substrate at different heat sink temperatures under pulsed condition, inset: natural
logarithm of threshold current density against temperature in the ranges of 16–102°C. Reproduce from [98].

Figure 26.
(a) Cross-sectional TEM image for whole buffer; (b) A comparison of room temperature PL results, inset: an
AFM image of uncapped InAs/GaAs QD layer; (c) Light-current characteristics of InAs/GaAs QD laser grown
on Si exact (001) at various operation temperature, inset: light-current–voltage characteristic at room
temperature. Reproduce from [99].
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on-axis Si (001) and native GaAs substrates was shown in Figure 26b, the inset
image shows an AFM image of uncapped InAs/GaAs QD layer with about
�4 � 1010 cm�2 dot density. The laser samples were fabricated into 50 μm � 3 mm
broad-area laser devices. The characterization of laser devices was all measured
under continuous wave. As shown in the inset image of Figure 26c, the threshold
current density as low as �160 A/cm2 has been achieved at room temperature,
which was improved compare to previous result. A single facet output power of
48 mW was obtained at an injection current density of 500 A/cm2 without any
thermal rollover. The threshold current density increased with the rising of opera-
tion temperature and laser operation was observed up to 52°C. The T0 obtained was
�60.8 K between 16–36°C.

In order to investigate the defect tolerance of QD and QW structure, an InAs/
GaAs QD laser directly grown on on-axis GaAs/Si (001) platform and an InGaAs
QW laser in the same structure except active region were grown for comparison
[100]. By further analyzing the performance of QD and QW laser and their thermal
activation energy (Ea), the great characteristics of QD laser on dislocation tolerance
and thermal reliability have been proved.

Temperature dependent PL measurements were performed for both QD and
QW samples. As shown in Figure 27a, PL intensity of the QD sample at room-
temperature was about six times lower than the PL intensity at 20 K. In contrast, the
difference for the QW sample shown in Figure 27b was �1000 times between 20 K
and room temperature. Moreover, the integrated PL intensity for both samples was
measured in order to estimate their Ea. The results were shown in Figure 27c, which
were 240 meV and 35 meV for QD and QW lasers, respectively. The significantly
higher Ea observed for the QD could contribute to its higher optical intensity at high
temperatures. As shown in Figure 28a, 25 μm � 3 mm broad-area lasers were
fabricated for both QD and QW samples. The room-temperature characteristics of
them under continuous-wave mode were illustrated in Figure 28b. The threshold
current density of �173 A/cm2 for QD laser was achieved. In addition, over
100 mW single-facet output power was obtained under injection current density of
670 A/cm2. In contrast, there was no lasing observed for the QW device at room-
temperature even at higher injection levels. After comparing with modelling results,
this study indicated that QW laser cannot work properly above 107 cm�2 of TDD
[100, 101]. Figure 28c presented a temperature dependent light-current curve of
QD laser on Si (001). The highest continuous-wave operation was observed over
65°C. These results quantitively suggested that QD laser had its natural advantages
on defect tolerance and temperature insensitivity. It also demonstrated that QD
laser monolithically integrated on on-axis Si (001) substrate can be a promising
on-chip optical source for Si photonics.

Figure 27.
Comparison of PL spectra at room-temperature (300 K) and 20 K for (a) the QD laser, and (b) the QW laser.
(c) Temperature-dependent integrated PL intensities of the InAs QD and InGaAs QW lasers from the
temperature region of 20 K to 300 K, showing Ea of both samples. Reproduce from [100].
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temperature T0 of 32 K between 16–102°C. This result is further improved by K. Li
et al. with an optimized DFLs and QDs [99].

As shown in Figure 26a, four repeats of In0.18Ga0.82As/GaAs SLSs DFLs were
well performed to annihilate TDs with total buffer thickness of �2 μm. The active
region of laser was consisted of five repeats of InAs/GaAs DWELL structure, real-
izing a room temperature peak PL emission of �1308 nm with a linewidth of
�32 meV. A comparison of room temperature PL results of InAs/GaAs QD on

Figure 25.
(a) 1 � 1 μm2 AFM image of uncapped InAs QDs grown on on-axis Si (001) substrate. (b) Light-current–
voltage characteristic comparison of an InAs/GaAs QD laser grown on on-axis Si (001) and native GaAs
substrate at room temperature under continuous-wave operation. (c) Single facet light-current curve for InAs/
GaAs QD laser on on-axis Si (001) as a function of temperature under continuous-wave operation, inset: light-
current curve at a heat sink temperature of 36°C. (d) Single facet light-current curve for InAs/GaAs QD laser
grown on on-axis Si (001) substrate at different heat sink temperatures under pulsed condition, inset: natural
logarithm of threshold current density against temperature in the ranges of 16–102°C. Reproduce from [98].

Figure 26.
(a) Cross-sectional TEM image for whole buffer; (b) A comparison of room temperature PL results, inset: an
AFM image of uncapped InAs/GaAs QD layer; (c) Light-current characteristics of InAs/GaAs QD laser grown
on Si exact (001) at various operation temperature, inset: light-current–voltage characteristic at room
temperature. Reproduce from [99].
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on-axis Si (001) and native GaAs substrates was shown in Figure 26b, the inset
image shows an AFM image of uncapped InAs/GaAs QD layer with about
�4 � 1010 cm�2 dot density. The laser samples were fabricated into 50 μm � 3 mm
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48 mW was obtained at an injection current density of 500 A/cm2 without any
thermal rollover. The threshold current density increased with the rising of opera-
tion temperature and laser operation was observed up to 52°C. The T0 obtained was
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QW samples. As shown in Figure 27a, PL intensity of the QD sample at room-
temperature was about six times lower than the PL intensity at 20 K. In contrast, the
difference for the QW sample shown in Figure 27b was �1000 times between 20 K
and room temperature. Moreover, the integrated PL intensity for both samples was
measured in order to estimate their Ea. The results were shown in Figure 27c, which
were 240 meV and 35 meV for QD and QW lasers, respectively. The significantly
higher Ea observed for the QD could contribute to its higher optical intensity at high
temperatures. As shown in Figure 28a, 25 μm � 3 mm broad-area lasers were
fabricated for both QD and QW samples. The room-temperature characteristics of
them under continuous-wave mode were illustrated in Figure 28b. The threshold
current density of �173 A/cm2 for QD laser was achieved. In addition, over
100 mW single-facet output power was obtained under injection current density of
670 A/cm2. In contrast, there was no lasing observed for the QW device at room-
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QD laser on Si (001). The highest continuous-wave operation was observed over
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3.3 Microdisk QD laser grown on on-axis Si (001) substrate

Despite the outstanding progress has been made on edge-emitting QD lasers on
on-axis GaAs/Si (001) substrate. For the dense integration with light source on Si
that compatible to CMOS technique, microdisk lasers with small footprint has been
considered as a promising approach for realizing nanophotonic integrated circuits.
Additionally, compared with Fabry-Perot laser cavity, microdisk lasers also benefit
from their advantages on low threshold and high quality factor which could bring
less optical loss [106]. Recently, by applying the well-performed on-axis GaAs/Si
(001) platform and optimized DFLs, a monolithically grown InAs/GaAs QD
microdisk laser on on-axis Si (001) substrate with ultra-low threshold at room
temperature was successfully demonstrated [107]. The device was optically
pumped under continuous-wave mode. Figure 29a presented a schematic structure
of this fabricated microdisk laser where the top of disk was the active region that
consisted of three stacks of InAs/GaAs DWELL layers separated by 50 nm of GaAs
space layer and 69 nm of AlGaAs cladding layer. A typical fabricated microdisk laser
with disk diameter of 1.9 μm was shown in the SEM image of Figure 29b, which
indicated a smooth etched surface with 73.5° sidewall tilt. The cross-sectional TEM
image in Figure 29c shows the whole epilayer structure on on-axis GaAs/Si (001)
substrate.

The collected lasing spectra for the microdisk laser with 1.9 μm diameter was
illustrated in Figure 30a. The results presented a free spectral range of 76 nm –

Figure 28.
(a) SEM image of an example of broad area laser fabricated by QD and QW samples with 25 μm ridge width
and 3 mm cavity length. (b) Comparison of room-temperature light-current–voltage characteristics for QD and
QW lasers directly grown on on-axis Si (001) substrate. (c) Temperature-dependent light-current
measurement of the QD laser under continuous-wave mode. Reproduce from [100].
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89 nm between adjacent whispering gallery modes. Both ground state and excited
state emission were observed. A main peak wavelength of 1263 nm was located at
the first excited state. Figure 30b shows the collected intensity and linewidth as a
function of input optical power for the corresponding peak emission at 1263 nm. An
ultra-low threshold of 2.6 � 0.4 μW and a clear narrowing trend of FWHM was
obtained. The threshold of this result was even lower than the InAs QD microdisk
lasers on native GaAs and InP substrates [109–111]. Additionally, the sample was
fabricated into microdisk lasers with variable diameter from 1 μm to 2 μm. The
corresponding threshold of main peak of microdisk lasers were presented as a
function of diameter in Figure 30c. All the results of threshold were below 3.5 μW.
The fluctuation of threshold versus the diameter of microdisk may result from the
slight factor difference in fabrication process.

3.4 Continuous-wave QD photonic crystal lasers on on-axis Si (001)

As a promising ultra-compact on-chip light source, III-V photonic crystal lasers on
Si benefits on their ultralow power consumption and small footprint. Most recently,
Zhou et al. demonstrated an optically pumped InAs QD photonic crystal laser on
on-axis GaAs/Si (001) substrate, which was the first monolithic integration of photonic
crystal laser emitting at 1.3 μm on CMOS-compatible Si (001) substrate [108].
A single mode operation with ultra-low threshold down to �0.6 μm and a large

Figure 29.
(a) Schematic diagram of a QD microdisk laser fabricated on on-axis Si (001) substrate. (b) SEM image of a
QD microdisk laser with 1.9 μm diameter. (c) Cross section TEM image of the epitaxial structure of QD
microdisk laser on on-axis Si (001) substrate. Reproduce from [107].
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Figure 28.
(a) SEM image of an example of broad area laser fabricated by QD and QW samples with 25 μm ridge width
and 3 mm cavity length. (b) Comparison of room-temperature light-current–voltage characteristics for QD and
QW lasers directly grown on on-axis Si (001) substrate. (c) Temperature-dependent light-current
measurement of the QD laser under continuous-wave mode. Reproduce from [100].
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89 nm between adjacent whispering gallery modes. Both ground state and excited
state emission were observed. A main peak wavelength of 1263 nm was located at
the first excited state. Figure 30b shows the collected intensity and linewidth as a
function of input optical power for the corresponding peak emission at 1263 nm. An
ultra-low threshold of 2.6 � 0.4 μW and a clear narrowing trend of FWHM was
obtained. The threshold of this result was even lower than the InAs QD microdisk
lasers on native GaAs and InP substrates [109–111]. Additionally, the sample was
fabricated into microdisk lasers with variable diameter from 1 μm to 2 μm. The
corresponding threshold of main peak of microdisk lasers were presented as a
function of diameter in Figure 30c. All the results of threshold were below 3.5 μW.
The fluctuation of threshold versus the diameter of microdisk may result from the
slight factor difference in fabrication process.

3.4 Continuous-wave QD photonic crystal lasers on on-axis Si (001)

As a promising ultra-compact on-chip light source, III-V photonic crystal lasers on
Si benefits on their ultralow power consumption and small footprint. Most recently,
Zhou et al. demonstrated an optically pumped InAs QD photonic crystal laser on
on-axis GaAs/Si (001) substrate, which was the first monolithic integration of photonic
crystal laser emitting at 1.3 μm on CMOS-compatible Si (001) substrate [108].
A single mode operation with ultra-low threshold down to �0.6 μm and a large

Figure 29.
(a) Schematic diagram of a QD microdisk laser fabricated on on-axis Si (001) substrate. (b) SEM image of a
QD microdisk laser with 1.9 μm diameter. (c) Cross section TEM image of the epitaxial structure of QD
microdisk laser on on-axis Si (001) substrate. Reproduce from [107].
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coupling efficiency for room temperature spontaneous emission under continuous-
wave condition were achieved. 3D finite-difference time- domain (FDTD) simula-
tion method was applied in order to obtain a high-quality factor for the resonance
among QDs emission spectrum. Figure 31a shows a schematic structure of fabri-
cated photonic crystal laser with 1 μm thickness of air slab underneath the cavity to
enhance the vertical light confinement. The structure of active region that consists
of four repeats of InAs/InGaAs/GaAs DWELL layers sandwiched by 50 nm GaAs
space layers and 40 nm AlGaAs cladding layers was shown in Figure 31b. The
collected intensity and linewidth of photonic crystal laser as a function of input
power were shown in Figure 31c. The optically pumped QD photonic crystal lasers
exhibited single-mode operation with an ultra-low threshold of �0.6 μW. The inset
image shows a peak wavelength at �1306 nm with different pumped power. The
Lorentzian fitting curve indicated a linewidth of �0.68 nm and a calculated cavity
quality factor of 2177. The soft turn on process shown in Figure 31c also presented a
typical behavior of laser with high spontaneous emission coupling efficiency (β).
The logarithmic plot of light–light curve with fitting results of this QD photonic
crystal laser were shown in Figure 31d. It indicated the best fitting data obtained at
β = 0.18, realizing a large spontaneous emission coupling efficiency under
continuous-wave condition at room temperature.

3.5 Summary

QD laser on Si has attracted great research interests in recent years, which brings
new approach for achieving efficient light source of Si-based photonics integration.
These works discussed in this section with established epitaxy technique of APB-
free on-axis GaAs/Si (001) platform, effective DFLs and optimized QD layers
demonstrate that high-performance QD laser monolithically integrated on on-axis

Figure 30.
(a) Collected intensity as a function of wavelength with different pumped power below and above the threshold
of QD microdisk laser on on-axis Si (001). (b) The corresponding collected intensity and linewidth versus
pumped power for the first excited state emission at 1263 nm. (c) Threshold of main lasing peak of QD
microdisk laser as a function of various diameter. Reproduce from [108].
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Si (001) substrate can be a promising on-chip optical source for Si photonics.
Different approaches also provide new routes to form the basis of future monolithic
light sources for the application of optical interconnects in large-scale silicon
optoelectronics integrated circuits.

4. Conclusions

Heterogeneous integration of III–V compound semiconductors is promising to
realize functionalities such as laser sources and photodetectors, and silicon based
waveguides on Si platform. The direct heteroepitaxy of GaAs on nominal Si(100)
wafers used by the microelectronics industry faces several issues to produce high
quality material. In this chapter, we discussed the recent advances to tackle the
formation of antiphase domains and to reduce the threading dislocation density.
Currently, APB is no more an issue, as solutions have been proposed to obtain thin
(<400 nm) GaAs film without APB, solutions based on dedicated cleaning and
annealing processes of Si substrate before the GaAs epitaxy. The threading disloca-
tions have hindered the development of GaAs devices on a Si CMOS platform and
many solutions have been studied in th epast. We have reviewed the most efficient
methods that used interchangeably the insertion of a Ge buffer between silicon and
GaAs, the insertion of dislocation filter layers in the GaAs, or selective epitaxy in a
cavity with a proper aspect ratio. All these progresses allowed reaching the range of
106–105 cm�2 TDD required to elaborate performant optoelectronics devices. Next
we developed the fabrication of InAs QDs/GaAs laser emitters in the infrared region
integrating GaAs buffer without APB grown on nominal Si(100) wafers and DFL to
reduce the TDD. Different type of devices were fabricated such as broad area laser

Figure 31.
(a) Schematic structure of QD photonic crystal laser on on-axis Si (001). (b) A diagram of active region in our
photonic crystal laser. (c) Collected light–light curve and linewidth of the lasing peak at 1306 nm, inset:
Lorentzian fitting of data below the threshold. (d) Logarithmic light–light plot of fitted and collected data.
Reproduce from Ref. [108].
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electrically pumped and operating at room temperature and up to 65°C, microdisk
QDs lasers and continuous-wave QD photonic crystal lasers.

This paves the way towards the monolithic integration of optoelectronics and
microelectronics functionalities on the same silicon CMOS platform, promising
tremendous evolution in the data treatment and computing fields.
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Chapter 9

IMPATT Diodes Based on GaAs  
for Millimeter Wave Applications 
with Reference to Si
Janmejaya Pradhan and Satya Ranjan Pattanaik

Abstract

The small signal characteristics of DDR IMPATTs based on GaAs designed 
to operate at mm-wave window frequencies such as 94, 140, and 220 GHz are 
presented in this chapter. Both the DC and Small signal performance of the above-
mentioned devices are investigated by using a small signal simulation technique 
developed by the authors. The efficiency, output power and power density of GaAs 
IMPATT is higher than that of Si IMPATT. Results show that the DDR IMPATTs 
based on GaAs are most suitable for generation of RF power with maximum conver-
sion efficiency up to 220 GHz. The noise behavior of GaAs IMPATT yield less noise 
as compared to Si IMPATT.

Keywords: GaAs, IMPATT diode, ionization rates, efficiency, noise

1. Introduction

The revolution of electronic device in 20th century is mostly based on silicon 
and is regarded as the first generation semiconductor. Before the beginning of 
21st century gallium arsenide (GaAs) and indium phosphide (InP) have evolved 
as second generation semiconductors constituting the base for the wireless and 
information revolution. However, at the begin of the 21st century, silicon carbide 
(SiC) and gallium nitride (GaN) are emerge as the wide bandgap semiconductors 
can work at high temperature and at high voltage and they may be regarded as third 
generation semiconductors used in the electronic and optoelectronic industries. 
Moreover the superior properties of wide bandgap semiconductors and the recent 
rush of research on wide bandgap semiconductor based electronic devices; one 
might speculate that wide bandgap semiconductors like diamond, AlN, etc. may be 
the future generation semiconductors. However, all the semiconductors have their 
vital performance in the field of information and communication.

The tremendous growth in information and communication technology has 
resulted in demand for millions of channels simultaneously. In order to avoid the 
interference between individual communications, the frequency of operation has 
been increased to a high value (i.e. the microwave and millimeter wave range). 
The advancement in solid state devices has contributed significantly towards the 
feasibility of modern microwave and mm-wave systems. Among several solid state 
devices capable of producing millimeter wave, IMPATT (IMPact Avalanche Transit 
Time) diode is considered as a leading source of solid-state power. The high power 
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generating capability and high efficiency of IMPATT diode makes it attractive 
both at commercial and military sectors. The device has the dominant character-
istics over other microwave and millimeter wave sources both with respect to the 
frequency coverage and output power. Later the report of first experiment of the 
microwave oscillation [1] the efficiency and output power has been increased with 
frequency. And some of the records making output from IMPATT diode are 42 W of 
pulsed power at 96 GHz [2], 520 mW at 217 GHz [3] and a continuous wave (CW) 
power 980 mW near 100 GHz and 50 mW at 220 GHz [4] have been reported. 
Again IMPATT diode being fabricated from any semiconductor, it has made itself 
an attractive device for both theoretical as well as experimental study.

IMPATT diodes are well recognized two terminal solid-state devices to deliver 
sufficiently high power at both microwave and mm-wave frequency bands [5]. 
Silicon is the most popular base material for IMPATT diodes from the point of 
view of its advanced process technology [6–10]. However, GaAs is a vibrant 
base semiconductor for IMPATT diodes at the both microwave and mm-wave 
frequencies. Since early seventies, several researchers have fabricated IMPATT 
diodes based on GaAs and obtained higher DC to RF conversion efficiency and 
better avalanche noise performance of those as compared to their conventional Si 
counterparts [11–16].

This chapter looks at the benefits of GaAs in power electronics applications, 
reviews the current state of the art, and shows how it can be a strong and feasible 
candidate for IMPATT. It is also well known that at a given frequency the micro-
wave and millimeter wave power output of an IMPATT diode is proportional to 
the square of the product of semiconductor critical field and carrier saturation 
velocity. Again heat generation and dissipation in IMPATT diodes can severely 
limit the performance of IMPATT diodes. GaAs is, therefore, an ideal semiconduc-
tor for IMPATT diodes over Si, because it offers higher (i) critical electric field, 
(ii) carrier saturation velocity and (iii) thermal conductivity. These properties 
can lead to high-performance IMPATT diodes for microwave and millimeter wave 
applications. Some theoretical work using drift–diffusion methods for IMPATT 
device simulation confirmed that GaAs devices operated in the pulsed mode can 
offer very high power in the short-wavelength part of the millimeter range. So in 
this chapter, we have explored the device properties of GaAs IMPATT diode using a 
small signal model for mm-wave applications around the design operating frequen-
cies of 94, 140, 220 and 300 GHz. The power performance and noise behavior of 
the diode is determined and compared with the Si base double drift region (DDR) 
IMPATT diode.

2.  Material parameter and design consideration of Si, GaAs IMPATT 
diodes

The material parameters take the vital role for the design of the diodes as well 
as the IMPATT operation. We have used the values of material parameters of the 
semiconductors under consideration i.e. the carrier ionization rate, saturation 
drift velocity of electron (vsn), and hole (vsp), mobility (μ), permittivity (εs) etc. 
obtained from the research reports [17–26]. The material parameters used for the 
computer simulation IMPATT diodes based on the semiconductors concerned are 
summarized in Table 1. Besides theses parameters for IMPATT it is required to con-
sider about the diode area, junction temperature and the operating current density 
at the desired design frequency. In this case we have taken the uniform diode area 
and junction temperature, but the current density is taken as per the operating 
frequency.
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To design an IMPATT diode one needs to consider its efficiency, frequency of 
operation, low cost, low loss thermal and electrical constants, output power and 
it is also important to achieve the breakdown condition for IMPATT operation. 
Energy band gap, ionization rate, dielectric constant, thermal conductivity, satura-
tion drift velocity of electron and hole and break down field are the key factors 
to acquire the simulation results of efficiency, breakdown voltage and the output 
power of IMPATT. Taking into account the suitability of all these material proper-
ties, we have used the design criteria as W = 0.5 vsn,sp/fd; where W, vsn,sp and fd are 
the total depletion layer width, saturation velocity of electrons and design operat-
ing frequency respectively and chosen the double drift region (DDR) optimized 
structure to explore the potential of GaAs IMPATT diode. The schematic diagram 
of the DDR structure is shown in Figure 1. This structure depends on the saturation 
velocity and design operating frequency.

The diodes have the doping distribution of the form n+npp+ and are designed 
to operate at a frequency of 94, 140 and 220 GHz. Each n and p-region has width 
as well as the total width for the active region which has been mentioned in the 
Table 2. The width of the n+ and p+ are negligible and are hence used for ohmic 
contacts. The doping concentration for each n and p region of all structures 
have been mentioned in Table 2, while the doping concentration for each n+ and 
p+ region are taken as 1.0 × 1026 m−3. The optimized operating current density, 
junction temperature and diode area are taken for window frequency of 94 GHz, 
140 GHz and 220 GHz and listed in Table 2. Again the junction temperature and 
diode area are taken as 300 K and 1.0 × 10−10 m2 respectively.

Though the applications of IMPATT diode are mostly realized on the basis 
of double drift region structures, we have considered the symmetrical double 
drift region (DDR) IMPATT diode structures with doping distribution of the 
form n+npp+ as shown in Table 2 for the DC, small signal and noise analysis. 1-D 
schematic diagram of the proposed DDR IMPATT diode structures are shown in 
Figure 1. The n+ and p+ regions of the diode are heavily doped with each having 
a doping concentration of 1.0 × 1026 m−3. Each n- and p-regions has a moderate 
doping concentration for different materials based on the optimized current 

Parameters Si GaAs

Energy band gap, Eg (eV) 1.12 1.42

Critical Electric Field, Ec (×106 V/m) — 0.65

*An (×108 m−1) 0.62 5.6

*Bn (×108 V m−1) 1.31 2.41

* Ap (×108 m−1) 2.0 1.5

*Bp (×108 Vm−1) 2.17 1.57

*m 1 1

Saturation drift velocity of electron, vsn (× 104 m/s) 10.5 10.0

Saturation drift velocity of holes, vsp (×104 m/s) 8.1 10.0

Electron mobility, μn (m2V−1S−1) 0.058 0.85

Hole mobility μp (m2V−1S−1) 0.04 0.019

Permittivity, ε (10−11 F/m) 10.0 11.4

*αn = An exp[−(Bn/E)]m, αp = Ap exp[−(Bp/E)]m.

Table 1. 
Material parameters of Si and GaAs semiconductors.
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density as given in Table 2. The total active regions width is taken along with 
different space points of 1 nm each on both p-region and n-region. The values of 
doping concentrations and diode active region width are taken for optimum con-
version efficiency and operation at atmospheric window frequencies of 94 GHz, 
140 GHz and 220 GHz. The net doping concentration at any space point is hence 
determined by using the exponential and error function profiles.

3. Millimeter-wave properties of Si and GaAs DDR IMPATT diodes

The various properties of IMPATT diodes based on the fundamental semicon-
ductor materials like Si and GaAs have been found by the simulation method. The 
properties like DC characteristics, small signal characteristics and noise behaviors 
have been computed in DDR structures based on Si and GaAs. The details of the 
results are discussed in the following sections.

3.1 DC characteristics

The computer simulation method [27] has been applied to a DDR structures 
IMPATT diode based on Si and GaAs and yields the results of different characteris-
tics. The essential DC characteristics such as peak electric field (Emax), breakdown 
voltage (VB), avalanche zone voltage (VA), efficiency (η), avalanche zone width 
(XA) and ratio of avalanche zone width to total depletion layer width (XA/W) of 
the designed DDR IMPATTs are obtained from DC simulation.. The analysis of 
comparative description of the prospects of GaAs for IMPATT diode with reference 
to Si IMPATT diodes at different operating frequencies such as 94 GHz, 140 GHz 

Figure 1. 
A 1-D schematic diagram of the proposed DDR IMPATT diode.

Design 
frequency 
(GHz)

Materials Width of active region 
(nm)

Doping concentrations 
(×1023 m−3)

Current 
density (J) 

(×108 Am−2)n-region
(Wn)

p-region
(Wp)

n-region
ND

p-region
NA

94 Si 555 430 0.80 0.85 3.2

GaAs 530 530 0.65 0.65 2.0

140 Si 360 285 1.40 1.45 6.8

GaAs 355 355 1.1 1.1 5.0

220 Si 245 185 2.70 2.75 15.0

GaAs 225 225 2.00 2.00 7.3

Table 2. 
Design parameters of Si and GaAs DDR IMPATT.
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and 220 GHz are presented in Table 3. At different frequencies all the considered 
IMPATT diodes show different kinds of behavior.

The breakdown voltage for GaAs IMPATT diode shows the high value over Si 
IMPATT. This high value of break down voltage produces high RF power output as 
compared to Si IMPATT. Again, GaAs IMPATT provides more efficiency than Si 
IMPATT and the efficiency values are given in Table 3. The percentage of the ratio of 
avalanche zone width to total drift layer width (XA/W) for all the diodes structure 
under consideration increases with higher operating frequencies. Higher value of 
XA/W describes wider avalanche zone which leads to higher avalanche voltage (VA) 
and lower drift zone voltage (VD). In case of GaAs-based DDRs XA/W is 42.36% at 
94 GHz but it rises to 48.22% at 220 GHz which causes the decrease of efficiency 
(η) at 220 GHz. But in Si DDRs at 94 GHz, XA/W is 42.7%, whereas it is 45.48% at 
220 GHz and this leads to fall in efficiency (η) at higher mm-wave frequencies.

3.2 Small signal characteristics

The DC output simulation parameters have been used as the input for simulation 
of small signal analysis. The significant high-frequency or small signal parameters 
obtained from this analysis are optimum frequency (fp), peak negative conductance 
(−Go), negative resistance (ZR), RF power output (PRF) and output power density 
(PD). These parameters are obtained from the high-frequency simulation of GaAs 
and Si DDR IMPATTs at several biased current density and represented in Table 4. 

Design 
frequency
fd (GHz)

Material Peak electric 
field

Emax (×107 
Vm−1)

Breakdown 
voltage

VB

(volt)

Drift 
voltage

VD 
(volt)

XA/W 
(%)

Efficiency
η (%)

94 Si 4.90 23.35 8.72 38.80 11.89

GaAs 4.81 29.48 12.28 41.42 13.26

140 Si 5.46 17.91 6.31 44.5 11.22

GaAs 5.19 22.25 8.39 47.8 12.00

220 Si 6.27 13.18 4.29 45.48 10.36

GaAs 5.83 14.91 5.44 48.22 11.62

Table 3. 
DC properties of Si and GaAs DDR diodes at 94 GHz, 140 GHz and 220 GHz with design parameter of 
Table 2.

Design 
frequency
(GHz)

Materials Negative conductance
(−Go)

×107 Sm−2

Negative resistance
(−ZR)

×10−9 Ωm2

Power density
(PD)

×109 Wm−2

94 Si 2.55 17.3 1.74

GaAs 1.91 8.49 2.07

140 Si 6.11 9.42 2.45

GaAs 4.89 4.70 3.07

220 Si 15.6 3.96 3.40

GaAs 10.4 1.59 3.92

Table 4. 
Small signal characteristics of Si and GaAs DDR IMPATT diodes at design frequency of 94, 140 and 220 GHz.
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Figure 2. 
Variation of negative conductance with frequency for DDR IMPATT operating at 94 GHz.

The diode negative conductance and negative resistance as a function of frequency 
for the different DDR IMPATT diodes of GaAs and Si are mentioned at different 
operating frequency. GaAs IMPPAT shows less negative conductance as compared 
to Si IMPATT. The diode negative conductance (−Go) as a function of frequency for 
GaAs and Si DDR IMPATT is plotted in Figures 2–4. From the figures it is observed 
that, as the diodes are optimized with the current density, the peak of the negative 
conductance lies at the design operating frequencies 94 GHz, 140 GHz and 220 GHz 
and also it is noticed that the peak negative conductance of Si is remarkable higher. 
Subsequently in negative resistance case the behavior is directly reverse. The GaAs 
based IMPATT DDR diode gives less value of negative resistance (−ZR) than that of 
Si DDR diodes.

The power density of GaAs bas IMPATT shows high value as compared to Si 
based IMPATT. The high value of power density indicates GaAs IMPATT diode is 
capable of high output power. Again it is noticed that the power density increases 
with increase in the operating frequency. This high power density of GaAs generates 
more noise in the device which is discussed in the subsequent section.

Over all, the variation of negative conductance with the different operating 
frequencies in Figure 5 and it is also observed that the negative conductance of all 
the IMPATT diode based on Si and GaAs increases with the increase in operating 
frequency keeping area of the diode constant.

3.3 Noise properties

Since noise is an important aspect of IMPATT study, and hence, the noise 
characteristic of GaAs IMPATT diode has been analyzed and compared the 
results with Si based IMPATT diodes. In Table 5, the mean square noise voltage 
per band width of the three different diodes based on GaAs and Si at different 
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operating frequencies of 94 GHz, 140 GHz and 220 GHZ are represented. From 
Table 5 it is seen that the peak values of mean square noise voltage per band 
width (<v2>/df)max are found at the frequencies (fp) of 75 GHz, 100 GHz and 
160 GHz for Si for the operating frequency of 94 GHz, 140 GHz and 220 GHz, 

Figure 3. 
Variation of negative conductance with frequency for DDR IMPATT operating at 140 GHz.

Figure 4. 
Variation of negative conductance with frequency for DDR IMPATT operating at 220 GHz.
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for GaAs IMPATT the frequencies of peak values of <v2>/dfmax are 60 GHz, 110 
GHz and 155 GHz. The corresponding values of mean square voltage per band 
width (<v2>/df)max at the operating frequency of 94,140 and 220 GHz for all the 
diodes are given in Table 5. GaAs DDR IMPATT shows minimum mean square 
noise voltage per band width. The variation of mean square noise voltages per 
bandwidth (MSNVPBW) of the IMPATT diodes based on the semiconductors 
under consideration as a function of frequency are plotted in Figures 6–8 for 
operating frequency of 94 GHz, 140 GHz and 220 GHz respectively.

Noise measure (NM), which is an indicator of noise to power ratio, is an 
important aspects for the study of noise behavior. The values of computed noise 
measure at the designed frequency are presented in Table 5. We have plotted noise 
measure as a function of frequency in Figures 9–11 for both the IMPATT diodes 
based on GaAs and Si at different operating frequency of 94 GHz, 140 GHz and 
220 GHz respectively. The comparative study of noise measure of Si and GaAs is 

Material Frequency at 
(<v2>/df)max

(GHz)

(<v2>/df)max

(V2s)
fd

(GHz)
(<v2>/df) at fd

(V2s)
NM at fd

(dB)

Si 75 1.59 × 10−14 94 1.51 × 10−15 27.23

100 3.7 × 10−15 140 6.51 × 10−16 26.20

160 8.95 × 10−16 220 2.04 × 10−16 24.94

GaAs 60 4.52 × 10−14 94 5.54 × 10−16 25.96

110 9.75 × 10−15 140 2.09 × 10−16 24.28

155 3.4 × 10−15 220 5.98 × 10−17 23.55

Table 5. 
Noise properties of GaAs and Si DDR IMPATT diodes.

Figure 5. 
Variation of negative conductance with operating frequency for DDR IMPATT diodes design to operate at  
94, 140 and 220 GHz.
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given in Table 5. GaAs IMPATT produces less noise as compare to Si IMPATT. The 
main reason for the low noise behavior of GaAs for a given electric field is the same 
value of the electron and hole ionization rates. Whereas, in Si the ionization rates 
are quite different. It may be mentioned here, the high power generation mecha-
nism is such that if we wish to get more output power then we are supposed to get 
more noise.

Figure 6. 
Variation of mean square voltage per bandwidth with frequency for DDR IMPATT diodes operating 
at 94 GHz.

Figure 7. 
Variation of mean square voltage per bandwidth with frequency for DDR IMPATT diodes operating at 
140 GHz.
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Figure 8. 
Variation of mean square voltage per bandwidth with frequency for IMPATT DDR operating at 220 GHz.

Figure 9. 
Variation of noise measure with frequency for DDR IMPATT diodes operating at 94 GHz.
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Figure 11. 
Variation of noise measure with frequency for DDR IMPATT diodes operating at 220 GHz.

Figure 10. 
Variation of noise measure with frequency for DDR IMPATT diodes operating at 140 GHz.
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4. Conclusion

The small signal characteristics of DDR IMPATTs based on GaAs designed to 
operate at mm-wave window frequencies such as 94 GHz, 140 GHz, and 220 GHz 
are presented in this chapter. Both the DC and Small signal performance of the 
IMPATT diode based on GaAs are investigated by simulation technique. The results 
show that the DDR IMPATTs based on GaAs are most suitable device for genera-
tion of RF power with maximum conversion efficiency up to 220 GHz. However, at 
higher mm-wave frequencies, the DDR IMPATTs based on GaAs surpass the other 
semiconductor material for IMPATT not only for frequencies below 94 GHz but 
also above 94 GHz. Thus, GaAs is a vibrant base semiconductor for IMPATT diodes 
at the both microwave and mm-wave frequencies and also for higher mm-wave 
frequencies greater than 94 GHz. It is worthy indication of the future of  
communication technology.

© 2021 The Author(s). Licensee IntechOpen. This chapter is distributed under the terms 
of the Creative Commons Attribution License (http://creativecommons.org/licenses/
by/3.0), which permits unrestricted use, distribution, and reproduction in any medium, 
provided the original work is properly cited. 
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