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Preface

Response Surface Methodology (RSM) is one of the major methodologies for 
analysts but not so much for engineers and scientists. However, there has been 
a paradigm shift and, as such, this book explores the use of RSM in engineering 
science.

The book includes thirteen chapters with case studies that discuss the basics of RSM 
and its potential uses and applications in engineering science. Chapter 1 provides 
an introduction to RSM in engineering science and Chapter 2 discusses machine 
learning models of RSM. 

Chapter 3 highlights the global optimization and surface approximation method-
ologies along with the applications to eliminate the industrial problems. Chapter 4 
centers on response surface design robust against nuisance factors. Chapter 5 
deals with the central composite design (CCD) for RSM for possible application in 
pharmacy. Chapter 6 discusses RSM optimization in asphalt mixtures. Chapter 7 
examines the application of RSM for analyzing pavement performance. Chapter 
8 emphasizes the optimal condition selection for removal of methylene blue dye 
implementing a desirability-based RSM approach. Chapter 9 talks about how RSM 
can be used to optimize agro-industrial processes. Chapter 10 covers optimal laser 
settings for lithotripsy by numerical response surfaces of ablation and retropul-
sion. Chapter 11 calls attention to RSM applied to optimize phenolic compound 
extraction from Brassica. Chapter 12 discusses response surface designs in textile 
engineering, and Chapter 13 concludes with an overview of the use of RSM in food 
process modeling and optimization. 

This volume is designed to counter the notion that RSM is only useful for analysts. 
It is a useful resource for readers interested in this methodology and those who wish 
to use it in new and innovative research. 

Palanikumar Kayaroganam
Department of Mechanical Engineering,

Sri Sai Ram Institute of Technology,
Chennai, India
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Chapter 1

Introductory Chapter: Response 
Surface Methodology in 
Engineering Science
Kayaroganam Palanikumar

1. Introduction

RSM (response surface methodology) is a factorial/experimental design for opti-
mising a strong bond between one or more target variables. This pragmatic method 
has been recommended by Box and Wilson [1]. Moreover, it is the key component 
for gaining the finest results through an array of exclusive experiments. To achieve 
it, normally, the second-degree polynomial model is used. Even though RSM is a 
hypothetical model, the scientists and researchers practice it for estimations.

RSM helps to examine the connection between the input variables and 
the responses (output) of any process or system. Its main intention is to 
advance the response time or to reach the scope of betterment in the work.

2. Response surface methodology - A view

The response surface methodology (RSM) is used to analyse the rapport 
when the input factors are quantitative. Additionally, the variables (x1) and (x2) 
maximise the yield of a process (Y). To put it briefly, the variables influence the 
process yield, as mentioned below:

 ( )1 2y x ,xf= + ε  (1)

Indeed, RSM is expedient in creating and analysing the system, as the ultimate 
aim is to optimise the impact response by various factors.

As RSM is very important in the formulation, creation, and implementation 
of new engineering research and products, it is more predominant in the field of 
industrial, manufacturing, clinical sciences, material development, social science, 
and physical, biological, food engineering, and engineering sciences. It is a known 
fact that it has many applications; therefore, the researchers explore its origin. 
In addition, many researchers have used RSM for manufacturing and engineer-
ing applications. For example, surface roughness and cutting force components 
are modelled analytically by using the response surface methodology (RSM). Its 
outcome determines the workpiece’s feed rate and its hardness impacts the cutting 
force components. Nevertheless, the surface roughness is affected by both the feed 
rate and the hardness of the workpiece [2].

RMS’s efficiency depends on the accuracy of y at various points throughout the 
response surface; therefore, the researcher determines its optimal or improved 
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system’s reaction. From the very beginning of the research, the researcher studies 
the components or variables of the response surface. Correspondingly, non-
significant independent variables are isolated from the critical ones with a view 
to conducting a good experiment. Also, it is necessary to focus on the essential 
components before the examination study. In addition, Hill and Hunter divide the 
response surface analysis into four phases [3]. The specifics are as follows:

1. The experiments can be planned as a statistically valid experiment.

2. Compute the coefficients for the response surface equation.

3. Test the equation by using the lack-of-fit test to see if this is correct.

4. Test the response surface regions target by examination.

RSM manipulates the precise design of experiments (DoE), which has 
recently acquired favour for formulation. Along with it, its statistical approach is 
used to assess the interaction effect between the process factors than the  
traditional approach.

RSM (response surface methodology) is a computational and scientific tech-
nique for modelling and analysing the situations that consider various factors that 
impact the desired response and attempt to maximise the result [4]. The connection 
between the output and the independent variables is unknown in most of the RSM 
issues [5]. In a similar fashion, RSM estimates the outcome variable ‘y’ and the 
set of independent variables ‘x’ first. In several portions of the response variable, 
a low-order polynomial is commonly used. The functional approximation in the 
first-order model is well represented by the independent parameters and it is given 
below [4]:

 0 1 1 2 2 k ky x x xβ β β β ε= + + +…+ +  (2)

When the structure is having curvature in the second-order form, a  
higher-grade polynomial is used [4].

 2
0

1 1

k k

i i ii i ij i j
i i i j

y x x x xβ β β β ε
= = <

= + + + +∑ ∑ ∑∑  (3)

Approximation polynomials’ parameters are estimated by using the least-square 
approach. So, a surface response analysis is performed on the linked surface. 
Besides that, the analysis of the installed surface is compared with the analysis of 
the actual system, when the installed surface is a reasonable approximation to the 
genuine response function [6].

Consecutively, the model variables envisage the most suitable experimental 
designs successfully for data collection. Eventually, the surface design is con-
sidered as the suitable responsive surface. Undoubtedly, RSM is a method for 
identifying the system’s optimal process parameters or a factor space area that 
successively meets [7]. Likewise, simultaneous analysis of multiple responses 
commences with appropriate response surface models for each result. Later, it 
pursues to optimise a set of operating conditions and keeps all responses within 
the necessary range at the lower limit [8].
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3. Conclusions

From the literature and other details as on date, RSM is extensively used in 
engineering science and it has found numerous applications. By using it properly, 
the process output can be improved to many folds and RSM can be utilised as an 
important technique in engineering and science applications.

© 2021 The Author(s). Licensee IntechOpen. This chapter is distributed under the terms 
of the Creative Commons Attribution License (http://creativecommons.org/licenses/
by/3.0), which permits unrestricted use, distribution, and reproduction in any medium, 
provided the original work is properly cited. 
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Chapter 2

Introducing Machine Learning
Models to Response Surface
Methodologies
Yang Zhang and Yue Wu

Abstract

Traditional response surface methodology (RSM) has utilized the ordinary least
squared (OLS) technique to numerically estimate the coefficients for multiple
influence factors to achieve the values of the responsive factor while considering the
intersection and quadratic terms of the influencers if any. With the emergence and
popularization of machine learning (ML), more competitive methods has been
developed which can be adopted to complement or replace the tradition RSM
method, i.e. the OLS with or without the polynomial terms. In this chapter, several
commonly used regression models in the ML including the improved linear models
(the least absolute shrinkage and selection operator model and the generalized
linear model), the decision trees family (decision trees, random forests and gradient
boosting trees), the model of the neural nets, (the multi-layer perceptrons) and the
support vector machine will be introduced. Those ML models will provide a more
flexible way to estimate the response surface function that is difficult to be
represented by a polynomial as deployed in the traditional RSM. The advantage of
the ML models in predicting precise response factor values is then demonstrated by
implementation on an engineering case study. The case study has shown that the
various choices of the ML models can reach a more satisfactory estimation for the
responsive surface function in comparison to the RSM. The GDBT has exhibited to
outperform the RSM with an accuracy improvement for 50% on unseen experi-
mental data.

Keywords: response surface methodology (RSM), machine leaning (ML),
regression, the least absolute shrinkage and selection operator (LASSO),
generalized linear model (GLM), decision trees, random forests, gradient boosting
decision trees (GBDT), multiple-layer perceptrons (MLP), support vector
regression (SVR)

1. Introduction

Response surface methodology (RSM) is an intersection of the experimental
design, the objective optimization and the statistical modeling. RSM aims to identify
the adequate mathematical model with the optimal selection of the influence factors
to predict the responsive factor and to obtain the extremum of the model under the
constrained numerical intervals or categorical levels of the influence factors. The
objectives are achieved through designing and conducting a series of experiments to
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collect the necessary amount of experimental data to approximate the mathematical
model.

RSM was originally proposed and described in [1] and some other papers are
subsequently published to contribute to the development of the RSM [2, 3]. Review
papers began to appear starting from [4] that summarized the utilization of RSM in
the chemical and processing fields. It is followed by a few more recent review
papers in the application of the physical and science area [5, 6] and the biometric
area [7] and some books in the related subjects as well [8, 9]. RSM has quickly
gained popularity in empirical modeling in physical experiments to replace or
complement the traditional presumed approach [10] where the theoretical knowl-
edge of the experimental systems are available since its appearing. It is as well
utilized in modeling the numerical experiments together with the simulation-based
methods such as the finite element analysis in the application of the design optimi-
zation [11]. RSM contains three skeletal concepts including the estimation of the
mathematical model or function, the design of experiments (DoE) and the valida-
tion and representation of the postulated mathematical function. Those three steps
are likely to be insufficient to conduct only once and will require iteration in
practice to achieve a satisfactory result [4].

The most commonly used postulation for the mathematical model is first-order
or higher-order polynomials [12, 13]. Despite the wide implementation in chemistry
and chemical engineering, it is inevitable that under certain circumstances, the
polynomials are inadequate to approximate the underlying RMS functions (e.g.
non-linear systems). Especially with the rapid development of information tech-
nology in the recent few decades, the utilization of RMS has been spreading to cover
many other fields such as civil [14], advanced manufacturing [15, 16], and biomed-
ical engineering [17, 18] and agricultural and food science [19, 20]. Experimental
data has become much easier to collect, process and cache, parallel to which is the
emergence of machine learning.

Machine learning (ML) is a process of the model building using experimental
data or past experience in order to solve a given problem [21, 22]. It enhances the
RMS by fitting a rather wide range of approximation models to achieve the respon-
sive surface function. The whole process of ML model construction innately coop-
erates with the model estimation and model validation stages of the RSM [22].
Additionally, many ML models intrinsically select the most significant influence
factors during the model construction process (e.g. the LASSO [23], the GLM and
decision trees based models [24, 25]). This nature of the ML models will help to
reduce the chance for attempting different DoE to identify the most appropriate
influence factor combination and therefore contribute to diminishing the repeti-
tiveness of the three-step cycle and reducing the total experimental runs and cost.
Indeed, in cases where the experimental data is extremely expensive or difficult to
obtain such as those in the biochemistry field [18, 19], the polynomial approxima-
tion and the corresponding DoE methods such as the full or partial factorial design
[26], central composite design [27] and the Taguchi’s experimental designs [26, 28]
are still of utmost importance.

While the ML methods may not be suitable in certain scenarios where expensive
time and financial cost are associated with the physical experiments, some tech-
niques are still worth to be explored and utilized to replace or complement the
traditional polynomial approach. The objective of the chapter is to introduce some
of the linear and non-linear ML models to estimate the responsive surface function
under the fair assumption of a reasonable cost and easiness in obtaining enough
amount of experimental data. The book chapter is divided into 4 sections, the
following section describing the frequently used ML models in detail, Section 3
implementing an engineering example to demonstrate the advantages of those ML

10
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models in comparison to the traditional polynomial postulation and Section 4 sum-
marizing the content in the chapter and discussing further research direction.

2. The machine learning approach

2.1 The model construction, validation and testing

Before diving into the various ML models to estimate the responsive surface
functions, it is worthy to comprehend the overall model construction and assess-
ment process of the ML approach. Similar to the cyclic three-concept of the RSM,
ML also contains an iterative process to reach a satisfactory estimation result.

ML requires the pre-acquisition of a good amount of experimental data (i.e., the
number of samples should be more than the number of coefficients to be estimated.
The more samples, the better). A model is constructed using part of the data
(training set) and assessed on the remaining data (test set). This technique will help
to eliminate the risk of the overfitting problem (the model predicts superior on the
current data, yet inferior on unseen data), and therefore to ensure the reliability of
the constructed model even when new experimental data becoming available.

In addition to the train-test split technique, ML also employs the cross-validation
technique to further assist in preventing the overfitting issue and simultaneously
help to select the hyper-parameters (parameters that requires pre-definition by the
researcher). When deploying the cross-validation technique, the training set is
divided into multiple folds of smaller sets. One of the fold is held as the validation
set to assess the prediction power of the constructed model and the rest is utilized to
construct the model. The process of model building and validation repeats until
each sub-fold having been used as a validation set. The final goodness-of-fitness of
the model going through the cross-validation technique is computed as the average
of each performance values in the loop.

The following part of the sectionwill introduce a few commonly used regressionML
models (learning a functionmapping from the influence factors to the responsive factor
based on available influence-response pair data) as the responsive surface function:

• the advanced linear regression models (the least absolute shrinkage and
selection operator model and the generalized linear model).

• the tree-based models (decision trees, random forest and the gradient boosting
decision trees).

• a basic type of the Neutral Nets, i.e. the multiple layer perceptrons and

• support vector regression.

2.2 Linear regression methods

2.2.1 Traditional RSM method/the ordinary Least Square (OLS)

RSM favors the low-order polynomial as the postulation of the mathematical
function where the coefficients of the polynomial are estimated by finding the
optimal solution to minimize the sum of squared error of the observed response
values and the predicted response values. In ML term, the traditional RSM approach
to approximate the responsive surface function is referred to as the ordinary least
squared model (OLS).

11

Introducing Machine Learning Models to Response Surface Methodologies
DOI: http://dx.doi.org/10.5772/intechopen.98191



Take the first-order polynomial as an example [29], i.e.

ŷ ¼ βX, (1)

where β ¼ β1, β2,⋯, βmð Þ stands for the m coefficients to be estimated, ŷ is the
approximated values of the responsive factor and X is the matrix of the influence
factors. The optimization problem is to find the β that minimizes the sum of the
squared error [29], i.e.

arg min β∥βX� y∥22, (2)

where the lp-norm of a vector u ¼ u1, u2,⋯, uNð Þ is defined as:

∥u∥p ¼
PN

i¼1 uij jp
� �1=p

[30].

2.2.2 The least absolute shrinkage and selection operator model (LASSO)

LASSO is an upgraded version of the OLS as it allows influence factors selection
during the coefficients estimation process and generalization (a technique to avoid
overfitting) [23]. LASSO is also a linear regression model yet differs from the OLS
by adding an extra regularization term to the loss function to realize the two
additional functions [31], i.e. the optimization problem then becomes:

argminβ
1
2n

∥βX� y∥22 þ α∥β∥1|fflffl{zfflffl}
regularization term

zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{loss function

, (3)

where α is a constant of the l1-norm regularization term. Other ML models
offering similar functions include the bridge model (where the loss function con-
tains an extra l2-norm term other than a l1-norm term) and the Elastic-Net model
(where the loss function contains both the l1-norm and l2-norm terms).

2.2.3 The generalized linear model

Another useful linear ML model is the generalized linear model (GLM) which
allows estimating the response factor when the residuals of the responses do not
follow a Gaussian distribution, e.g. the response factor is always positive, or con-
stant value changes in the influence factors leads to exponential value varying other
than constant varying of the response factor. In this case, GLM can be utilized to
approximate the responsive surface function. It elevates the OLS by differing in two
aspects, the predicted value of the response factor is linked to an inverse function of
the linear combination of influence factors, i.e. ŷ ¼ h βXð Þ and the residual term in
the loss function is replaced by the unit deviance of a reproductive exponential
dispersion model (EDM) [32], i.e.

arg min β
1
2n

Xn
i¼1

d yi, ŷi
� �þ α

2
∥β∥2, (4)

where n is the number of samples in the training set. Since the loss function also
contains a regularization term, the GLM provides feature selection and generaliza-
tion during model construction as LASSO does.
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Examples of the unit deviance of the EDM are given in Table 1 [33].
The 1st-order polynomial assumption is made for purpose of simplifying the

concept to introduce the above linear ML models. The intersection and quadratic
terms of a higher-order polynomial can be easily computed and added to by
performing a transformation on the 1st-order polynomial. The linear regression
models described above are still suitable to estimate the coefficients of the
transformed influence factors to form a higher-order polynomial responsive surface
function.

As mentioned, non-linearity may exist between the influence factors and as
such, the polynomials will become inadequate to approximate the mapping from
the influence factors to the responsive factor. In this case, the non-linear ML models
will become distinctive.

2.3 Tree-based methods

2.3.1 Decision trees

Decision trees (DT), instead of the linear regression models described in Section
2.2, is a non-parametric ML model (models defined without coefficients). The
problem is to build a model to predict the values of the responsive factor by means
of defining a series of decision principles deduced from the training data [29].

A DT model is built in a top-down manner with each split node partitioning the
influence factors into a subgroup and the process eventually reaches a value of the
responsive factor [24]. The more important the split node, the higher the node in
the tree. The common criteria to minimize as to decide the orders for future split
nodes are mean squared error, Poisson deviance and the mean absolute error [34].
Assuming to use the Poisson deviance, suppose the data at the nodem is represented
by Qm with Nm samples, the loss function at the split node is defined as:

H Qmð Þ ¼ 1
Nm

X
y∈Qm

yln
y
ym
� yþ ym, (5)

where ym is the mean of the responsive values at the node m and the optimiza-
tion problem is to identify the node m that minimizes H Qmð Þ [25].

In comparison to the linear regression models, DT can fit non-linear systems due
to the nature of how it is constructed. Besides, since the importance of each influ-
ence factor is computed during the tree construction process, it also helps to select
the most significant influencers as a procedure of the feature selection and thus to
improve the prediction accuracy of the resulted model. However, there are hidden
drawbacks when implementing the DT [34]:

Distribution Response domain Unit deviance d y, ŷ
� �

Gaussian y∈ �∞,∞ð Þ y, ŷð Þ2

Poisson y∈ 0,∞½ Þ 2 yln y
ŷ� yþ ŷ

� �

Gamma y∈ 0,∞ð Þ 2 ln ŷ
yþ ŷ

y� 1
� �

Inverse Gaussian y∈ 0,∞ð Þ y, ŷð Þ2
yŷ2

Table 1.
The unit deviance functions for response factors following various distributions.
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• Overfitting problem, i.e. an over-complex DT is built, resulting in good
prediction in existing data but poor prediction in unseen data.

• Unstable model, i.e. slight variation in the data can lead to a completely
different DT.

2.3.2 Random forests and gradient boosting decision trees (GBDT)

In order to address the disadvantages of the DT and to estimate a satisfactory
model, ensemble techniques are explored. The ensemble technique combines the
prediction of multiple base estimators to achieve reduced variance and enhanced
robustness over a single meta-estimator. DT is a common model used as a type of
base estimator to form the final meta-estimator. The DT used in an ensemble model
is usually simple-structured by limiting the maximum depth of the trees or the
maximum leaf nodes of the trees and as a consequence to ease the overfitting issue
of using a single DT model.

Two types of ensemble trees, the random forests and the GBDT are introduced
here.

Random forest constructs multiple DT with each DT built from a subset drawn
with replacement from the training dataset and uses the averaged prediction of the
individual DT as the final prediction for the meta-estimator [29]. GBDT builds a
sequence of DT with each preceding DT attempting to eliminate the error of the
current sequential DT model and uses a weighted sum of the predictions generated
by the sequentially built DT to produce the final prediction [29]. More details
regarding the two models can be found in [35, 36].

2.4 The neural-nets method

Neutral-nets models are a group of models originally inspired by the biological
neural networks and are able to learn a complex function mapping from the influ-
ence factors to the responsive factor. Neural-nets models have popularized since
their development due to their accuracy in predicting without knowing the under-
lying relationship between the influencers and the responders and therefore mas-
sive descendent models have been published recently. In this section, the first
generation and the most fundamental neural-nest model, the multiple layer
perceptrons (MLP) is presented [37].

MLP builds a non-linear function approximation to map the set of influence
factors to the responsive factor using the training data. Between the influence
factors and the final response factor, there may exist one or multiple non-linear
layers, as illustrated in Figure 1 [29].

Each circle in Figure 1 is a neuron. The leftmost layer is the input layer that
consists of the neurons representing the influence factors. Each neuron in the
hidden layer is a weighted linear summation of the neurons in the previous layer
followed by a non-linear transformation by applying an activation function. The
value of the response factor is given by the neuron in the output layer after receiv-
ing the values from the last hidden layer and transforming the values using the
linear summation and an appropriate activation function. For the MLP regression
model, the activation function in the last step is an identity function, i.e. no activa-
tion function is applied in the last step. Similar to the advanced linear models, MLP
employs the sum of the squared error loss and an additional l2-norm regularization
term as the loss function [38], the optimization problem is thus to identify the β that
minimizes:
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argminβ
1
2
∥βX� y∥22 þ

α

2
∥β∥22|fflffl{zfflffl}

regulization term

zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{loss function

, (6)

MLP utilizes the stochastic gradient descent (SGD) to update the coefficients
based on the gradient of the regularization term and the loss function at each
iteration in order to obtain the optimal values of the coefficients [38], i.e.

β β� γ α
∂R βð Þ
∂β
þ ∂cost

∂β

� �
, (7)

where γ is a pre-defined learning rate that controls the step-size in the iteration
to reach a local extreme minimum, R βð Þ is the regularization term and loss is the loss
function in Eq. (7) respectively.

2.5 Support vector regression

Support Vector Regression (SVR) was developed in the 1990s [39], a decade late
than the surge of the neutral-nets [40]. Unlike the Neutral-nets, which are result-
oriented ‘black-box’ models, the SVR has well-defined underpinned theoretical
properties.

Support vectors are the data points from the training set that have a direct
determining impact on the optimum location of the decision surface (a hyperplane
separating one class of data points from anther) [41]. The SVR outstands when
there is a limited number of experimental data, in particular, when the number of

Figure 1.
Structure of a multiple layer perceptrons (MLP) model.
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samples in the training set is less than the number of influence factors, as the SVR
fit a mathematical model by utilizing a subset of the training samples to decide the
decision surface. It enhances the linear approximation models by means of fitting
non-linear properties in the data as during the model construction process, the
influence factors can go through a pre-define non-linear kernel function and as such
to realize a non-linear transformation to obtain the response [29].

The procedure to obtain the predicted response values using SVR is similar to the
MLP and is illustrated in Figure 2. The support vectors are first transformed using
and a map φ and then conduct the dot product to evaluate the kernel function

k x∙xið Þ (for examples, the Gaussian kernel function is given k x, y
� � ¼ e�

∥x�y∥2
2σ2 ). The

values of the kernel functions are then added up using certain weights to achieve
the predicted value of the response factor.

Assuming for the 1st-order polynomial approximation (as represented in
Eq. (1)), SVR searches for the coefficients by minimizing the inner product of the
coefficients, i.e.

1
2
∥β∥2 ¼ < β∙β> , (8)

subjected to the condition of limiting the prediction error into a certain thresh-
old, i.e. βX� y

�� ��< ε, where ε is a pre-defined threshold value. However, it is
inevitable that not all data points will fall into the threshold and as such, the
equation needs to consider the possibility of errors larger than ε [41]. Therefore, the
equation is completed with an inclusion of the slack variable ξ as the deviation from
the error threshold ε. The optimization problem then becomes:

argminβ
1
2
∥β∥2 þ C

Xn
i¼1

ξi

 !
, (9)

with constrains ∣yi � βxi∣ ≤ εþ ξi for each i ¼ 1, 2,⋯, n, and ξi ≥0 [41].
This minimization problem can be resolved by finding the solution of an

equivalent Langrangian Dual problem, i.e. finding the ξ that maximize:

Figure 2.
The architecture of the support vector regression (SVR) to obtain a prediction.
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argmaxξ
Xn
i¼1

ξi �
1
2

Xn
i¼1

ξiξ jyiy jk xixj
� �

,

 
(10)

subjected to the conditions
Pn

i¼1ξiyi ¼ 0 and ε≥ ξi ≥0. [41]

3. A mechanical engineering case study

The traditional RSM method and the introduced ML models above will be
employed to approximate the underlying mathematical model for a set of mechan-
ical engineering data used in [42].

3.1 Description of the experiment data

In the manufacturing processes process, the machine vibration severity level is a
critical index to indicate the status of the machine tool and the finish of the cutting
material. If a high severity level occurs, the manufacturing process is likely going
wrong such as the occurrence of chatter or breakage of a machine tool. However, it
is not always loss-effective to have the corresponding devices installed and human
technicians in-place to monitor the vibration severity continuously. Instead, a
numerical approximation can be explored by collecting machining data, which is
easier and less expensive to access.

The experimental dataset contains 56519 samples and 74 variables collected from
the sensors installed on the shop floor machine and the central controller computer
[42]. To simplify the case to a single response factor problem, the severity variables
along different directions measured on various ranges are compacted together using
their standardized l2-norm values, i.e., the 8 severity columns are first standardized
by removing their column mean and scaling to the unit variance. The unified
columns are then used to compute the l2-norm in the horizontal direction to get the
target response variable column. After removing the two time-related columns, the
repeated program number column, finally, the processed data provides 63 influence
factors and one response factor.

3.2 Implementation of the traditional RSM and the ML methods

A piece of program code is written in Python language and utilizes a package
named Scikit-learn [29] to realize the discussed MLmodels. The main objective here
is to demonstrate the advantages of ML in estimating the response surface function
to predict the values of the response factor with higher accuracy compared with the
traditional RSM polynomial approximation.

First of all, the dataset is standardized to its unit variance form in the same
manner as to compute the single severity column in Section 3.1, i.e., using the
formula: z ¼ x�mean xð Þ

std xð Þ . This is due to that many models to be implemented later
require the standardization of the data to avoid the multiple issues (obscuring the
conclusion of the statistical significance of the model terms, producing imprecise
coefficients or incorrect model structure) caused by the collinearity.

The standardized dataset (containing the 56512 samples data) is divided into a
training set and a held-out test set with a 7/3 ratio. The training dataset is further
split into three subfolders with each subfolder utilized as a validation set to estimate
the prediction power of the model constructed using the remainder two subfolders
to adopt the cross-validation technique described in Section 2.1. Employment of the
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cross-validation technique will further prevent the over-fitting problem and as such
to reassure the robustness of the estimated model and better prediction on unseen
data. The training set is used to estimate and select the optimal responsive function
and the held-out test set is used to exam the prediction accuracy and the reliability
of the fitted RSM function on unseen data. The goodness-of-fitness of the estimated
function on the training set and the prediction accuracy of the function on unseen
data is measured using three different measuring metrics and the outcomes are
shown in the cross-validation results and the held-out test set results sections
respectively in Table 2.

The three measuring metrics evaluate the model performance from different
statistical perspectives to ensure a solid conclusion to be reached. The statistical
meanings and the computation equations for the three measuring metrics are given
below [43]:

• The explained variance (EV) measures the proportion to which a mathematical
model accounts for the variance of a given data set and is computed as

EV y, ŷ
� � ¼ 1� var y� ŷ

� �

var y
� � , (11)

where var stands for the variance. The optimal possible of an EV value is 1. The
lower the value, the worse the model performs.

• The mean absolute percentage error (MAPE) measures the percentage
difference between the actual and the predicted response factor values and is
defined as:

MAPE y, ŷ
� � ¼ 1

n

Xn
i¼1

∣
yi � ŷi

yi
∣, (12)

The best possible MAPE value is 0% when every single predicted value matching
the actual one. The greater the score, the worse the model performs.

Metric name/model
type

Linear models Non-linear models

Model name OLS/RSM LASSO GLM RF GBDT MLP SVR

Polynomial order 1st 2nd 1st 2nd 1st 2nd N/A

Cross-validation Results

EV 0.697 0.841 0.700 0.877 0.700 0.865 0.923 0.924 0.905 0.901

MAPE 31.4% 88.4% 31.4% 19.7% 30.2% 17.8% 13.5% 13.0% 15.3% 14.9%

RMSE 0.660 1.62 0.656 0.630 0.656 0.660 0.333 0.331 0.372 0.352

Held-out Test Set Results

EV 0.699 �1.08 0.699 0.878 0.699 0.865 0.925 0.926 0.908 0.900

MAPE 31.4% 160% 31.5% 19.7% 30.3% 18.0% 13.2% 12.9% 14.6% 14.3%

RMSE 0.657 7.74 0.658 0.609 0.657 0.639 0.328 0.325 0.367 0.348

Table 2.
Experimental results of applying the traditional RSM method and the ML methods on a set of engineering data.
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• The rooted mean squared error (RMSE) measures the actual differences between
the actual value and the predicted value from the model and is defined by:

RMSE y, ŷ
� � ¼ 1

n

Xn
i¼1

yi � ŷi
� �2

 !1=2

(13)

The smaller the value, the better the model performs.
The functions that realize the traditional RSM linear model (i.e. OLS), and the

six ML models, including the LASSO, the GLM, the random forests (RF), the
GBDT, the MLP and the SVR) in the Sciket-Learn package [29] are implemented
and utilized to estimate the underlying mathematical function that maps the 63
influence factors to the target responsive factor for the case study dataset. The
technique that generates the 2nd order polynomial terms is also deployed to obtain
the polynomial estimation of the traditional RSM function. The goodness-of-fitness
and the prediction accuracy of the estimated responsive function using the RSM
model or each of the ML models are displayed in the corresponding column labeled
with the name of the model in Table 2. Particularly, for linear models, both 1st-
order and 2nd-order polynomial terms have been attempted.

Furthermore, in order to investigate whether the existing experimental data is
enough to achieve a robust and accurate responsive surface function, the learning
curve, which determines the cross-validation training and validation accuracy
scores under different training sample sizes, is also drawn for each of the models
and shown in Figure 3. More specifically, using a proportion of the training data to
perform the cross-validation technique described in Section 2.1. The mean, the
minimum and the maximum of the cross-validation results will be shown on the
learning curve for each of the subset used.

3.3 Experimental results and discussion

3.3.1 Accuracy of the estimated responsive surface function

The scores in Table 2 display the cross-validation accuracy and the prediction
accuracy on a held-out test set of the RSM and the ML models assessed under three
different measuring metrics, the explained variance (EV), the mean absolute per-
centage error (MAPE) and the rooted mean squared error (RMSE).

Results in Table 2 has demonstrated that assuming for 1st-order polynomial, the
performance of the tradition RSM method, i.e. OLS, is equally mediocre with the
other two linear ML models, LASSO and GLM, as all of them produce similar testing
results under each of the measuring metrics. This indicates that a 1st-order polyno-
mial assumption may be not enough to include all information between and within
the influence factors, which has been validated by the improved model perfor-
mance for 2nd-order polynomial approximation using a corresponding ML linear
model and using the non-linear approximation models.

Under the 2nd-order polynomial postulation, the two linear ML learning models,
LASSO and GLM greatly surpass the RSMmethod as the two models allow influencer
selection during model construction and as such to eliminate the influence factors
that interferes with estimating precise coefficients. Therefore, more accurate polyno-
mial coefficients are estimated; Besides, both LASSO and GLM perform better under
the 2nd-order polynomial assumption than under the 1st-order assumption. The two
points imply that some intersection terms of the 2nd-polynomials are redundant and
intrusive while the others are necessary to be taken into account. Estimating the

19

Introducing Machine Learning Models to Response Surface Methodologies
DOI: http://dx.doi.org/10.5772/intechopen.98191



Figure 3.
The learning curves obtained using the traditional RSM method (OLS) and the ML models (LASSO, GLM,
RF, GBDT, MLP, and SVR).
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coefficients of the intrusive influencers can be a bottleneck for the traditional RSM
approximation method as the 2nd-order polynomial approximation using OLS has
seen obvious chaos with unreasonably large prediction error.

The table has also demonstrated that the non-linear ML models (RF, GBDT,
MLP and SVR) outperform the linear models with or without the intersection and
quadratic terms as the measuring metrics have leapt when switching from the linear
models to the non-linear ones. Within all the non-linear ML models, the GBDT has
exceeded all the others though the performance advantage is relatively small
(<10%). In comparison with the traditional RSM method (1st-order polynomial),
GBDT has seen a significant improvement (about 50%) on prediction accuracy
measured using each of the metrics.

The scores obtained on the held-out test set are almost equal with those achieved
through the cross-validation stage for all experimented ML models. The consistency
in the metric values reassures the reliability of the constructed model and the
prediction accuracy of the model on future unseen data.

3.3.2 Size of experimental data

Figure 3 depicted the learning curve for each of the model described above
trained using a proportion of 10�4, 10�3, 10�2, 10�1 and 100 of the original training
set (which contains 39563 samples).

Diving into the detail of an individual subplot in Figure 3, the red points
represent the mean of the training scores while the green ones represent the mean
of the validation scores of the cross-validation stage under the training sets with 5
different sizes. The shadowed interval shows the distance between the minimum
and maximum of either the training scores (red shadow) or the validation scores
(green shadow) under each subset. In cases where the scores are close, the interval
can be invisible. The x-axis represents the proportion of the original training set
used and the y–axis represents the prediction scores of the trained model. Here, the
explained variance is used. The model used to produce the scores is shown on the
top of each subplot.

Looking at OLS approximation with the 1st order polynomial terms (the 1st plot
on the left), the model is apparently over-fitted when the training set is small. With
the increase of the training data size, the validation scores improve but the training
scores decrease and the two come to parallel with each other when all training data
is used. For the OLS approximation with the 2nd order polynomial terms (the 1st
plot on the right), the model is always over-fitted, increasing the training samples
does not seem to improve the problem.

For the LASSO approximation with the 1st order polynomial terms (the 2nd plot
on the left) and with the 2nd order polynomial terms (the 2nd plot on the right),
both of the models improve on predicting the validation set when the overall
training set is up-scaled. However, the training scores decrease at the same time.

The same trend applies to the GLM approximations (as shown in the two plots
on the 3rd line).

The RF model and the GBDT model have displayed a more satisfying pattern. As
shown in the two plots on the 4th line, the validation scores increase or remain as a
constant together with the increase of the validation scores when the training
samples grow. Even when all training samples are used, the validation score is still
lower than the training score. This indicates that there is a chance for a better-fitted
model if more experimental data is to be used.

For the MLP model and the SVR model (as shown in two plots on the last line),
the training scores are climbing after experienced an inflection point when 0.01
proportion of the training data is used and the validation scores continue to rise
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with more data involved. Though the training and the validation scores are neck
and neck when the whole training set is used, both of training and the validation
scores still get space for improvement.

Considering the general law that the testing scores will not exceed the training
scores and the actual scores shown in the plots, we can conclude that all of the RF,
GBDT, MLP and SVR models have the potential to train a more accurate responsive
surface function if more experimental data becoming available in the future. The
other models have already reached their limitations using the current training set
and will see little improvement with larger training data.

3.3.3 Embedding the simulation technique

A finite element method such as the Monte Carlo simulation can be applied in two
ways to complement the RSM study, either to assist in obtaining a better responsive
surface function estimation or to achieve the extremums of the existing function.

Instead of collecting more experimental data, synthetic data can be generated
using the known knowledge of value intervals, categorical levels or distributions of
the influence factors obtained from the existing data. These synthetic data can be
populated in pairs of inputs and responses and then be used as a supplement of the
current training set aiming to train a more accurate responsive surface function
(i.e., to train new RF, GBDT, MLP and SVR models using the up-scaled data).
Alternatively, generating the inputs data solely to feed into the obtained mathe-
matical model to attain a corresponding response. Then, picking the pair of influ-
ence factors and responsive factor values leading to the global minimum or
maximum as the extremums. The simulation technique will not be further discussed
here in this book chapter.

4. Conclusion

In summary, this book chapter has introduced and discussed

1.two linear ML models (LASSO, GLM) and four non-linear ML models
(random forests, GBDT, MLP, and SVR) as alternatives to estimate the
responsive surface function.

2.The two linear models use the same optimization function as the traditional
RSM method (i.e., OLS in the ML term) to estimate the optimal coefficients of
the assumed polynomial yet exceed the OLS by adding an extra regularization
term to help to eliminate the redundant and intrusive influencer factors. The
improvement can greatly save the efforts on attempting different
combinations of influence factors (especially with the higher-order polynomial
terms) and solving the optimization function repetitively.

3.The non-linear ML models can pick up the non-linearity across the influence
factors that cannot be modeled by the linear models and therefore lead to more
precise prediction accuracy.

The advantages of using the ML approached models have been demonstrated by
the mechanical engineering case study in Section 3.

1.Results in Table 2 has shown that all the MLmodels outperform the traditional
RSM polynomial approach. The non-linear models have produced dramatically
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improved prediction accuracy. In particular, the GDBT model has shown to
exceed the OLS for about 50% on prediction accuracy under each of the
measuring metrics.

2.The investigation on the size of the experimental data, i.e. the learning curves
in Figure 3, has shown that the four non-linear ML models are capable to
produce a model with higher accuracy if more training data becoming
available.

3.Last yet not least, the simulation technique has been introduced. This
technique is essential in either the physical-based or the computer-based
experiments to assist in further improving the estimation of the responsive
surface function or obtaining the extremums of the current function.

Despite the case study is to predict the vibration severity of the manufacturing
machine, the utilization of the ML methods in the RSM can be extended to solve
many other engineering problems such as (but not limited) to predict the machine
tool life, to estimate the reliability of a structural material or to optimize a bioengi-
neering process where appropriate.

Author details

Yang Zhang1* and Yue Wu2

1 Data Scientist, London, UK

2 Mathematical Institute, University of Oxford, Oxford, UK

*Address all correspondence to: y.zhang1205@gmail.com

©2021 TheAuthor(s). Licensee IntechOpen. This chapter is distributed under the terms
of theCreativeCommonsAttribution License (http://creativecommons.org/licenses/
by/3.0),which permits unrestricted use, distribution, and reproduction in anymedium,
provided the original work is properly cited.

23

Introducing Machine Learning Models to Response Surface Methodologies
DOI: http://dx.doi.org/10.5772/intechopen.98191



References

[1] Box GEP, Wilson KB. On the
experimental attainment of optimum
conditions. J R Stat Soc Ser B. 1951;

[2] Box GEP, Draper NR. A basis for the
selection of a response surface design. J
Am Stat Assoc. 1959;54(287):622–654.

[3] Box GEP, Hunter JS. Multi-Factor
Experimental Designs for Exploring
Response Surfaces. Ann Math Stat
[Internet]. 1957 Mar 1 [cited 2021 Apr
11];28(1):195–241. Available from:
http://projecteuclid.org/euclid.aoms/
1177707047

[4] Hill WJ, Hunter WG. A Review of
Response Surface Methodology: A
Literature Survey. 1966;8(4):571–590.

[5] Myers RH. Response surface
methodology - Current status and future
directions. J Qual Technol [Internet].
1999 [cited 2021 Apr 11];31(1):30–44.
Available from: https://www.
tandfonline.com/doi/abs/10.1080/
00224065.1999.11979891

[6] Myers RH, Montgomery DC,
Geoffrey Vining G, Borror CM,
Kowalski SM. Response Surface
Methodology: A Retrospective and
Literature Survey [Internet]. Vol. 36,
Journal of Quality Technology. American
Society for Quality; 2004 [cited 2021 Apr
11]. p. 53–78. Available from: https://asu.
pure.elsevier.com/en/publications/re
sponse-surface-methodology-a-retrospec
tive-and-literature-surve

[7] Mead R, Pike DJ. A Biometrics
Invited Paper. A Review of Response
Surface Methodology from a Biometric
Viewpoint. Biometrics [Internet]. 1975
Dec 1 [cited 2021 Apr 11];31(4):803.
Available from: https://www.jstor.org/
stable/2529809?origin=crossref

[8] Box GEP, Draper NR. Response
Surfaces, Mixtures, and Ridge Analyses
[Internet]. 2nd ed. 2007 [cited 2021

Apr 11]. Available from: https://www.
wiley.com/en-sg/Response+Surfaces%
2C+Mixtures%2C+and+Ridge+Analyses
%2C+2nd+Edition-p-9780470053577

[9] Myers RH, Montgomery DC,
Anderson-Cook C. Response Surface
Methodology. 4th ed. New Jersey: Wiley
Online Library; 2016. 856 p.

[10] Pike DJ, Box GEP, Draper NR.
Empirical Model-Building and Response
Surfaces. J R Stat Soc Ser A (Statistics
Soc. 1988;

[11] Venter G, Haftka RT, Starnes JH.
Construction of response surfaces for
design optimization applications. In: 6th
Symposium on Multidisciplinary
Analysis and Optimization. 1996.

[12] Box GEP, Tidwell PW.
Transformation of the Independent
Variables. Technometrics. 1962;

[13] Box GEP, Cox DR. An analysis of
transformations. J R Stat Soc Ser B.
1964;

[14] Long T, Wu D, Guo X, Wang GG,
Liu L. Efficient adaptive response
surface method using intelligent space
exploration strategy. Struct Multidiscip
Optim. 2015;

[15] Kumar A, Kumar V, Kumar J. Multi-
response optimization of process
parameters based on response surface
methodology for pure titanium using
WEDM process. Int J Adv Manuf
Technol. 2013;

[16] de Oliveira LG, de Paiva AP,
Balestrassi PP, Ferreira JR, da Costa SC,
da Silva Campos PH. Response surface
methodology for advanced
manufacturing technology optimization:
Theoretical fundamentals, practical
guidelines, and survey literature review.
Int J Adv Manuf Technol. 2019;

24

Response Surface Methodology in Engineering Science



[17] Mandenius CF, Brundin A.
Bioprocess optimization using design-
of-experiments methodology.
Biotechnology Progress. 2008.

[18] Gilmour SG. Response surface
designs for experiments in
bioprocessing. Biometrics. 2006;

[19] Edmondson RN. Agricultural
response surface experiments based on
four-level factorial designs. Biometrics.
1991 Dec;47(4):1435.

[20] Khuri AI. Response Surface
Methodology and Its Applications In
Agricultural and Food Sciences.
Biometrics Biostat Int J [Internet]. 2017
Apr 11 [cited 2021 Apr 11];5(5).
Available from: http://medcraveonline.
com

[21] Mitchell TM. Machine learning and
data mining. Commun ACM. 1999;

[22] Alpaydin E. Introduction to
Machine Learning. 2014.

[23] Friedman J, Hastie T, Tibshirani R.
Regularization paths for generalized
linear models via coordinate descent.
J Stat Softw. 2010;

[24] Breiman L, Friedman JH,
Olshen RA, Stone CJ. Classification and
regression trees. Belmont; 2017.

[25] Hastie T, Tibshirani R, Friedman JH
(Jerome H. The elements of statistical
learning : data mining, inference, and
prediction [Internet]. 2nd ed. New
York: Springer; 2009 [cited 2018 Jun 1].
745 p. Available from: http://www-stat.
stanford.edu/�tibs/ElemStatLearn/

[26] Montgomery DC. Design and
Analysis of Experiments. 8th Editio.
John Wiley & Sons; 2012.

[27] Gunst RF, Myers RH,
Montgomery DC. Response Surface
Methodology: Process and Product

Optimization Using Designed
Experiments. Technometrics. 1996;

[28] What are Taguchi designs. In: e-
Handbook of Statistical Methods
[Internet]. 2012. Available from: https://
www.itl.nist.gov/div898/handbook/pri/
section5/pri56.htm

[29] Pedregosa, F. Varoquaux, G.
Gramfort A, Michel V, Thirion B,
Grisel O, Blondel M, Prettenhofer P,
et al. Scikit-learn: Machine learning in
Python. J Mach Learn Res [Internet].
2011 [cited 2021 Mar 4]; Available from:
https://scikit-learn.org/0.23/

[30] Vector Norm [Internet]. Wolfram
Mathworld. [cited 2021 Apr 11].
Available from: https://mathworld.wolf
ram.com/VectorNorm.html

[31] Kim S-J, Koh K, Lustig M, Boyd S,
Gorinevsky D. An Interior-Point
Method for Large-ScalèScalè 1-
Regularized Least Squares. IEEE J Sel
Top Signal Process. 2007;1(4).

[32] McCullagh P, Nelder J. Generalized
Linear Models [Internet]. Chapman and
Hall; 1983. Available from: http://www.
utstat.toronto.edu/�brunner/oldclass/
2201s11/readings/glmbook.pdf

[33] Generalized Linear Regression
[Internet]. scikit learn. 2021 [cited 2021
Feb 24]. Available from: https://scikit-
learn.org/stable/modules/linear_model.
html#generalized-linear-regression

[34] Hastie T, Tibshirani R, Friedman J.
Elements of Statistical Learning. 2nd ed.
Springer; 2009.

[35] Breiman LEO. Random Forests.
Mach Learn [Internet]. 2001;5–32.
Available from: https://link.springer.
com/content/pdf/10.1023/A:
1010933404324.pdf

[36] Chen T, He T, Michael B, Vadim K,
Yuan T, Hyunsu C, et al. Extreme
Gradient Boosting [Internet]. CRAN.

25

Introducing Machine Learning Models to Response Surface Methodologies
DOI: http://dx.doi.org/10.5772/intechopen.98191



[cited 2020 Sep 2]. Available from:
https://cran.r-project.org/web/package
s/xgboost/xgboost.pdf

[37] Rumelhart E. David, Geoffrey HE, J.
WR. Learning representations by back-
propagating errors. Lett to Nat
[Internet]. 1986;323(9). Available from:
https://www.iro.umontreal.ca/�pif
t6266/A06/refs/backprop_old.pdf

[38] Kingma DP, Lei Ba J. Adam: a
method for stochastic optimization. In:
The 3rd International Conference on
Learning Representations [Internet].
San Diego; 2015. p. 1–15. Available from:
https://arxiv.org/pdf/1412.6980v8.pdf

[39] Boser BE, Guyon IM, Vapnik VN.
A training algorithm for optimal margin
classifiers. In: Proceedings of the fifth
annual workshop on Computational
learning theory [Internet]. 1992.
Available from: https://dl.acm.org/doi/
10.1145/130385.130401

[40] Berwick R. An Idiot’ s guide to
Support vector machines [Internet].
p. 1–28. Available from: http://web.mit.
edu/6.034/wwwbob/svm-notes-long-
08.pdf

[41] Smola AJ, Schölkopf B. A tutorial on
support vector regression. Stat Comput.
2004;

[42] Zhang Y, Beudaert X, Argandona J,
Ratchev S, Munoa J. A CPPS based on
GBDT for predicting failure events in
milling. Int J Adv Manuf Technol. 2020;

[43] Hyndman RJ, Athanasopoulos G.
Forecasting: Principles and Practice
[Internet]. 2018 [cited 2018 Dec 6].
Available from: https://otexts.org/fpp2/

26

Response Surface Methodology in Engineering Science



Chapter 3

Global Optimization Method
to Multiple Local Optimals with
the Surface Approximation
Methodology and Its Application
for Industry Problems
Ichiro Hagiwara

Abstract

Although generally speaking, a great number of functional evaluations may be
required until convergence, it can be solved by using neural network effectively.
Here, techniques to search the region of interest containing the global optimal
design selected by random seeds is investigated. Also techniques for finding more
accurate approximation using Holographic Neural Network (HNN) improved by
using penalty function for generalized inverse matrix is investigated. Furthermore,
the mapping method of extrapolation is proposed to make the technique available to
general application in structural optimization. Application examples show that
HNN may be expected as potential activate and feasible surface functions in
response surface methodology than the polynomials in function approximations.
Finally, the real design examples of a vehicle performance such as idling vibration,
booming noise, vehicle component crash worthiness and combination problem
between vehicle crashworthiness and restraint device performance at the head-on
collision are used to show the effectiveness of the proposed method.

Keywords: nonlinear problem, holographic neural network, function
approximation, response surface methodology, structural analysis, vehicle idling
vibration, vehicle booming noise, vehicle crashworthiness, vehicle occupant
restraints

1. Introduction

Due to the recent developments in computer science and software technology,
fluid analysis, nonlinear structural analysis and their combined analysis have
become possible for large-scale models and will eventually be employed in
manufacturing design. The importance of being able to make rational and correct
decisions during the early stages of design is currently being emphasized. However,
non-linear problems such as crashworthiness analysis require considerable time for
one functional evaluation even using supercomputers. Optimization techniques
which cover several design disciplines (multiple discipline optimization-MDO [1])
have been hot topics recently. Sensitivity-based optimization approaches [2–15],
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which sequentially construct local approximations, are widely employed and pro-
vide valuable contributions to linear optimization problems. Unfortunately, sensi-
tivity approaches are not available for nonlinear optimization problems. For this
purpose, response surface methodology (RSM) works effectively to achieve these
design optimizations. The most important research work on RSM is to considerably
reduce the extremely numerous number of function evaluations for computational
cost problem and to get the robust approximation design model. That means instead
of the time-consuming finite element method (FEM) analysis, robust approxima-
tion models can be constructed to evaluate responses rapidly in the design space of
interest by RSM, when the response surface of the structure is infiltrated with
computational noise. Early examples are such that White Jr. K.P. used RSM in their
study of passenger-car crash worthiness [16] and Giunta, A.A. applied RSM to high
speed civil transportation design [17]. Several key issues must be considered to
develop the response surface modeling. One issue for RSM may be the selection of
the activation function. Most response surfaces are expressed in terms of polyno-
mials and among them quadratic polynomial are the most popular [18–25]. Unfor-
tunately, this is not always accepted as a proper activation function for response
surfaces and may not provide a satisfactory solution, particularly for wide ranges of
design space with heavy non linearity. This limits the validity of RSM to only cover
a part of the design space. And so in the past, feed forward multiple layers back-
propagation neural network seemed to be a potential activate function in response
surface function methodology [26]. Carpenter, W. made the comparison between
polynomials and multiple layers neural network [27]. There are some problems
when using back-propagation neural network: (1) the learned result is influenced
by the initial parameters of the network due to the nonlinear gradient descent
algorithm. (2) Training of neural network costs computational time, etc. In con-
trast, Hagiwara et al. firstly employed the Holographic neural network (HNN) [28]
for the activation function of the response surface and compared it to the multilayer
feed-forward neural network and demonstrated that the former type of neural
networks had a much higher approximation accuracy and the training cost of HNN
was about 1/1000 the computational time compared to that of a multilayer feed-
forward neural network in the case on the assumption that the designer roughly
knows the location of local optimal [29, 30].

Another problem in using RSM is the difficulty in predicting the error incurred
using response surface function values rather than the “true” values from the
analysis code. Therefore, the extensive RSM research is focused on the selection of
design trial points in design space, such as Box–Behnken Designs (BBD [20, 21, 25])
and Central Composite Design (CCD [19, 22–24]) which are two typical choices.
And Central Composite Rotatable Design (CCRD [31]) and Face Central Composite
Design (FCCD [18]) have also been applied to optimization studies in recent years.

By the way, now they say 3rd AI boom has come due to the born of deep learning
[32]. And so recently the use of artificial neural network models to derive response
surface plot has found increasing use in optimization modeling. In most of them,
CCD is used such as in [33–35]. These researches mainly consist of 2 types. One is
neural network itself works as RSM step [33]. The other is artificial neural network
function is used as an activation function of RSM [34, 35]. Deep learning must have
a lot of data. It also needs a lot of data to search the global optimization for multiple
local optimal problem shown here by RSM.

Since the exact form of response surface remains unclear in general application
and the accuracy of the function approximation near the global optimal design is
very important, techniques to search the design space containing the global optimal
design are examined. For the purpose of determining the global optimal design,
techniques for searching the most-likely global optimal design (MPOD) over the
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entire design space and techniques for determining a more accurate approximation
near the global optimal designs using the extrapolation ability of the HNN are
proposed [36–38].

The MPOD is as mentioned above a sequential procedure composed of two
steps. The first step is employed to determine the most likely global optimal design
over the entire design space by conditioned random seeds which control the mutual
distances between every two designs, to scan the wide design space rapidly. The
second step is to verify and improve the accuracy of the approximation of the
objective function and constraint functions at optimal design. The trade-off
between the approximation accuracy and computational cost can be well balanced
by the preset threshold of the mutual distance of designs. Some design examples for
vehicle structure such as idling vibration, interior noise, crashworthiness and com-
bination problem between vehicle crashworthiness and restraint device perfor-
mance at the head-on collision demonstrate the validity and utility of this method.
The method developed by us can omit many useless data and very unique from both
of the 2 important issues for RSM such as activation function and selected design
points. This approach is also useful for the execution of the deep learning. Let us get
started to show this splendid method.

2. Theory of holographic neural network (HNN)

2.1 Basic theory of HNN

Here, x = {x1, x2, … , xk}
T is the stimulus data, y = {y1, y2, … , ym}

T is the training
data. If there is learning data for n, it is presented in Eq. (1).

X ¼
XT

1

⋮

XT
n

0
BB@

1
CCA ¼

x11 x12 ⋯ x1k

x21 x22 ⋯ x2k

⋮ ⋮ ⋱ ⋮

xn1 xn2 ⋯ xnk

0
BBBB@

1
CCCCA

Y ¼
YT
1

⋮

YT
n

0
BB@

1
CCA ¼

y11 y12 ⋯ y1m
y21 y22 ⋯ y2m
⋮ ⋮ ⋱ ⋮

yn1 yn2 ⋯ ynm

0
BBBB@

1
CCCCA

(1)

Here, X, Y are input and output matrices. Each element of X and Y is converted
to angles θai a ¼ 1,⋯, n; i ¼ 1,⋯, kð Þ and ϕaj a ¼ 1,⋯, n; j ¼ 1,⋯,mð Þ.

θai ¼ f x xaið Þϕaj ¼ f y yaj
� �

(2)

Linear, Sigmoid and Arc Tangent functions are applied for fx and fy.
Especially, for the stimulus data, Sigmoid function is used as follows.

θai ¼ 2π
1þ e�cai xai�μaið Þ=ϭaið Þ (3)

Here, μai and ϭai are the mean value and standard deviation of xai respectively
and λai defines a vector magnitude bound within the unit circle (0 to 1), expressing
a weighting or dominance for each element of the stimulus field. If no design
variable dominates, λai ¼ 1. cai is the coefficient to adjust the transformation slope
shown in Figure 1.

Next, the above angles are mapped on complex representation by using
exponential function as follows.
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sai ¼ λaieîθai raj ¼ γaje
îϕaj (4)

From the above, X and Y are converted to stimulus S and response R.

S ¼

s11 s12 ⋯ s1k

s21 s22 ⋯ s2k

⋮ ⋮ ⋱ ⋮

sn1 sn2 ⋯ snk

0
BBBB@

1
CCCCA
R ¼

r11 r12 ⋯ r1m

r21 r22 ⋯ r2m

⋮ ⋮ ⋱ ⋮

rn1 rn2 ⋯ rnm

0
BBBB@

1
CCCCA

(5)

H = [h1,… , hm], the transfer function of HNN is presented by minimizing the
difference between teaching data R and S・H as follows;

H ¼ S ∗ Sð Þ�1S ∗ R (6)

Here, symbol * presents conjugate transpose. Output V can be predicted to be V =
U・H for new input U. H is the transfer function of HNN. It is not efficient to treat
Eq. (6) because it has the inverse matrix operating. When the number of activation
functions is large, it will lead to considerable calculation time and may result in
calculation error. The following iteration process is used to save calculation time.

H0 ¼ S ∗Y (7)

The enhancement of parameters will be performed by

ΔHkþ1 ¼ S ∗ Y � SHkð Þ (8)

Hkþ1 ¼ Hk þ ΔHkþ1 (9)

The iteration may be terminated when the error between the approximating
response and the true response is orthogonal to every column vector of S in a
complex domain. The iteration is terminated when the error becomes smaller than
the preset threshold value, eps.

Figure 1.
Transform function of phase angle: If the untrained designs are outside the trained design space, the predicted
values are same values as those at trained design edges 0 or 1 for the case of cai ¼ 1:0. In contrast, the predicted
function values are extended outside the trained design edges 0 or 1 for the case of cai ¼ 0:5: In this way, the
extrapolation can be done and the trained designs are not necessary on the boundary.
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J Hkþ1ð Þ ¼ Y� S Hkþ1ð Þ ∗ Y� S Hkþ1ð Þ≤ eps (10)

By the way, within the HNN, limitations of mapping accuracy can be largely
overcome through a pre-processing operation involving the generation of higher-
order product terms. For example, for two design variables (n = 2), s = λ1eiθ1 , λ2eiθ2

� �
can be increased to 12 terms (n = 12) if performed to the second order.

S ¼ λ1eiθ1 , λ2eiθ2 , λ1e�iθ1 , λ2e�iθ2 ,
� �

λ21ei2θ1 , λ22ei2θ2 , λ21e�i2θ1 , λ22e�i2θ2 , λ1λ2ei θ1þθ2ð Þ,

λ1λ2ei �θ1þθ2ð Þ, λ1λ2e�i θ1þθ2ð Þ, λ1λ2ei θ1�θ2ð Þ (11)

Furthermore, the extrapolation of the approximated response function may be
easily performed with trained HNN by presetting the coefficient ck in Eq. (3) to a
small value to adjust the slope to be a smaller. Figure 1 shows the effect of the
coefficient. In Figure 1, the experimental designs used for training the neural
network are located within the range [0–1], the dotted line expresses the transform
when ck ¼ 1:0 and the solid line expresses the transform when ck = 0.5. We can
observe from the figure that if the predicted designs are outside the trained design
space, then the predicted function values outside the trained design space may be
considered to be the same values as those at trained design edges 0 or 1 for the case
of ck ¼ 1:0. In contrast, the predicted function values outside the trained design
space may keep the trend beyond the trained design edges 0 or 1 for the case of
ck ¼ 0:5: Figure 2 shows the effect of extrapolation. In this figure, space “I”
expresses the design space inside which designs are used for approximation by
training and space “D” expresses the entire feasible design space. Approximation
using designs in space “I” may extrapolate the values of space “D”. This is an
important issue for reducing functional evaluations and some advantages of this are:
1) design spaces with irregular shapes can be considered, 2) any number of exper-
imental designs can be considered, and 3) searching for reasonable optimal designs
over a wide space becomes possible.

Figure 2.
Explanation of extrapolation: Space “I” expresses the design space inside which designs are used for
approximation by training and space “D” expresses the entire feasible design space. Approximation using
designs in space “I” may extrapolate the values of space “D”.
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2.2 Examination for getting the inverse matrix of transfer matrix

Although for calculation inverse matrix (S
∗
S), we can use the procedure from

Eqs. (7) to (10), for not so big problem, the inverse of (S
∗
S) is calculated directly. If

(S
∗
S) has not the inverse matrix in Eq. (6), we can use Moore Penrose generalized

inverse matrix ĤMP which is generated by operating hkk k2 (k�1,… .,m) to be the
minimum. Here hk is the column vector of H.

ĤMP ¼ S
∗
S S

∗
SS

∗
S

� ��1
G
S
∗
R (12)

Here ðÞ�1G is the generalized inverse matrix.
But following is the example where it has not satisfied predicted value for

Figure 3 with ĤMP:
It is shown the approximation function in Figure 4 which is generated with

Moore Penrose pseudo-inverse matrix by using 23 sampling points as shown ● in
Figure 5. Here the base function of HNN is extended to the 3rd order where the
total number of the base function is 30.

It is recognized that the surface shape in Figure 4 is quite different from the one
in Figure 3. This is because over fitting phenomena occurs which is unique to neural
network. This phenomena occurs in such way that the precision of the predicted
values of the points other than sampling points become worth because the values of
the sampling points are forced fit to the given HNN function. In this case we cannot
use HNN for the prediction.

Instead, the following penalty function was developed [39].

f hkð Þ ¼ rk�ð ShkÞ ∗ rk � Shkð Þ þ ρ1h
∗
k Ohk þ ρ2h

∗
k hk k ¼ 1, …mð Þ (13)

Here O is the square matrix whose all elements are 1. The right side paragraph 1
means approximation error to output, the paragraph 2 means the average of regres-
sion factor hk and the paragraph 3 means variation. The paragraphs 2 and 3 are
weighted with ρ1, ρ2. In Eq. (13), it cannot be predicted uniquely without some

Figure 3.
Visualization of function used for test.
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constraints and so such conditions are added. Although theoretically, H is predicted
uniquely without the paragraph 2, it is more stable with this paragraph. H is as
follows by minimizing the penalty function (13);

HP ¼ S ∗ � Sþ ρ1Oþ ρ2Ið Þ�1 � S ∗ � R (14)

Here, I is identity matrix. The approximation function by using this HP is
depicted in Figure 6 where 23 sampling data are used as above, ρ1, ρ2, are 1.0. It can
be said it does not occur the over fitting phenomena in Figure 6. The approximation
functions by both methods are estimated by mean square error.

E ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1
N

XN

k¼1 yk � ŷk
� �2

r
(15)

Figure 4.
Approximated function using Moore-Penrose generalized inverse: The base function of HNN is extended to the
3rd order. The surface shape is quite different from the original one because over fitting phenomena occurs.

Figure 5.
Layout of sampling point on design space.
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Here N is number of estimation points, yk is the real function value and ŷk is the
value of approximation function. Here it is called “approximation error” which is
estimated by using 23 sampling points and called “prediction error” which is esti-
mated by 2601 points, generated by dividing design region into each of the two axes
50 equally separated. From Table 1, it can be estimated in the case of Moore
Penrose, the approximation error is very small but the prediction error gets worth.
On the other hand, in the case of proposed method, the approximation error is not
smaller than in the case of Moore Penrose but the prediction error is moderately
suppressed. In the case of proposed one, it is important how much ρ1, ρ2 to be set: If
they are very small, it approaches to the approximation function by Moore Penrose
because the part of right side paragraph 1 of Eq. (14) is larger. On the other hand, if
they are too large, the part of right side paragraph 1 of Eq. (14) is too small to be
used effectively the information of sampling data. And so when the number of
sampling data is large and the sampling data are selected equally over the design
region, ρ1, ρ2 are small so that the information of sampling data can be used
effectively. On the other hand, if it is difficult to have enough sampling data, it is
better ρ1, ρ2 are made reasonably large so that design region is roughly approxi-
mated by small information in order not to have over fitting phenomena.

In the case of Moore Penrose, the approximation error is very small but the
prediction error gets worth. In the case of Penalty Coefficient Method, the approx-
imation error is not smaller than in the case of Moore Penrose but the prediction
error is moderately suppressed.

Figure 6.
Approximated function using penalty coefficient method: The over fitting phenomena does not occur.

ĤMP ĤP

Error in learning 0.0447 0.4993

Error in prediction 1.8681 0.9373

Table 1.
Comparison between two methods by square-mean-error.
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3. Optimization method with holographic neural network

3.1 Procedure for MPOD

A two-step sequential optimization is proposed to determine the optimal design as
shown in Figure 7. The first step is to scan the entire design space to determine where
the global optimum design exists, most probably by designs selected using conditioned
random seeds. The second step is to increase the accuracy of the most-likely global
optimum design by imputing additional information where required. The details
regarding these two steps are described below. The optimum problem is defined as.

Max f xð Þ (16)

Subject to g j xð Þ≤0, j ¼ 1, 2, 3, … :,mð Þ (17)

Here m is the number of constraints.
Step 1: To search the most-likely global optimum design over the entire design

space. Selecting initial trial designs xk (k = 1, 2, … .,N) whereN is the initial number
of design points. Although one should understand that this is not the only choice, it
is generally recommended N = (n+1)(n+2)/2, n is the number of design variables.
Actually the determination of the N value depends on the scale of the problem such
as the number of design variables and the computation time of each functional
evaluation. For instance, as far as the formulation of CCD (Center Composite
Design), points N=2n+1 is recommended for problems with a large number of
designs. It should be emphasized that the designs produced by conditioned random
seeds are employed to search the entire design space. The uniformly distributed
conditioned random seeds are used to provide a good valance of search in the design
space. Design conditions are required to satisfy Eq. (18).

Figure 7.
Flowchart of MPOD: The first step is to scan the entire design space to determine where the global optimum
design exists, most probably by designs selected using conditioned random seeds. The second step is to increase the
accuracy of the most-likely global optimum design by imputing additional information where required.
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dm ¼ min
xi � x j
�� ��

xCGk k
� �

1≤ i, j≤N, i 6¼ j,m ¼ 1, 2, … … , pð Þ (18)

Where xCG is the normalization parameter which can be selected to be the
geometrical center of design xk = x1,k, x2,k, … :, xn,kf g, (k=1,… … ,N), dm ≥ dmin

(m=1,2,… .,p), dmin is the threshold of distance, p is the total number of design
combinations p = NC2. If no new design is obtained after 5000 random trials within
the threshold distance, the new threshold distance must be decreased by dmin ¼
βdmin (0 < β< 1). Designs satisfying Eq. (18) and their objective function f
(xiÞ i ¼ 1, … … ,Nð Þ. and constraint g j xið Þ (i=1,… … ,N, j=1,… … ,m) values are

trained using neural networks to approximate the response surface f (x) and g j xð Þ:
A global optimization design xop 0ð Þ with an approximation function can be solved
by optimization codes. Then, more S designs are created with the same conditions
dm ≥ dmin (m=1,2,… .,p),which are used to improve the accuracy of the approxima-
tion. Here, S is generally set to n. But it is also not the only choice. The random S
designs are selected as the Gaussian normal distribution with the mean value of
xop 0ð Þ and the deviation must be carefully chosen. The approximation accuracy can
be judged by the change in the movement of approximation optimal design loca-
tion. Therefore, the deviation should change with the movement distance σ=αΔd.
Here, Δd is the distance of designs calculated by Eq. (19) and α is the coefficient
which controls the deviation value and affects the approximation accuracy and the
number of functional evaluations, as discussed below. The kth sequential improved
approximation functions by the neural network is to be used to obtain new optimal
design xop kð Þ. The convergent conformation for the kth sequential approximation is
taken to terminate the random seeds operation

Δd ¼ xop kð Þ � xop k� 1ð Þ�� ��
xCGk k ≤ ɛ1 (19)

Thus far, the above sequential approximation is used to determine the
approximation global optimal location.

Step 2: To verify and improve the accuracy of optimal design and its
performance. The accuracy check is based on

f ðxOP kð Þ � f ðxOP kð Þ�� ��
f xOP kð Þð Þk k ≤ ɛ2 (20)

where xOP kð Þ is the optimal design in Step 1, ɛ2 is the threshold of the termina-
tion and f xOP kð Þð Þ and f xOP kð Þð Þ are the corresponding exact and approximation
function values. If Eq. (20) is not satisfied, n learning points are added by normal
distribution random number of which center is xOP kð Þ until Eq. (20) is satisfied.
Here n is number of design values and variance σi is decided in Eq. (21).

σi ¼ αi xOP kð Þ � xOP k� 1ð Þð Þ i ¼ 1, 2, … … … , nð Þ (21)

3.2 Necessary designs used for optimal design by MPOD in step 1

The convergence and efficiency of the proposed method are based on the devi-
ation of the Gaussian random seeds. The probability of determining the global
optimal design is increased when a larger deviation is used which can search a wider
feasible design space resulting in an increase of the functional evaluations. In
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contrast, if the deviation is small, the number of functional evaluations will
decrease but the possibility of searching the smaller cluster will reduce. As illus-
trated in Figure 8, the scatter of design points is adjusted by the deviation value.
This method is sufficiently flexible to satisfy any user’s requirements through the
adjustment of coefficient α. The necessary designs used for solving the global
optimal can definitely be estimated. For sake of convergence and without a loss of
generality, a one-dimensional example is employed to express the estimator as
shown in Figure 9. Assume the design space R is d0 and the size of the entire
feasible design space is D.

Figure 8.
Random data distribution according to standard deviation: The scatter of design points is adjusted by the
deviation value.

Figure 9.
Explanation of necessary designs to find global optimal: The design space R is d0 and the size of the entire
feasible design space is D.
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d0 ¼ 2min xe � xck k
xck k (22)

f xið Þ> f x j
� �

; xi ∈R; x j ∉ R (23)

We define the spaceR as an optimal cluster, which is mathematically defined by
Eq. (22).which indicates that the function values within the optimal cluster R as an
optimal cluster are longer than those outside the optimal cluster. xe is the edge point
of the optimal cluster. xc is the geometrical center of optimal cluster and d0
expresses the size of the optimal cluster. If the size of the optimal cluster is known,
it is estimated that the maximum number of designs for determining the optimum
cluster with probability unity is decided by Eq. (24).

P ¼ int
2max xE � xCGk k= xCGk k

d0

� �
(24)

Where xE expresses the group points on the edge of design space, xCG is the
geometrical center of the design space and int. expresses the rounded integer. In this
case, if ε1 = d0 in Step 1, it can be moved to Step 2 with less than P designs.

4. Numerical examples

4.1 Comparison of approximation by holographic neural network and
polynomials

The comparison of the HNN with polynomials for the function approximation is
performed by the following multiple peaks function, which is shown in Figure 9.

f xð Þ ¼ 10 x5 x2 � 2
� �

e�x
2
, � 4:0≤ x≤ 3:0 (25)

For the above numerical example, the number of training designs is 15 and they
are evenly spaced over the design space. The approximation accuracy of the HNN
and polynomials is shown in Figure 10. In this figure, the horizontal axis expresses
the orders of polynomials (a) or orders of the HNN (b), the vertical axis expresses

Figure 10.
Performance comparison of polynomial and holographic neural networks: The horizontal axis is the orders of
polynomials (left) or number of expansions for the HNN (right), the vertical axis is the standard variance
calculated with the 200 designs evenly spaced in the design space [�4.0,3.0].
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the standard variance calculated with the 200 designs evenly spaced in the design
space [�4.0,3.0]. We can see from the results that the HNN is much more accurate
than the polynomials and maintains good accuracy after the ninth order of expan-
sion. The standard deviation of the HNN at the ninth order is 0.3, while those of
polynomials at the 14th order is higher than 1.0. In other words, a larger number of
coefficients must be selected for the polynomials and thus, more experimental
designs must be used compared to that of the HNN. Therefore, the HNN is a
more suitable activation response function for this problem than polynomials.

4.2 Numerical example with holographic neural network for extrapolation
application

To demonstrate the efficiency of this method, a numerical example of multiple
local maximums with constraints is used to search the global optimal design in the
feasible design space. The optimization problem is defined as

max f x1, x2ð Þ

f x1, x2ð Þ ¼ 3 1� x1ð Þ2 e�x12� x2þ1ð Þ2 � 10
x1
5
� x13 � x25

� �
e� x12þx22ð Þ–

1
3
e� 1þx1ð Þ2�x22

Submit to �2,�2f g≤ x1, x2f g≤ 2, 2f g

g1 xð Þ ¼ 15
80

x21 �
5
8
x1 þ x2 � 2≤0

g2 xð Þ ¼ 1
2
x1 � x2 � 1≤0

Three local optimal designs, marked ①, ②, ③, exist within the feasible design space
depicted in Figure 11. It is a contour plot, and the feasible design space is enclosed
within the shadowed area. The following two cases are performed to investigate the
performances of convergent accuracy and the number of functional evaluations.

1.Case of large deviation (σ=5Δd): a sequential approximation is performed
using the proposed two steps as shown in Figure 7. Value of β is set to 0.6. The
method of training the HNN is: to start with expansion terms of 2, and training
accuracy of 0.02,which if not satisfied after 1000 epochs, is gradually
increased to a higher-order expansion by two orders. The thresholds of
Eqs. (19) and (20) are ɛ1 =0.15, ɛ2 =0.01. Step 1 is terminated after nine
iterations (corresponding to 22 functional evaluations) of random design
searches. Then, Eq. (20) is satisfied after two iterations and the total number
of functional evaluations until convergence is 24. The approximation optimal
design is xOP kð Þ = (�0.013, 1.583), f xOP kð Þð Þ =8.106. The history of each
iteration is illustrated in Figure 12, in which the horizontal axis stands for the
distance (ds) between the original position (0,0) and the approximation
optimal design.

2.Case of small deviation (σ=2Δd): The training procedure and stop thresholds
are similar to the case of large deviation. Step 1 is terminated after six
iterations (corresponding to 16 functional evaluations) of random design
searches. Then, Eq. (20) is satisfied after two iterations and the total number
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of functional evaluations until convergence is 18. The approximation optimal
design is =8.105. The history of each iteration is illustrated in Figure 13, in
which the horizontal and vertical axes have the same meaning as those of
Figure 12. Further inspection of the global approximation between the above
two cases is performed using 1600 (40�40) lattice design points covering the
entire design space. The deviations of cases (1) and (2) are 1.12 and 1.32,

Figure 12.
Convergence of large standard deviation: The horizontal axis stands for the distance (ds) between the original
position (0,0) and the approximation optimal design.

Figure 11.
Contour plot of objective function and constraints: It is a contour plot, and the feasible design space is enclosed
within the shadowed area. Three local optimal designs, marked ①, ②, ③ exist within the feasible design space.
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respectively. That is, a larger deviation of Gauss random designs gives slower
convergence but higher accuracy of approximation over the entire design
space. On the other hand, a smaller deviation of Gauss random designs gives
rapid convergence but lower accuracy of approximation over the entire design
space. Let us confirm the effect of Eqs. (22) and (23). If the threshold
termination in Step 1 is set to ε1=0.15, the number of designs is 12 and 22 in
case α=2 and α=5, respectively. If the threshold termination in Step 1 is set
sufficiently small, say, ε1=1.0�10�3, then the history of convergence is
depicted in Figure 14 and the number of functional evaluations in Step 1
becomes 36. However, on the basis of the result shown in Figure 14 we know

Figure 13.
Convergence of small standard deviation: The horizontal axis stands for the distance (ds) between the original
position (0,0) and the approximation optimal design.

Figure 14.
Change of distance in large standard deviation: The number of functional evaluations in step 1 becomes 36.
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that there is no further improvement in determining the global optimal design
after 36 functional evaluations, except to increase the probability. On the other
hand, d0=0.9 can be determined for this problem, and Step 1 is terminated
when ε1=0.9 at eight designs. In practice, however, this is not known;
therefore, if one attempts to search for the global optimal design including
small clusters, one is expected to select a stricter termination threshold in Step
1 and a larger deviation of Gauss random designs.

5. Application to vehicle problems

5.1 Vehicle idling vibration problem

5.1.1 Modeling for optimal problem

NVH such as noise, vibration and harshness is very important for merchantabil-
ity of vehicle. Here idling vibration is treated as one of NVH. Many studies have been
done related to idling vibration where two types of modeling exist. One modeling is that
body is separated from powertrain and engine mount [40]. The other one consists of
powertrain, engine mount and body together where body is modeled very simply such as
solid or as only 1st bending and twist modes in most of studies [41, 42]. Here powertrain
and engine mount are modeled together with rather precise body model.

Here powertrain and engine mount are modeled as shown in Figure 15 where weight
of powertrain is supported by 3 main mounts. Each mount is modeled with 3 springs in x,
y, z directions and damping. The weight of each mount is so small compared with body
and powertrain that its weight is ignored.

Powertrain is so stiff compared with body that it is modeled as 6 rigid body modes.
Body is presented with 44 modes under 50 Hz which are calculated by
eigenvalue analysis for the FEM model in Figure 16. Total model is generated by
component mode synthesis [43] by using spring parameters, damping for engine

Figure 15.
Mounts model: Weight of powertrain is supported by 3 main mounts. Each mount is modeled with 3 springs in
x, y, z directions and damping.
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mount and by vectors, eigenvalues and eigen damping for body and powertrain.
This total model has 50 numbers of freedom which is much lower than that of
physical coordinates. Only engine mount is changed in repeated optimal
calculations.

5.1.2 Setting up optimization problems

5.1.2.1 Position arrangement of engine mount

It is shown 34 candidates for position arrangement of engine mount in
Figure 17. They are arranged so that powertrain is enclosed. 3 points are selected
among these 34 points. Among the 3 selected points pt1, pt2, pt3, the next relation-
ship is held:

1≤ pt1 < pt2 < pt3 ≤ 34 (26)

When these 3 mounts are placed closely, support for powertrain becomes
unstable.

Figure 16.
Vehicle FEM model: Body is presented with 44 modes under 50 Hz.

Figure 17.
Candidates for location of mounts: 34 candidates for position arrangement of engine mount are arranged so that
powertrain is enclosed. 3 points are selected among these 34 points.
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To deal with this, the following restrictions are added:

pt2 � pt1 ≥ 5

pt3 � pt2 ≥ 5 (27)

pt1 þ 34� pt3 ≥ 5

Spring and damping parameters are continuous variables. Following constraints
are given to guarantee other characteristics than idling vibration.

• Front and rear stiffness for dynamic vibration and acceleration shock when the
engine starts:

X3
i¼1

kxi ¼ 35:0 kgf=mm½ � (28)

• Left and right stiffness for handling and stability

X3
i¼1

kyi ¼ 45:0 kgf=mm½ � (29)

• Up and down stiffness for engine shake

X3
i¼1

kzi ¼ 45:0 kgf=mm½ � (30)

Here kdi (d=x, y, z, i=1,2,3) are stiffness parameters of number i, direction d.
All parameters have upper and lower limits as follows:

7:0≤ kxi ≤ 21:0

9:0≤ kyi ≤ 27:0 (31)

9:0≤ kzi ≤ 27:0

0:02≤ cdi ≤0:1 d ¼ x, y, z, i ¼ 1, 2, 3
� �

Damping parameter is also constrained as follows:

X3
i¼1

cdi ¼ 0:1 d ¼ x, y, z
� �

(32)

Total number of design values is 21 such as mount location (3�3), stiffness
parameters of 3 directions (3�3) and damping parameter (3).

From Eqs. (27) and (30), follows are induced:

Kd3 ¼ 35:0� kd1 þ kd2ð Þ
14:0≤ kd1 þ kd2 ≤ 28:0 d ¼ x, y, z

� �
(33)

This means that 21 design values and 6 linear equation constraints induce 15
design values (as shown in Table 2) and 6 boundary values (as shown in Table 3).
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5.1.2.2 Settings of objective function

Idling vibration is estimated at 2 observer points where the occupant seat is
installed on the floor. These points are intersection points between left and right
side sills and cross member where the seat is installed. The frequency vertical
responses of these 2 points are shown in Figure 18. Idling vibration is the phenom-
ena during engine rpm 600–900 and so it is estimated by frequency response from
20 Hz to 30 Hz. As a result, the objective function is the sum of 2 integral functions
with frequency in this range. Trapezoidal rule is used for integration with integral
interval 0.2 Hz.

Mount1 Mount2 Mount3

Location pt1 pt2 pt3

Stiffness (x) kx1 kx2 kx3

Stiffness (y) ky1 ky2 ky3

Stiffness (z) kz1 kz2 kz3

Damper (x) Cx1 Cx2 Cx3

Damper (y) Cy1 Cy2 Cy3

Damper (z) Cz1 Cz2 Cz3

Table 2.
21 design variable candidates. Since there are 6 boundary conditions as shown in Table 3, 15 of them are
design variables.

Lower Upper

14.0 kx1 + kx2 28.0

18.0 Ky1 + ky2 36.0

18.0 Kz1+ kz2 36.0

0.04 Cd1 + Cd2(d=x,y,z) 0.08

Table 3.
Boundary conditions.

Figure 18.
Acceleration response for frequency at observation point: Idling vibration is the phenomena during engine rpm
600–900 and so it is estimated by frequency response from 20 Hz to 30 Hz.
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5.1.3 Optimization results

First, with N initial samplings, response values are calculated. N means at least
necessary number for the approximation with secondary polynomials;

N= (n+1)(n+2)/2 (n is the number of design variables, here, n=15. So N=136).
Each sampling point is selected among feasible region which is given from Eqs. (25),
(26), (30) and Tables 2 and 3. Both of ɛ1, ɛ2 are set up 0.05 and αi is set up 1.5.
Both of GA and SQP (Sequential Quadratic Programming) are used to explore the
optimal value on the approximated response surfaces.

Three types of calculation are performed as far as initial point for optimal
analysis by SQP. In 1st one, it is selected the point where it is the optimal point using
GA. In 2nd one, last optimal point is selected as the initial point. In the last one, the
best solution point among sample points is selected as the initial point. In each step,
these 3 calculations are performed. However, because the solution by SQP is con-
tinuous value, at last stage discrete value is searched around the solution point. It is
the optimal point which has the least value among three types calculation in each
step.

5.1.3.1 Comparison with GA

To certify the effectiveness of MPOD, it is compared with GA. Here general GA
is selected although there are many types of GA. Real-coded Genetic Algorithms is
adopted with elite preservation strategy where population size is 50 and number of
generations is 100. It is shown in Table 4 the comparison between GA and MPOD.

As far as the problem where it takes much time to calculate objective function, it
is very effective to use MPOD.

In term A, it means the precision of optimal value is almost same. In term B, it is
compared the number of calculation of objective function. It is fewer in MPOD than
in GA. But in term C, total time is shorter in GA than in MPOD. The calculation
time of objective function for one selected point is 0.23 sec. In term D, all calcula-
tion times for object functions are filled out. In term E, in MPOD, the calculation
time of objective function accounts for about 13% in the total calculation time
although in GA it accounts about 90%. In other words, the total calculation time in
GA is more influenced by the calculation time of object function than in MPOD. On
the other hand, the most time-spent process in MPOD is to search the optimal
solution on the approximation function updated every time. In GA, this process is
finished within few seconds although in SQP, it takes sometimes few minutes with
some initial values. And so in MPOD, it influences very much to the calculation time
how the optimal value can be searched on the approximation function. As far as the
problem where it takes much time to calculate objective function, it is very effective
to use MPOD.

MPOD GA

A Response of optimum design 0.244 0.240

B Number of sampling points 189 5000

C Total calculation time [sec] 1571.8 1256.8

D Calculation time of response for all sampling points [sec] 43.7 1150.0

E Rate of D for C [%] 2.78 91.50

Table 4.
Comparison between result of MPOD and one of GA.
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5.2 Booming noise problem for simplified vehicle model

5.2.1 Modeling for optimal problem

Here booming noise for wagon-type automobile is treated. This noise is from 40
to 60 hertz when a vehicle gets over a small protrusion.

This is the coupled acoustic-structural vibration problem [44–48].
It is shown the simplified model simulated vehicle system in Figure 19 which

has average dimensions such as width 1.5 m, length 3 m, height 1.2 m. It is supposed
that the nodal shape box is body and inside the box is interior space. The FEM
model is generated such that the body has 1980 rectangular shell elements with
length of one side 0.1 m, thickness 1 mm and inside the box has 5400 cube acoustic
elements with length of one side 0.1 m. To treat the coupled forward and rear
direction acoustic-upper panel structural phenomena, the 5 faces except upper
panel are high stiffness by 100,000 times Young modulus of these 5 faces such that
the 1st eigen-frequency of acoustic system and second panel bending one are near.
The mode attenuation ratio is 3.5% both for the structural system and acoustic
system.

5.2.2 Setting up optimization problems

The problem is set as follows:
The objective function: the average of 8 frequency integral values of each sound

pressure response absolute value at observation points shown in Figure 19. The
eight coordinate positions are 1 m from the front or the back panel in Z direction,
0.3 m from the right or the left panel in Y direction and 0.3 m from the upper or the
bottom panel in X direction symmetrically. Integral values of each sound pressure
response absolute value are calculated by trapezoid official over from 40 to 50 hertz
divided into 200 pieces:

Design values: X1,X2.
X1: the position coordinate of the roof bow on the roof panel
0.5 ≤X1 ≤ 2:5, 0.1 m increments, 21 point discrete values

Figure 19.
Simplified vehicle FE model: To treat the coupled forward and rear direction acoustic-upper panel structural
phenomena, the 5 faces except upper panel are high stiffness by 100,000 times young modulus of these 5 faces
such that the 1st eigen-frequency of acoustic system and second panel bending one are near.
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X2: panel thickness 0.6 ≤X2 ≤ 1:8, 0.3 mm increments, 5 point discrete values.
Input force: Sinusoid forced displacement in forward and rear direction with
amplitude 0.2 mm which is equivalent to the force which is generated when the
vehicle gets over a small protrusion.

5.2.3 Optimization results

Because the number of design values is 2, 6 initial learning points are selected
through uniform random number by keeping longer than dmin. Here dmin is 0.33, ɛ1:
in Eq. (19) is 0.05, ɛ2 in Eq. (20) is 0.01 and α1 = α2 in Eq. (21) are 2.0. The
distribution of learning points is shown in Figure 20. In step 1, 6 points marked 1st
and 3 points marked 7th–9th are set over entire design space. On the other hand, 3
points marked 10th–12th in step 2 are concentrated on one part of the space. In step
1, although after 3 repetition, Eq. (19) is satisfied with X1 =2.5 and X2 =0.6, Eq. (20)
is not satisfied. And so in step 2 it is repeated. The first optimal point in step 2 is X1
=1.3 and X2 =0.6 apart from X1 =2.5 and X2 =0.6. And finally, Eq. (20) is satisfied
with X1 =1.5 and X2 =0.9. This is because there are 2 design points which have
almost same minimum values, one design point is X1 =1.5, the other is X1 =2.5. And
so the optimal point moves between 2 minimum points on the way to be improved
accuracy on response surface. As a result, it converges to the optimal solution X1

=1.5, X2 =0.9 and Y=95.59 with 12 learning points. In such way, optimal value is
searched by repeating step 1where global solution is searched and by repeating step
2 where approximation precision is improved on the response surface. The approx-
imation response surface is shown in Figure 21. Although referring to Figure 19,
originally, the response surface must be symmetric with respect to X1 =1.5, it is
asymmetric because the learning points have biased distribution. This shows we can
abbreviate unnecessary learning points for getting minimum value by taking many
learning points in neighborhood of optimal point.

Figure 20.
Learning points distribution in MPOD: In step 1, 6 points marked 1st and 3 points marked 7th–9th are set over
entire design space. On the other hand, 3 points marked 10th–12th in step 2 are concentrated on one part of the
space.
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5.2.4 Comparison between MPOD and experimental planning method using orthogonal
table (EPO)

As shown in Figures 22, 25 points at 5 levels are selected by quartering upper
and lower design limits. Figure 23 shows the response surface approximated by 4th
order direct polynomial. It is high in the symmetric level of response surface with
respect to X1 =1.5 because the design points are uniformly selected. It has 3 valleys

Figure 21.
Approximate response surface by MPOD: The response surface must be symmetric with respect to X1 =1.5, it is
asymmetric because the learning points have biased distribution. This shows we can abbreviate unnecessary
learning points for getting minimum value by taking many learning points in neighborhood of optimal point.

Figure 22.
Designing point distribution in EPO: 25 points at 5 levels are selected by quartering upper and lower design
limits.
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in the neighborhood of X1 =0.5, 1.5, 2.5 and 2 mountains in the neighborhood of X1

=1.0, 2.0. Gradient of response surface for X2 is extremely smaller than the one for
X1: The optimal solution by this response surface is X1 =1.5, X2 =0.6 and Y=94.36
which are slightly different from X1 =1.5, X2 =0.9 and Y=95.59 by the MPOD. The
reason for this difference is that although in EPO the trial points must be placed
uniformly, in MPOD they are placed adaptably such as the distance between any 2
points is longer than dmin The minimum point by EPO exits in the region within dmin

=0.33 where it is out of this problem.

5.3 Booming noise problem for real vehicle model

5.3.1 Modeling for optimal problem

Following the previous section, it is applied the MPOD also to the booming
coupled noise and structural problem for a real wagon-type vehicle where the
dynamic damper should be set. It is shown the overview of vehicle FEM model in
Figure 24 where the structural system is modeled with shell elements, the acoustic

Figure 23.
Approximate response surface by EPO: This response surface is approximated by 4th order direct polynomial. It
is high in the symmetric level of response surface with respect to X1 =1.5 because the design points are uniformly
selected.

Figure 24.
(a) Structural FE model for trimmed body. (b) Acoustic FE model of cabin. Overview of vehicle FEM model:
The structural system is modeled with shell elements, the acoustic system is modeled with solid elements and the
dynamic damper is modeled with lumped mass and one degree of freedom scalar spring.
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system is modeled with solid elements and the dynamic damper is modeled with
lumped mass and one degree of freedom scalar spring.

5.3.2 Setting up optimization problems

Let us set up the objective function Y and the design variables X1, X2 as follows:
Y: Minimize the maximum SPL (Sound Pressure Level) during 30 and 60 Hertz

at the observation point ● which is set ear height position of the center of the front
seat under the condition such that forward and rear unit input is loaded at the
connected point of the arm to the front suspension for giving the same-phase
vibration on the left and right. This load is generated when the vehicle gets over a
small protrusion.

X1: the position of the damper which is selected among 22 candidate from ➀ to

?22 in Figure 25.
X2: Spring constant which is selected among 5 candidates:

7.0,9.0,11.0,13.0,15.0 kgf/mm. The weight and the structural damping coefficient
are constant such as is 1.5 kg and 0.1 each other.

5.3.3 Optimization results

As far as the convergence judgment for the optimal, ε1 is 0.05, ε2 is 0.01 and also
as far as the control coefficient, α1 and α2 are 2.0. From the approximation response
surface with the initial 6 points, the 1st optimal is X1=16, X2=11.0, Y=0.659. The
2nd optimal is X1=15, X2=7.0, Y=0.567 by adding 7th, 8th 2 points. The step 1 is
terminated because the 3rd optimal is X1=15, X2=7.0 that is same as last time by
adding 9th, 10th 2 points. It is finished because the optimal solution X1=14, X2=7.0,
Y=0.556 are gained by adding the 11th point and this satisfies with Eq. (20). It is
shown the learning distribution points in Figure 26 and the approximated response
surface using 11 learning points in Figure 27. This means the minimal solution over
the total design region is gained with very few learning points compared with total
110 design points. As shown in Figure 28. The objective function Y is reduced 6 dB
around 45Herz by the optimal analysis. As shown in Figure 29, the coupled acoustic
structural mode at 44.3 Hz gives the entire car body elastic deformation induced by
the deformation of the upper panel and rear floor. Moreover the acoustic system
gives 1st mode of which node is a little rear from the center of passenger cabin and
of which anti-node is front to back end of passenger cabin. It is shown the differ-
ence of the panel vibration acceleration along the center line of vehicle body in
Figure 30 with the optimally optimum arranged damper and without damper.

Figure 25.
Candidates of dynamic damper location: The position of the damper which is selected among 22 candidate from
➀ to?22 .
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From Figure 30, the effect of optimal arrangement of damper can be interpreted to
be the vibration-absorbing effect for the global coupled acoustic-structural mode at
44.3 Hz rather than the local vibration reduction around the front roof rail.

To certify the effect of the optimal damper arrangement, bench test using
smooth drum is performed with the optimal arrangement damper and without
damper. It is shown the noise level–frequency relationship in Figure 31. Maximum
approximately 5 dB reduction of SPL is realized among 45�50 Hz. Although it needs
many man-hours to find out the optimal arrangement of dynamic damper by
experiment trial and error, it has been certified the method for booming noise
reduction can be realized efficiently by MPOD.

Figure 26.
Learning points distribution: The minimal solution over the total design region is gained with very few learning
points compared with total 110 design points.

Figure 27.
Response surface by 11 learning points:
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5.4 Vehicle crash problem

5.4.1 Setting up optimization problems

The vehicle side member (component parallel to the central axis of vehicle)
plays a big role in energy absorption while the frontal collision and energy absorp-
tion of the vehicle is determined by its size, shape and welding [49–53]. In this
example, the uniform hollow square-cross section, a perfectly straight side member
with uniform thickness is investigated and reinforcement of the component is
considered as a way to increase the energy absorption. The size and material
property of the member are ρ = 7.85E-3 g/mm3, E = 210GPa, Et = 2.5GPa,
σy = 220 MPa, v = 0.3, and the form of reinforcement is depicted in Figure 32.

All degrees of freedom at the bottom end are rigidly fixed, and at the top end, a
rigid mass of 500 kg, and velocity of 54 km/h are used as a load to simulate a crush.
The load–displacement behavior of the member while crushing is calculated by
FEM solver LS-DYNA3D [54], in which 2700 shell elements and 2754 nodes are
used. The design variables include the thickness of the base plate (t1), the upper
plate (t2) and the location of reinforcement (z). The total weight of the component
is constant (w=780 g), therefore only two design variables are independent. The
objective function is the energy absorption of the component, 10 ms after crushing.
The mathematical definition of the problem is as follows;

Max f t1, t2, zð Þ
Subject to : 0:5≤ t1, t2 ≤ 1:0, 1:5≤ z≤ 250

t2 ¼ 1:5þ 1� t1ð Þð Þ=2:0
5.4.2 Optimization results

The training procedure and end thresholds are identical to the case of large
deviation, that is, α=5, β=0.6 and ε1=0.15, ε2=0.01. Step 1 is terminated after four
iterations (corresponding to 12 functional evaluations) of random seed searches.
Then, Eq. (20) is satisfied after two iterations and the total number of functional
evaluations until convergence, is 14. The approximation optimal is (1.21, 1.39,160),
f (xop(k))=8484.11 kJ, which is 11.6% higher than that of the original design

Figure 28.
Estimation of optimized dynamic damper effect: The objective function Y is reduced 6 dB around 45Herz by the
optimal analysis.
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(1.00,1.50,0.0). The contour plot of the approximation function is depicted in
Figure 33. In the figure, the open circle ○ indicates the optimal design using the
proposed MPOD method and the plus sign+ expresses the designs used for approx-
imation. The comparison between the approximation function and FEM values with
t1=1.21 and t2=1.39 are fixed while the changing reinforcement location z is plotted
in Figure 34. It can be seen from the figure, and also mentioned in Refs. [49–53],
that the FEM value varies, because of the heavy nonlinearity of the crashworthiness
problems [49–53]. A smooth and robust approximation function is obtained by the
HNN approximation and an optimal design is realized successfully. The MPOD

Figure 29.
Fluid–structure coupled eigen mode (44.3 Hz): The coupled acoustic structural mode at 44.3 Hz gives the
entirecar body elastic deformation induced by the deformation of the upper panel and rear floor.
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Figure 30.
Acceleration of vehicle body panel (44.3 Hz): Optimal arrangement of damper can give the vibration-
absorbing effect for the global coupled acoustic-structural mode at 44.3 Hz rather than the local vibration
reduction around the front roof rail.

Figure 31.
Validation of optimized dynamic damper effect: Maximum approximately 5 dB reduction of SPL is realized
among 45�50 Hz.
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Figure 32.
Analysis model of crashworthiness optimization: The member is perfectly straight with uniform hollow square-
cross section and uniform thickness.

Figure 33.
Approximation function of the present method: The open circle ◯ indicates the optimal design using the
proposed MPOD method and the plus sign+ expresses the designs used for approximation.
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approach based on the HNN has a robust property against calculation noise. How-
ever, the deviation of the coefficient is dependent on the design distribution. This
topic will be discussed further in future works.

5.5 Combination problem between vehicle crashworthiness and restraint
device performance at the head-on collision

5.5.1 Setting up optimization problems

Here the problem is the head-on collision where the vehicle collides perpendic-
ular to a concrete wall. This phenomena is that the vehicle finishes the moving after
the crush energy is absorbed completely by the vehicle structure [55]. During this
phenomena, the occupant moves length L+I in the axial direction where L is the
amount of crush and I is the amount of movement of the occupant in the cabin. The
longer L+I is the smaller the average deceleration of the occupant is. And so it is
necessary to raise L+I. On the other hand, if the amount of crush of the vehicle
front-end is too large, the possible amount of occupant moving becomes smaller.
Also if the movement amount of the occupant to the vehicle front side, it arises the
possibilities of the crush between the occupant and the steering wheel, etc. In such
way, the most important issue is to get the optimal valance between the vehicle
crashworthiness and occupant restraints performances. So let us start the feasibility
study concerned with this. Ever before, representative 4 patterns have been con-
sidered as the best vehicle performance for the occupant. As shown in Figure 35,
these 4 patterns of vehicle crush performance have been referred to the standard
numbers which are generated when the small passenger cars collide perpendicular
to a concrete wall with 35mph based on the criterion of NHTSA (National Highway
Traffic Safety Administration). Here it is selected among these 4 vehicle crush
performances as the design of vehicle. That means the design vehicle value becomes
integer for the vehicle performance. As far as the occupant restraint, it is supposed

Figure 34.
Comparison of FEM and HNN when design variable z is changed: The FEM value varies, because of the heavy
nonlinearity of the crashworthiness problems. A smooth and robust approximation function is obtained by the
HNN approximation and an optimal design is realized successfully.
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that there is not the contact between the occupant and the steering wheel for
simplicity so that only seat belt is considered. For the design values of seat belt, the
magnification x1 of standard value 2.5GPa of seat belt Young modulus and the
magnification x2 of standard value 3000 N of working load of the load limiter are
selected. Here the load limiter is the device which relieves the impact on the chest
by sending seat belt with the load remained constant when the load applied to the
seat belt winder reaches to the working load as shown in Figure 36. Here the send-
off amount of load limiter is 100 mm. Next it is shown in Figure 37 the analysis
model of dummy system which consists of dummy, seat belt and sled. The dummy
is Hybrid III whose size is the average of adult male. The number of total nodal
points is 3700. The number of shell elements is 3203 for dummy and 116 for sled.
Seat belt is basically modeled with 58 beams. But the parts of the seat belt for the
chest and the waist are modeled with 192 shell elements so that the contact between
dummy and seat belt can be considered precisely. The dummy and the sled are solid
and seat belt is elastic. Contact by penalty method is defined for the friction
between dummy and seat. The coefficient of friction is 0.2. The model for seat is
comparatively coarse because it is only for the in-plane force to get friction as
shown in this figure. The objective function is Eq. (35) by using HIC in Eq. (34) and
chest G which are generated by head-on collision with crush velocity 35mph
referred to the criterion of NHTSA.

HIC ¼ 1
t2�t1

ðt2
t1
α dt

� �2:5
t2 � t1ð Þ (34)

Min f n, x1, x2ð Þ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
HIC� 200

200

� �2

þ ChestG� 20
10

� �2
s

(35)

Figure 35.
Type of deceleration curve of vehicle: These 4 patterns of vehicle crush performance have been referred to the
standard numbers which are generated when the small passenger cars collide perpendicular to a concrete wall
with 35mph based on the criterion of NHTSA.
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Subject to 1≤n≤ 4

0:7≤ x1 ≤ 1:3

0:5≤ x2 ≤ 1:5 (36)

Hdisp n, x1, x2ð Þ≤ 420mm

Figure 37.
Hybrid III dummy and sled FEM model: The analysis model of dummy system which consists of dummy, seat
belt and sled.

Figure 36.
Safety belt pull out vs. load of load limiter: The load limiter is the device which relieves the impact on the chest
by sending seat belt with the load remained constant when the load applied to the seat belt winder reaches to the
working load.
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Figure 38.
Safety criteria using NHTSA: The optimal design point is n=3, x1 ¼ 0:70, x2 ¼ 1:20:The value of the objective
function is 1.34 (HIC=355.8、chest G=30.9) estimated as 5☆. The other local optimal design point is n=3,
x1 ¼ 1:30, x2 ¼ 1:15: The objective function is 3.12 (HIC=620.2, chest G=43.1) estimated as 4☆.

Figure 39.
Contour of approximation response surface at n=3: A is the given optimal point. Although all trial points are
given within the region, a is on the boundary. This means the optimal point a is never found without the
MPOD’s intrinsic extrapolation ability.
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Here, α in Eq. (34) is deceleration of head. The unit of deceleration for HIC and
chest G is used g(1 g=9.8 m/ s2). Chest G is the maximum deceleration which
continuously generates longer than 3 ms.

The objective function in Eq. (35) is rated on a 5-point stage. Here Hdisp in
Eq. (36) means the moving amount of head to the front and it is shorter than
420 mm so that the occupant does not crush to the steering.

5.5.2 Optimization results

6 points are selected for the initial learning points. ɛ1 ¼ 0:02 in Eq. (19), ɛ2 ¼
0:05 in Eq. (20), α1 = α2 ¼ α3 =1.0 in Eq. (21). Firstly step 1 is terminated with 5
iterations which use total 22 points. In step 2, it is terminated with 1 iteration which
uses 2 points. So 24 points are used. The optimal design point is n=3, x1 ¼
0:70, x2 ¼ 1:20: The value of the objective function is 1.34 (HIC=355.8、Chest
G=30.9) of which estimation is 5☆ in Figure 38. The other local optimal design
point is n=3, x1 ¼ 1:30, x2 ¼ 1:15: of which objective function is 3.12 (HIC=620.2,
Chest G=43.1). This corresponds to 4☆ in Figure 38. It is shown the contour of the
objective function with n=3 in Figure 39. In this figure, A is the given optimal point,
B is the local optimal point and the shadow part means the one where it cannot be
designed. Although all trial points are given within the region, A is on the boundary.

Figure 40.
Motion behavior of the dummy model at optimal design: The HIC becomes the maximum when the jaw contacts
the chest around 100 ms. but the maximum HIC is rather small because the contact between the jaw and the
chest becomes loose around 100 ms by the operation of the load limiter.
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This means the optimal point A is never found without the MPOD’s intrinsic extrap-
olation ability. Such result is never found only with the conventional interpolation
unless the trial points are included also on the boundary. In such style, it becomes
very efficiency. It is shown the motion behavior of the dummy model at optimal
design in Figure 40. The HIC becomes the maximumwhen the jaw contacts the chest
around 100 ms as shown in this figure. But the maximumHIC is rather small because
the contact between the jaw and the chest becomes loose around 100 ms by the
operation of the load limiter. Generally speaking, lots of studies for response surface
optimal problem have been done for only one peak problem. On the other hand,
MPOD gives us plural optimal combination simultaneously without the knowledge
such as how many and where the maximum points exist. Now present vehicle also
has air back in addition to seat belt as restraint device. And so it has more local
maximum points in the optimal combination problem among vehicle and restraint
device than this problem mentioned here. That means the best combination has not
been realized between vehicle performance and restraint device one. Only the MPOD
can be applied to this multi-peak optimal problem.

6. Conclusion

Here, it is presented a novel method to solve the global optimal design within a
feasible design space using response surface methodology based on HNN activation.
The sequential approximation procedure and extrapolation of the HNN are pro-
posed for irregular design space and arbitrary designs. The detailed summaries of
the issues raised in this paper are as follows.

1.RSM has become more and more important especially for non-linear
problems. There are 2 important issues in RSM such as the selection of
activation function where quadratic polynomials are most used and the
selection of the design trial points where CCD is most utilized. Also artificial
neural network function is applied where the multi-layered one is generally
applied. In contrast we have developed MPOD where both of the selections of
design trial points and the activation function are different from others.

2. In MPOD the number of design trial points can be reduced much more than
others. And it is very efficient when the calculation time for one design trial
point is long in real big and non-linear problems. Generally the more layers
there are the higher the precision becomes in multi-layer neural network. In
contrast it is shown that higher orders of the HNN can be realized by the
products of fundamental terms to improve the approximation capability.

3. In higher order case with HNN, it becomes often necessary to use pseudo
inverse matrix where we have developed a superior method using penalty
function to Moore–Penrose generalized inverse matrix.

4. It is estimated that the HNN is more feasible to approximate the multiple
peaks function than the polynomials.

5.The extrapolation can be performed by adjusting the transformation coefficient
which expresses the slope of the transformation function of the HNN.

6.It is illustrated that the proposed sequential approximation procedure
involves two steps. Step 1 aims to conduct a rapid scan of the entire design
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space with fewer designs, Step 2 focuses on increasing and confirming the
approximation accuracy near the optimal design determined in Step 1. The
proposed sequential optimal design method can be applied to design problems
with regular and irregular boundaries of design space by the benefit of
extrapolation.

7.Rapid approximation of the entire design space can be performed by
presetting the threshold dmin to be larger, however, it can also feasibly be used
to search for relatively small clusters by adjusting the deviation of random
seeds and presetting the threshold dmin to be smaller in Step 1. However, the
deviation of random seeds is assigned smaller values in Step 1 to increase the
probability of solving the design within the small cluster. In other words, a
trade-off between the accuracy over the entire design space and computation
expense can be comprehensively achieved.

8.Comparing with GA, the proposed method can suppress the number of
samples and has the same level of accuracy as GA. That means MPOD is much
superior to GA in the case of long calculation time problem for one sample
such as non-linear problem.

9.Applications to the vehicle problems such as idling vibration, booming noise,
crashworthiness design and crash occupant restraint problem with multiple
peaks reveals that the proposed method is a feasible and practical approach.

10.Some points still need to be discussed, such as the robustness of the optimal
design and the confident regions of estimated coefficients of holographic
neural network, which will be addressed in the future.
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Chapter 4

Response Surface Designs Robust
against Nuisance Factors
Nam-Ky Nguyen, Mai Phuong Vuong and Tung-Dinh Pham

Abstract

This paper discusses an algorithmic approach to constructing trend-free and
orthogonally-blocked response surface designs. The constructed designs have the
main effects, 2-factor interactions and second-order effects being orthogonal or near-
orthogonal to the nuisance factors such as the time-trend or the blocking factors.
The paper also provides a catalogue of (near-) trend-free Box–Behnkens designs and
orthogonally blocked Box–Behnkens designs arranged in rows and columns.

Keywords: Box–Behnken designs, D-optimality, Interchange algorithm,
Orthogonal blocking, Trend-free designs

1. Introduction

Consider an experiment to study the effect of processing time, temperature and
shear stress caused by pumping on the quality of skim milk powder. The milk for
this experiment is blended and stored at 4°C and is used over a week for a series of
experimental runs. As the milk quality deteriorates over the week, it is desirable for
the scientist to have a design whose runs are in a particular order such that the main
effects (MEs), 2-factor interactions (2FIs) and second-order effects (SOEs) are
orthogonal or near-orthogonal to the time trend.

Box et al. [1], p. 486 discussed an experiment using the Box–Behnken design or BBD
[2] to study the influence of four factors on nylon flake blender efficiency. The four
factors are (1) particle size, (2) screw lead length, (3) screw rotation and (4) blending
time. The design has 27 runs in three blocks of nine runs each. Let us assume there is a
need to add an additional factor, i.e. supplier in addition to the existing blocking factor,
say operator and find a design which can accommodate the new blocking factor.

The two mentioned experiments emphasise the need for a special class of
response surface designs (RSDs) and experiment designs in general which are
robust against nuisance factors such as the time trend and the heterogeneous envi-
ronment. Particular attention will be given to the BBDs since BBDs are the most
widely used 3-level designs.

2. Measure of goodness of a (near-) trend-free design or orthogonally
blocked design

Consider the following second-order model for an n-run design with v time
trend columns (or blocking factor columns) z1, … , zv and m factors x1, … , xm, of
which m3 factors are at 3-level and the rest at 2-level:
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yu ¼ δ1z1u þ … þ δvzvu þ β0 þ
Xm3

i¼1
βiix

2
iu þ

Xm
i¼1

βixiu þ
Xm�1
i¼1

Xm
j¼iþ1

βijxiuxju þ ϵu (1)

where yu u ¼ 1, … , nð Þ is the response value of the uth run, zw‘s are the nuisance
columns/variables and ϵu is a random error associated with the uth run. If the
nuisance columns zw‘s are the time trend ones, there will be two columns, one for
linear trend and one quadratic. The linear trend column (first column) is created by
scaling a column of numbers 1, … , nð Þ0 by subtracting each value from the column
mean and then dividing the resulting number by the largest one. The quadratic
trend column (second column) is created by scaling a column obtained by squaring
each element of the linear trend column.

If the nuisance columns zw‘s are associated with the blocking factors, there will
be v ¼Pr

i¼1 bi � 1ð Þ� �
columns where r is the number of blocking factors and bi is

the number of blocks/categories for each blocking factor. Before standardisation by
subtracting the values of each column by the column mean, these columns are
dummy variables, which take value 1 if the uth run is in the wth block and zero
otherwise (see [3], Section 8 and [4], Chapter 8).

Eq. (1) can also be written in matrix form as:

y ¼ ZδþXβþ ϵ (2)

where y is an n� 1 response vector, Z a matrix of size n� v containing v zw
columns in (1), δ a v� 1 column vector representing nuisance effects, X is the
expanded design matrix of size n� p, β a p� 1 column vector of parameters to be
estimated, and ϵ an n� 1 column vector of random errors. The least square solution
for the unknown parameters δ and β in (2) is thus the solution of the following
equation:

Z0

X0

� �
y ¼ Z0Z Z0X

X0Z X0X

� �
δ̂

β̂

" #
(3)

When the condition

Z0X ¼ 0 (4)

is satisfied, it can be seen that the solution for β from (3) will be the same as the
one from the equation X0y ¼ X0Xβ̂, i.e. the equation for a model without the
nuisance columns. The condition in (4) is called the time trend-free condition or
orthogonal block condition.

To measure how good of a (near-) trend-free design or orthogonally blocked
design is, we use the following fraction:

jX0Xj= jZ0Zj X0Xjjð Þð Þ1=p (5)

where X ¼ Z X½ � includes the nuisance factors and p is the number of
parameters of the model to be estimated (i.e. the number of columns of X). A well
known result of Fischer [5] states that given a positive definite hermitian matrix G
of the form:

G ¼ A B
B0 D

� �
(6)
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then ∣G∣ ≤ ∣AkD∣, and the equality holds if and only if B ¼ 0. If follows from this
inequality that:

∣X0X∣ ≤ ∣Z0ZkX0X∣ (7)

which implies the measure in (5) is less than or equal to 1, and it becomes 1 if
and only if Z0X ¼ 0.

3. An algorithm to attain the orthogonality condition Z0X ¼ 0

Let x0i and x0u be two rows of X and z0i and z0u be the corresponding rows of Z.
Swapping the ith and uth rows ofX is the same as adding the following matrix to Z0X:

� zi � zuð Þ xi � xuð Þ0: (8)

We use this matrix result to develop an algorithm to achieve the condition
Z0X ¼ 0, i.e. for constructing (near-) trend-free designs and orthogonally blocked
designs. This algorithm has two main steps:

1.Construct the nuisance matrix Z and the expanded design matrixX. Randomly
assign each of the n rows of X to each of the n rows of Z. Calculate f , the sum
of squares of the elements of Z0X.

2.Repeat searching for a pair of rows of X such that the swap of the positions of
these two rows results in the biggest reduction in f . If the search is successful,
swap their positions, update f and Z0X. This step is repeated until f ¼ 0 or
until f cannot be reduced further.

Table 1 (a) and 1 (b) display the X ¼ Z Xð Þð Þmatrices of a BBD for three factors
in 15 runs: (a) ordered in the presence of both linear and quadratic trends; (b)
arranged in three blocks of five runs each. This example shows how the Z matrices
are constructed. The X matrix contains a column of 1’s representing the intercept,
followed by three columns representing SOEs, three columns representing the MEs
and three columns representing 2FIs.

Remarks

1.The above two steps make up one computer try. Thousands of tries are
required for each design parameters and the one with the smallest f will be
chosen. Among designs with the same f , the one with the smallest fraction
calculated in (5) will be chosen.

2.For a factorial or fractional factorial design (FFD), the orthogonality between
MEs and nuisance variables is considered more important than the
orthogonality between 2FIs and nuisance variables. For an RSD, the
orthogonality between the MEs (and 2FIs) and nuisance variables are
considered more important than the orthogonality between SOEs and nuisance
variables. In these situations, partition X as X1 X2 …ð Þ where X2 is associated
with the more important effects. Similarly, partition Z0X as Z0X1 Z0X2 …ð Þ. Let
g be the sum of squares of the elements of Z0X2 and f the sum of squares of the
elements of Z0X as defined previously. Step 2 of our algorithm now becomes
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repeating searching for a pair of runs such that swapping their run positions
results in the biggest reduction in g (or f if g cannot be reduced further). If the
search is successful, swap their positions, update f and Z0X. This step is
repeated until f ¼ 0 or until both g and f cannot be reduced further.

z1 z2 x0 x21 x22 x2
3 x1 x2 x3 x1x2 x1x3 x2x3

�1 1 1 0 0 0 0 0 0 0 0 0

�0.86 0.57 1 0 1 1 0 �1 1 0 0 �1
�0.71 0.21 1 1 0 1 1 0 �1 0 �1 0

�0.57 �0.09 1 1 0 1 �1 0 �1 0 1 0

�0.43 �0.32 1 0 1 1 0 1 1 0 0 1

�0.29 �0.48 1 1 1 0 �1 1 0 �1 0 0

�0.14 �0.58 1 1 1 0 1 1 0 1 0 0

0 �0.61 1 0 0 0 0 0 0 0 0 0

0.14 �0.58 1 1 1 0 �1 �1 0 1 0 0

0.29 �0.48 1 1 1 0 1 �1 0 �1 0 0

0.43 �0.32 1 0 1 1 0 �1 �1 0 0 1

0.57 �0.09 1 1 0 1 1 0 1 0 1 0

0.71 0.21 1 1 0 1 �1 0 1 0 �1 0

0.86 0.57 1 0 1 1 0 1 �1 0 0 �1
1 1 1 0 0 0 0 0 0 0 0 0

(a)

z1 z2 x0 x21 x22 x23 x1 x2 x3 x1x2 x1x3 x2x3

0.67 �0.33 1 1 0 1 �1 0 1 0 �1 0

0.67 �0.33 1 1 0 1 1 0 1 0 1 0

0.67 �0.33 1 0 0 0 0 0 0 0 0 0

0.67 �0.33 1 0 1 1 0 1 �1 0 0 �1
0.67 �0.33 1 0 1 1 0 �1 �1 0 0 1

�0.33 0.67 1 0 0 0 0 0 0 0 0 0

�0.33 0.67 1 1 0 1 �1 0 �1 0 1 0

�0.33 0.67 1 1 0 1 1 0 �1 0 �1 0

�0.33 0.67 1 0 1 1 0 �1 1 0 0 �1
�0.33 0.67 1 0 1 1 0 1 1 0 0 1

�0.33 �0.33 1 1 1 0 1 �1 0 �1 0 0

�0.33 �0.33 1 1 1 0 �1 1 0 �1 0 0

�0.33 �0.33 1 1 1 0 �1 �1 0 1 0 0

�0.33 �0.33 1 1 1 0 1 1 0 1 0 0

�0.33 �0.33 1 0 0 0 0 0 0 0 0 0

(b)

Table 1.
The X ¼ Z Xð Þð Þmatrices of a BBD for three factors in 15 runs (a) ordered in the presence of both linear and
quadratic trends; (b) arranged in three blocks of five runs each.
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The designs whose X matrices are in Table 1 (a) and 1 (b) were constructed by
this approach. In Table 1 (a), the X2 matrix is associated with the MEs and in
Table 1 (b), the X2 matrix is associated with the MEs and 2FIs. Readers can verify
that Z0X2 ¼ 0.

The algorithm we describe in this Section is closely aliased to the ones of Nguyen
[6] and Nguyen [7]. As such, it does not require matrix inversions and therefore is
much faster than the ones by other authors (See e.g. [8–11]).

4. BBDs robust against time trend and blocking factors

The algorithm in the previous Section has been used to construct BBDs for 3–7
factors which are (near-) trend-free and orthogonally blocked with two blocking
factors (i.e. rows and columns).

We use the correlation cell plots (CCPs) proposed by Jones & Nachtsheim [12]
to display the magnitude of the correlation between the SOEs, MEs and 2FIs with
the columns/variables representing nuisance factors. The colour of each cell in these
plots ranges from white (no correlation) to dark (correlation of 1 or close to 1).
Figures 1 (a) and 1 (b) show the CCPs of the BBDs whose X matrices are Table 1 (a)
and 1 (b). In Figure 1 (a), it can be seen that theMEs are orthogonal to both the linear
and quadratic trends. In Figure 1 (b), it can be seen that both the MEs and 2FIs are
orthogonal to the block effects. For both Figures, the SOEs are slightly correlated with
the nuisance effects.

Appendix 1 tabulates the BBDs which are near- trend-free. These BBDs are for
three factors in 15 runs, four factors in 27 runs, five factors in 46 runs and six factors
in 54 runs. The BBD for seven factors in 62 runs can be found in the link given in the
next Section. These BBDs have the MEs being orthogonal to the time trends and
have CCPs very similar to the one in Figure 1 (a). Let TF (time factor) be the
fraction computed in (5) for these designs. The TF values of these five designs are
0.91, 0.959, 0.986, 0.974 and 0.976 respectively.

Appendix 2 tabulates the BBDs which are near-orthogonally blocked. These
BBDs are for three factors in 16 runs arranged in two rows and two columns, four
factors in 28 runs arranged in two rows and two columns, five factors in 48 runs
arranged in two rows and three columns, and six factors in 54 runs arranged in two
rows in three columns. The BBD for seven factors in 60 runs arranged in two rows

Figure 1.
CCPs of the BBDs whose X matrices are Table 1 (a) and 1 (b).
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and three columns can be found in the link given in the next Section. With the
exception of the first BBD, these BBDs have both the MEs and 2FIs being orthogonal
to the block effects and have CCPs very similar to the one in Figure 1 (b). Let BF
(blocking factor) be the fraction computed in (5) for these designs. The BF values of
these five designs are 0.944, 1, 0.992, 0.927 and 0.962 respectively. Note that for the
4-factor BBD, all effects are orthogonally blocked.

5. Conclusion

This paper describes an algorithmic approach to arrange the runs of an experi-
mental design in general and an RSD in particular so that it is robust against
nuisance factors such as time trend and blocking factors. Designs constructed by
this approach can supplement the existing catalogue of designs in the literature.
Although 3-level designs are used in this paper to illustrate our blocking approach,
ours can also be used with 2-level designs (the factorial and fractional factorial
designs) or mixed-level designs [13–15] or mixture designs [16].

The link of the supplemental material which contains the Java implementation
of the algorithm in Section 3 and additional examples is: https://drive.google.com/d
rive/folders/14g7E3I4F8KIL2rcZMovlvJmsaM7iC7pJ?usp=sharing.

Appendix 1: BBDs for 3–6 factors with the trend-free main effects

-1 1 0 0 0 -1 1 -1 0 -1 0 0 -1 1 0 0 0 0 0 0

-0.857 0.571 -1 0 -1 -0.956 0.867 1 0 -1 0 0 -0.962 0.887 -1 1 0 0 0 -1

-0.714 0.209 0 1 1 -0.911 0.739 0 0 0 1 1 -0.925 0.778 1 1 0 0 0 1

-0.571 -0.088 0 -1 1 -0.867 0.618 0 0 0 0 0 -0.887 0.673 0 0 0 1 -1 1

-0.429 -0.319 1 0 -1 -0.822 0.503 0 1 0 0 -1 -0.849 0.573 0 -1 0 0 1 -1

-0.286 -0.484 1 -1 0 -0.778 0.394 0 -1 0 -1 0 -0.811 0.478 1 0 0 -1 1 0

-0.143 -0.582 1 1 0 -0.733 0.291 -1 0 1 0 0 -0.774 0.386 0 -1 -1 -1 0 0

0 -0.615 0 0 0 -0.689 0.194 1 0 0 0 -1 -0.736 0.299 -1 0 0 -1 1 0

0.143 -0.582 -1 -1 0 -0.644 0.103 0 0 0 0 0 -0.698 0.216 0 0 0 1 -1 -1

0.286 -0.484 -1 1 0 -0.6 0.018 0 0 1 1 0 -0.66 0.138 1 0 -1 0 -1 0

0.429 -0.319 -1 0 1 -0.556 -0.061 0 0 1 0 1 -0.623 0.064 -1 0 1 0 -1 0

0.571 -0.088 0 1 -1 -0.511 -0.133 1 -1 0 0 0 -0.585 -0.006 0 0 0 0 0 0

0.714 0.209 0 -1 -1 -0.467 -0.2 0 0 0 -1 1 -0.547 -0.071 0 -1 0 0 1 1

0.857 0.571 1 0 1 -0.422 -0.261 0 0 0 0 0 -0.509 -0.132 1 -1 0 1 0 0

1 1 0 0 0 -0.378 -0.315 0 -1 0 0 -1 -0.472 -0.189 0 1 -1 0 -1 0

-0.333 -0.364 0 1 1 0 0 -0.434 -0.241 1 -1 1 0 0 0

-0.289 -0.406 -1 0 0 -1 0 -0.396 -0.289 -1 0 0 -1 0 1

-1 1 0 -1 -1 0 -0.244 -0.442 1 1 0 0 0 -0.358 -0.332 -1 0 0 1 1 0

-0.923 0.769 1 1 0 0 -0.2 -0.473 -1 1 0 0 0 -0.321 -0.372 0 1 1 0 1 0

-0.846 0.557 1 0 0 -1 -0.156 -0.497 0 0 1 -1 0 -0.283 -0.406 0 -1 0 0 -1 -1

-0.769 0.363 0 0 1 1 -0.111 -0.515 0 0 0 0 0 -0.245 -0.437 -1 1 0 0 0 1

-0.692 0.188 -1 1 0 0 -0.067 -0.527 0 -1 0 1 0 -0.208 -0.463 0 1 1 -1 0 0

-0.615 0.031 -1 0 1 0 -0.022 -0.533 0 0 -1 1 0 -0.17 -0.485 0 0 1 1 0 -1

-0.538 -0.108 0 0 -1 1 0.022 -0.533 0 0 -1 0 -1 -0.132 -0.502 1 1 0 0 0 -1
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Appendix 2: BBDs for 3–6 factors arranged in rows and columns

-0.462 -0.228 0 0 1 -1 0.067 -0.527 0 1 -1 0 0 -0.094 -0.515 -1 -1 0 1 0 0

-0.385 -0.329 0 0 0 0 0.111 -0.515 0 0 0 0 0 -0.057 -0.524 0 0 0 0 0 0

-0.308 -0.412 -1 -1 0 0 0.156 -0.497 1 0 0 0 1 -0.019 -0.528 0 0 -1 0 1 1

-0.231 -0.477 -1 0 -1 0 0.2 -0.473 -1 0 0 0 1 0.019 -0.528 -1 0 -1 0 -1 0

-0.154 -0.523 0 0 0 0 0.244 -0.442 0 0 1 0 -1 0.057 -0.524 0 0 1 1 0 1

-0.077 -0.551 0 -1 0 -1 0.289 -0.406 -1 -1 0 0 0 0.094 -0.515 1 1 0 1 0 0

0 -0.56 0 -1 0 1 0.333 -0.364 0 0 -1 -1 0 0.132 -0.502 1 0 0 -1 0 1

0.077 -0.551 1 0 0 1 0.378 -0.315 0 0 -1 0 1 0.17 -0.485 0 0 0 0 0 0

0.154 -0.523 0 1 0 -1 0.422 -0.261 0 0 0 -1 -1 0.208 -0.463 0 0 0 0 0 0

0.231 -0.477 0 1 1 0 0.467 -0.2 0 1 0 1 0 0.245 -0.437 1 0 0 -1 0 -1

0.308 -0.412 1 -1 0 0 0.511 -0.133 -1 0 0 1 0 0.283 -0.406 -1 0 0 -1 0 -1

0.385 -0.329 1 0 -1 0 0.556 -0.061 0 -1 -1 0 0 0.321 -0.372 0 1 1 0 -1 0

0.462 -0.228 0 1 -1 0 0.6 0.018 1 0 0 1 0 0.358 -0.332 0 -1 1 -1 0 0

0.538 -0.108 0 1 0 1 0.644 0.103 1 0 1 0 0 0.396 -0.289 0 0 -1 0 1 -1

0.615 0.031 -1 0 0 -1 0.689 0.194 0 0 0 1 -1 0.434 -0.241 0 -1 0 0 -1 1

0.692 0.188 0 0 0 0 0.733 0.291 1 0 0 -1 0 0.472 -0.189 0 0 1 0 1 -1

0.769 0.363 1 0 1 0 0.778 0.394 0 -1 0 0 1 0.509 -0.132 0 0 -1 1 0 -1

0.846 0.557 0 -1 1 0 0.822 0.503 0 -1 1 0 0 0.547 -0.071 0 0 -1 1 0 1

0.923 0.769 0 0 -1 -1 0.867 0.618 0 1 0 -1 0 0.585 -0.006 1 -1 -1 0 0 0

1 1 -1 0 0 1 0.911 0.739 0 1 0 0 1 0.623 0.064 -1 -1 -1 0 0 0

0.956 0.867 0 0 0 0 0 0.66 0.138 0 0 0 -1 -1 1

1 1 -1 0 0 0 -1 0.698 0.216 0 1 -1 0 1 0

0.736 0.299 0 1 -1 -1 0 0

0.774 0.386 0 0 1 0 1 1

0.811 0.478 0 0 0 -1 -1 -1

0.849 0.573 0 0 0 0 0 0

0.887 0.673 1 0 0 1 1 0

0.925 0.778 -1 1 0 1 0 0

0.962 0.887 1 0 1 0 -1 0

1 1 -1 -1 1 0 0 0

1 1 -1 -1 0 1 1 -1 0 0 1 0 1 1 0 0 1 0 1 1

1 1 1 0 -1 1 1 0 0 1 0 1 1 1 1 -1 -1 0 0 0

1 1 0 0 0 1 1 0 -1 0 0 -1 1 1 1 1 0 0 0 1

1 1 0 1 1 1 1 0 0 0 0 0 1 1 1 1 0 0 0 -1

1 2 -1 0 1 1 1 0 0 1 0 -1 1 1 0 0 1 0 1 -1

1 2 0 1 -1 1 1 0 0 0 0 0 1 1 1 0 1 0 -1 0

1 2 1 -1 0 1 1 0 1 0 -1 0 1 1 0 0 0 0 0 0

1 2 0 0 0 1 1 1 0 -1 0 0 1 1 1 -1 1 0 0 0
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2 1 0 -1 1 1 2 0 1 0 0 -1 1 1 -1 0 1 0 -1 0

2 1 -1 0 -1 1 2 0 0 0 0 0 1 2 0 1 1 0 -1 0

2 1 0 0 0 1 2 0 0 -1 -1 0 1 2 0 -1 0 0 -1 -1

2 1 1 1 0 1 2 1 0 0 0 -1 1 2 0 1 -1 -1 0 0

2 2 1 0 1 1 2 0 -1 0 -1 0 1 2 0 -1 -1 -1 0 0

2 2 0 0 0 1 2 0 0 -1 1 0 1 2 0 -1 0 0 -1 1

2 2 0 -1 -1 1 2 0 0 0 0 0 1 2 -1 -1 0 1 0 0

2 2 -1 1 0 1 2 1 0 0 0 1 1 2 0 0 0 0 0 0

1 3 -1 0 -1 0 0 1 2 0 1 -1 0 -1 0

1 3 0 -1 1 0 0 1 2 -1 1 0 1 0 0

1 1 0 0 -1 -1 1 3 0 0 0 1 1 1 3 -1 0 0 -1 0 1

1 1 -1 0 0 -1 1 3 -1 -1 0 0 0 1 3 0 1 -1 0 1 0

1 1 1 1 0 0 1 3 0 0 0 -1 1 1 3 0 0 -1 1 0 1

1 1 -1 0 0 1 1 3 1 0 0 1 0 1 3 -1 0 0 -1 0 -1

1 1 0 -1 1 0 1 3 0 1 1 0 0 1 3 0 -1 0 0 1 -1

1 1 1 -1 0 0 1 3 -1 1 0 0 0 1 3 0 0 -1 1 0 -1

1 1 0 1 0 1 2 1 1 0 1 0 0 1 3 0 1 1 0 1 0

1 2 0 1 1 0 2 1 0 1 -1 0 0 1 3 0 0 0 0 0 0

1 2 1 0 -1 0 2 1 0 -1 0 0 1 1 3 0 -1 0 0 1 1

1 2 0 0 0 0 2 1 0 0 0 0 0 2 1 -1 -1 -1 0 0 0

1 2 0 0 1 -1 2 1 0 0 0 0 0 2 1 0 0 0 0 0 0

1 2 0 -1 0 1 2 1 0 1 0 1 0 2 1 0 0 -1 0 1 1

1 2 0 0 0 0 2 1 0 -1 -1 0 0 2 1 0 0 -1 0 1 -1

1 2 -1 0 -1 0 2 1 -1 0 0 -1 0 2 1 -1 0 -1 0 -1 0

2 1 1 0 1 0 2 2 0 0 0 0 0 2 1 -1 1 0 0 0 1

2 1 -1 0 1 0 2 2 -1 0 0 0 -1 2 1 -1 -1 1 0 0 0

2 1 0 0 -1 1 2 2 -1 0 0 0 1 2 1 -1 1 0 0 0 -1

2 1 0 -1 -1 0 2 2 0 0 0 0 0 2 1 1 0 -1 0 -1 0

2 1 0 1 0 -1 2 2 0 -1 0 1 0 2 2 1 0 0 1 1 0

2 1 0 0 0 0 2 2 0 1 0 0 1 2 2 0 -1 1 -1 0 0

2 1 0 0 0 0 2 2 0 0 1 -1 0 2 2 -1 0 0 1 1 0

2 2 0 -1 0 -1 2 2 0 0 1 1 0 2 2 1 1 0 1 0 0

2 2 0 1 -1 0 2 3 0 0 -1 0 -1 2 2 0 0 0 0 0 0

2 2 1 0 0 -1 2 3 0 0 -1 0 1 2 2 1 -1 0 1 0 0

2 2 -1 1 0 0 2 3 1 -1 0 0 0 2 2 0 1 1 -1 0 0

2 2 1 0 0 1 2 3 -1 0 1 0 0 2 2 -1 0 0 -1 1 0

2 2 -1 -1 0 0 2 3 1 0 0 -1 0 2 2 1 0 0 -1 1 0

2 2 0 0 1 1 2 3 0 0 0 -1 -1 2 3 1 0 0 -1 0 1

2 3 1 1 0 0 0 2 3 0 0 0 1 -1 1

2 3 0 0 0 1 -1 2 3 0 0 1 1 0 1

2 3 0 0 1 1 0 -1

76

Response Surface Methodology in Engineering Science



Author details

Nam-Ky Nguyen1*, Mai Phuong Vuong2 and Tung-Dinh Pham3

1 Vietnam Institute for Advanced Study in Mathematics, Hanoi, Vietnam

2 Hanoi University of Science and Technology, Vietnam

3 VNU University of Science, Vietnam National University, Hanoi

*Address all correspondence to: nknam@viasm.edu.vn

©2021 TheAuthor(s). Licensee IntechOpen. This chapter is distributed under the terms
of theCreativeCommonsAttribution License (http://creativecommons.org/licenses/
by/3.0),which permits unrestricted use, distribution, and reproduction in anymedium,
provided the original work is properly cited.

2 3 0 0 0 -1 -1 1

2 3 0 0 0 0 0 0

2 3 0 0 0 1 -1 -1

2 3 0 0 0 -1 -1 -1

2 3 1 0 0 -1 0 -1

77

Response Surface Designs Robust against Nuisance Factors
DOI: http://dx.doi.org/10.5772/intechopen.97047



References

[1] Box, G.E.P., Hunter, J.S. & Hunter,
W.G. (2005) Statistics for Experiments
2nd ed., New York: Wiley.

[2] Box, G.E.P., & Behnken, D. (1960)
Some new three level designs for the
study of quantitative variables.
Technometrics, 2, 455–475.

[3] Box, G.E.P. & Hunter, J.S. (1957)
Multi-factor experimental designs for
exploring response surfaces, The Annals
of Mathematical Statistics, 28, 159-241.

[4] Khuri, A.I. &Cornell, J.A. (1996)
Response Surfaces, Designs and Analyses.
2nd ed. (NewYork,Marcel Dekker).

[5] Fischer, E. (1908) Über den
Hadamardschen Determinantensatz.
Archiv Der Mathematik und Physik, 13,
32-40.

[6] Nguyen, N-K (2001) Cutting
Experimental Designs into Blocks.
Austral. & New Zealand J. of
Statistics 43, 367-374.

[7] Nguyen, N-K. (2014) Making
Experimental Designs Robust Against
Time Trend. Statistics & Applications,
11, 79-86.

[8] Atkinson, A.C. & Donev, A.N.
(1996) Experimental designs optimally
balanced for trend. Technometrics 38,
333-341.

[9] Cook, R.D. & Nachtsheim, C.J.
(1989) Computer-aided blocking of
factorial and response surface designs.
Technometrics 31, 339-346.

[10] Gilmour, S.G.& Trinca L.A. (2003)
Row-Column Response Surface Designs.
Journal of Quality Technology 35, 184-193.

[11] Jones, B. & Nachtsheim, C. J. (2016)
Blocking Schemes for Definitive
Screening Designs, Technometrics 58,
74-83.

[12] Jones, B. and Nachtsheim, C. J.
(2011). A Class of Three Levels Designs
for Definitive Screening in the Presence
of Second-Order Effects. Journal of
Quality Technology 43, 1-15.

[13] Jones, B. & Nachtsheim, C. J. (2013)
Definitive Screening Designs with
Added Two-Level Categorical Factors.
Journal of Quality Technology 45,
121-129.

[14] Nguyen, N-K., Pham, D-T. and
Vuong, M.P. (2020) Constructing D-
Efficient Mixed-Level Foldover Designs
Using Hadamard Matrices.
Technometrics, 62, 48-56,

[15] Nguyen, N-K., Kenett, R.S., Pham,
D-T. and Vuong, M.P. (2021) D-
efficient Mixed-Level Foldover Designs
for Screening Experiments. To appear in
Springer Handbook of Engineering
Statistics, 2nd ed, Hoang Pham (Editor).

[16] Cornell, J.A. (2002) Experiments
with Mixtures: Designs, Models and the
Analysis of Mixture data. 3rd ed.
New York: John Wiley & Sons,Inc.

78

Response Surface Methodology in Engineering Science



Chapter 5

Central Composite Design for
Response Surface Methodology
and Its Application in Pharmacy
Sankha Bhattacharya

Abstract

The central composite design is the most commonly used fractional factorial
design used in the response surface model. In this design, the center points are
augmented with a group of axial points called star points. With this design, quickly
first-order and second-order terms can be estimated. In this book chapter, different
types of central composite design and their significance in various experimental
design were clearly explained. Nevertheless, a calculation based on alpha (α)
determination and axial points were clearly described. This book chapter also amal-
gamates recently incepted central composite design models in various experimental
conditions. Finally, one case study was also discussed to understand the actual
inside of the central composite design.

Keywords: central composite design, response surface method, circumscribed
design, the uncoded value value of alpha (α), two-factor central composite design

1. Introduction

Any optimization process is achieving by going through certain phases, i.e.,
Screening; where identification of significant and important factor is important [1];
Improvement; where factors need to be identified which is near to optimum,
Response surface design [2]; where optimum or best product has been designing by
response surface method (RSM) by quantifying the relationship between one or
more measured responses and vital input factor [3]. It is always been a tedious tasks
to choice a suitable experimental design, which can easily explain many response
variables. Such variables often end as quadratic surface model. For such kind of
interpretation central composite design can be an excellent choice. In the process of
Optimization and finding the best possible product from the ongoing batches, an
experimental design called the central composite design (CCD) concept has
emerged [4]. The CCDmodel is an integral part of response surface mythology. The
biggest advantage of this type of optimization model is, it is more accurate, and no
need for a three-level factorial experiment for building a second-order quadratic
model [5]. After excising the CCDmodel within the experiment, a linear regression
model has been used to construct the model, and coadded values have been used
[6]. The CCDmodel is otherwise called A Box-Wilson Central Composite Design. In
this design, the center points are eventually augmented with the group of “star
points” that allows estimation of curvature [7]. If the distance from the center of the
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design space to a factorial point is �1 unit for each factor, the distance from the
center of the design space to a star point is � α with α׀ 8[1>׀ ]. The precise value of
α depends on certain specific properties required for the design. Since there are
many factors available in the CCD model, therefore, the possibility of more than
two or many star points within the model is more palpable. The star points repre-
sent lower and higher extreme values. The CCD model allows to extends 2 level
factors, which have been widely used in response surface modeling and Optimiza-
tion. As far as pharmaceutical research is a concerned, much scientific research has
been carried out in recent times in this direction. As per Krishna Veni et al (2020),
environment-sensitive Eudragit coated solid lipid nanoparticles can be prepared
using a central composite design (CCD) model [9]. In another study, Ye, Qingzhuo,
et al.(2020) prepared puerarin nanostructured lipid carriers by central composite
design, where 5 levels 3 factors central composite design was used to utilized to
anticipate response variables and to constrats 3D plots [10].

However, in this book chapter, an attempt was made to highlight the basics of
the CCD model and to corelate the concepts of CCD with suitable case studies,
which could increase the readers’ inquisitiveness.

2. Essential steps in responses surface methodology

a. After necessary Screening, the various factors and subsequent interactions of
the experiment were identified [11].

b. The priority was given to the established various level of characteristics

c. Upon Optimization, the best suitable model has been selected [12].

d. The appropriate model, which is ideal for experimental design, can also be
chosen [13].

e. To performed experimental studies, it is necessary to incept tangible factors
and values which are needed to analyze systematically [14]

f. The selected model can be validated

g. There is a provision where if the data are not satisfactory, then another model
of the experimental equation and experimental design is preferred. While
pursuing the study, the aforementioned point c,d, and f need to be repeated
until a suitable model is obtained, which is an acceptable representation of the
data [15].

h. If required, a graphical representation of the surface is generated.

2.1 Models of the model used in the optimization process

The first-order model for the Optimization can be depicted as:

Y ¼ βo þ β1X1 þ β2X2 þ ϵ (1)

For quadratic or second-order model, if nonlinearity was reported, then the
following equation was incorporated:
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Y ¼ βo þ β1X1 þ β2X2 þ β12X1X2 þ β11X1
2 þ β22X2

2 þ ϵ (2)

The factor must be very at level three while activating to fit the second-order
model [16]. It was observed that, during the dictation of center point and two-level
design, the quadratic terms can be identified, but it cannot be adequately estimated
[17]. In Figure 1, the condition at which the Optimization can occur was explained,
i.e., Optimization can be confirmed when second order model can be optioned from
statistical outcomes and which coincide with the optimum value. During the facto-
rial design experiment, it is preferable to avoid three-level designs as chances of an
increase in the number of runs would be more [16].

For CCDDesign and Box–Behnken Design, second-order models are widely used.
The analyzing aspect of these two designs can be explained by the following equation:

Y ¼ bo þ b1X1 þ … :þ bkXk þ b12X1X2 þ b13X1X3 þ … þ bk�1, k Xk�1Xk þ b11X1
2

þ … þ bkkXk
2 þ ϵ

(3)

The above equation represents the quadratic model, which is near to the
Optimization.

In this equation, Y = Dependent variables or Outcome variables or estimated
responses, X1 = independent variables, b0 = overall mean response or intercept
constant, b1 = regression model coefficients, K = number of independent variables,
ϵ = error.

Put into words, a mathematical model to the observed values of the dependent
variables y, that indicates:

1.Main effects for factor X1… … . Xk

2.Their interactions (X1X2, X1X3… ., Xk � 1, Xk)

3.Their quadratic components (X1
2,… …Xk

2). No assumptions are made
concerning the levels of the factors, and you can analyze any set of continuous
values for the factors.

Based on the outcomes and empirical models from various experimental design,
the central composite design gives us a direction to logically think and exercised
multivariable analysis [18]. Three design points are prerequisite to establishing a

Figure 1.
Optimization condition.
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second-order polynomial equation in CCDmodel [19]. When two levels of fractional
factorial design need to be established, then 2k should have possible +1 and � 1
levels of factors. In similar patterns, 2 k needs to be calculated, which can be
otherwise called star points, and α forms the center to generate quadratic terms. The
center point of the CCD., the model, provides an excellent independent estimation
of experimental error.

N ¼ k2 þ 2kþ n, (4)

Where N is the actual number of experiments, n is a number of repetition and k
is the number of different factors which were incorporated within the study. Even-
tually, the CCD model can be best explained by the design of an expert (Version
11.0) software. The various steps involved in central composite design (CCD) was
discussed in Figure 2.

Figure 2.
Central composite design flow diagram.
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To determine the local axial point, it is necessary to identify the alpha value in
the CCD model. Depending on the alpha vale design can face cantered, rotatable,
orthogonal. The alpha value can be calculated using the following equation:

α ¼ 2k
� �0:25

:

If α value comes equals 1, the position of axial points stands within the factorial
region. This is otherwise called a face-centered design, with three levels of factors
that need to be kept in the design matrix. To calculate and analyze experimental
results from response surface methodology, a polynomial equation needs to be
implemented to study the correlation between dependent and independent
variables.

Y ¼ βþ β1X1 þ β2X2 þ β12X1X2 þ β11X1
2 þ β22X2

2 þ E (5)

3. Types of central composite design

The Box and Wilson design or CCD model comprising of factorial1, factorial2,

and factorial3 design [20]. The star point outside the domine and the center point,
representing the experimental domine, helps determine the response surface plot
[21]. By estimating the precision of surface responses, the value of α can be deter-
mined; where star design is � α. There are three types of CCD; the α can be
determined according to the calculation possibilities and the required precision,
which can be obtained from surface responses. The α value’s positioning determines
the quality of the design or estimation. The rate by design is identified by deter-
mining the position of the points [22]. The precision of the estimation influence by
the number of trials at the center of the domine. The quality by design approach is
necessary to estimate the coefficients’ variability and responses [23]. One key aspect
is rotatability or iso-variance per-rotation, which means that the prediction error is
identical from all the points to the center points from the same distance [24].
Eventually, the center composite design was classified into three types:

3.1 Circumscribed design (CCC)

In central composite design, the levels of the factors eventually stand on
the edge.

The CCD model (Figure 3) is always magnate with corner points, which was
represented in red dots. From the center point (blue), the extract points are
constrained from the sides (green dots). In this CCD model, each factor would have
5 levels. The star points are establishing new extremes for the low and high settings
for all factors. These designs having circular, spherical or hyperspherical symmetry
and required 5 levels for each factor. Supplementing an already existing factor or
factorial design with a start point can produce the design. The Circumscribed
(CCC) was found to be a rotatable design [25].

3.2 Inscribed design (CCI)

When the limit is specified for factor settings, the CCI design utilized the factor
setting as star points and created a factorial design within those limits [26, 27]. In
other words, CCI design is a modified version of CCC design, where CCC design has
been divided by α to generate the CCI model. Eventually, CCC and CCI were found
to be a rotational model (Figure 4).
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3.3 Face cantered (CCF)

In this design, for each face of the factorial space, star points are the center
point. Therefore. α = �1. This variable requires 3 levels of each factor [28]. The face
cantered designs (CCF) are a non-rotatable design (Figure 4).

Figure 3.
CCDmodel.

Figure 4.
Comparison of the three types of central composite designs.
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In Figure 4, with two factors, three types of center composite design are used.
From this design, one thing is clearly evidenced that; CCI explores the smallest
process space, and CCC enjoys the largest process space. The CCC models looking
like a sphere rotates around the factorial cube.

4. The parts of box and Wilson composite design

4.1 Determination of α value

Alpha (α) value can be defined as the calculated distance of each individual axial
point (star point) from the center in the center composite design [29]. If Alpha (α)
is less than 1, which indicates the axial point must be a cube, and if it is greater than
1, it indicates it is outside the cube. In central composite design, each factor has five
levels, i.e., Extreme high or otherwise called a star point, higher point, center point,
low point, and finally, extreme low star point. Figures 5 and 6 describe how to
select the total number of experimental runs for the CCD model as well as how to
design two factors factorial design (Table 1). Coming to the Alpha (α) determina-
tion; which can be determined by the following equation:

α = (Number of factorial runs)1/4.
= (2k or 2k�r) ¼.
If K (number of factors) =2.
Alpha (α) = (22)1/4 = 22/4 = 21/2 = 1.414.

4.2 Uncoded value value of alpha (α)

To determine the uncoded value α value, the following equation can be used:
uncoded value value = (Coated value x L) + C; Where, L = Length expressed in

real units between centre points and + 1 value of factor and C = Centre point value
expressed in real units.

For temperature:
Uncoded value of – α = (Coded value � L) + C.
= (�1.414 � 30) + 60 = 17.58.
Uncoded vale of + α = (Coded value� L) + C = (1.414 � 30) + 60 = 102.42

(Table 2).

Figure 5.
(A) Parts of CCD (B) Total number of experimental runs required in the CCDmodel; where K = number of
variables and r = fraction of full factorial. Thus, two-factor central composite design, the number of
experimental runs is; 22 + 2(2) +1 = 9.
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5. Advantages of center composite design

• It turns out to be the extension of 2 level factorial or fractional factorial design [21]

• To estimate nonlinearity of responses in the given data set

• Helps to estimate curvature in obtained continuous responses

• Maximum information in a minimum experimental trial

Number of factors α value related to �1

2 �1.414

3 �1.682

4 �2

5 �2.378

6 �2.828

Table 1.
Number of factors and α value.

Level of factor The temperature in ° C Pressure in bar

-α (Lowest) 17.58 2.93

�1 (Lower) 30 5

0 (Centre point) 60 10

+1 (High) 90 15

+α (Highest) 102.42 17.07

Table 2.
α value of one experiment.

Figure 6.
Schematic presentation of two-factor central composite design.
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• Reduction in the number of trials required to estimate the squared terms in the
second-order model

• They have been widely used in response to surface modeling and Optimization
(Tables 3 and 4)

6. Limitation of central composite design

• It was observed that the star points are outside the hypercube, so the number
of levels that have to be adjusted for every factor is five instead of three, and
sometimes it is not easy to achieve the adjusted values of factors [32].

No. Factor A Factor B Factor C

1. Factorial runs 23 = 8 �1 �1 �1

2. 1 �1 �1

3. �1 1 �1

4. 1 1 �1

5. �1 �1 1

6. 1 �1 1

7. �1 1 1

8. 1 1 1

9. Axial or star point runs 2(3) = 6 �1.682 0 0

10. 1.682 0 0

11. 0 �1.682 0

12. 0 1.682 0

13. 0 0 �1.682

14. 0 0 1.682

15. Centre point 0 0 0

Table 4.
Design matrix for three factors central composite design [31].

No. Factor A Factor B

1. Factorial runs 22 = 4 �1 -1

2. 1 -1

3. -1 1

4 1 1

5. Axial or star point runs 2(2) = 4 �1.44 0

6. 1.414 0

7. 0 �1.414

8. 0 1.414

9. Centre point 0 0

Table 3.
Design matrix for 2 factors central composite design [30].
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• Depending upon the Design, the squared terms in the model will not be
orthogonal to each other.

• Inability to estimate individual interaction terms, i.e., linear by quadratic or
quadratic by quadratic.

Same examples of CCDoptimization in recent experimental conditions are
mentioned in Table 5.

Title of the
research

Author and
Year

Model
utilized

Variables taken Findings References

Development and
optimization of
baicalin-loaded
solid lipid
nanoparticles
prepared by
coacervation
method using
central composite
design

Jifu Hao .et.
a.l (2012)

central
composite
design

A two-factor five-
level central
composite design
(CCD) was
introduced.

The composition
of optimal
formulation was
determined as
0.69% (w/v) lipid
and 26.64% (w/
w) drug/lipid
ratio. The results
showed that the
optimal
formulation of
baicalin-loaded
SLN had
entrapment
efficiency (EE) of
88.29%, particle
size of 347.3 nm
and polydispersity
index (PDI) of
0.169.

[33]

Formulation,
Development and
Optimization of
Propranolol
Mucoadhesive
Bilayer Tablets by
Using Central
Composite
Design and its In
Vitro Studies

Asif
MASSUD

Angle of repose,
compressibility
index, bulk
and tapped
densities,
Hausner’s ratio
for powders and
granules were
performed.

Mucoadhesive
tablets with
adequate
mucoadhesion by
adopting a new
oral drug delivery
concept
Power was
successfully
developed to
prevent liver
degradation and
propranololol
enhancement
Bioavailability
Availability

[34]

Statistical
Analysis of the
Tensile Strength
of Coal Fly Ash
Concrete with
Fibers Using
Central
Composite
Design

Barbuta
Marinela,
et al. (2015)

CCD,
Response
Surface
Method
(RSM.)

Length,
percentage, The
total number of
tests were
statistically
established taking
into account the
number of
independent
variables, the
type of analyze
that was done and

DOE is a
structured,
organized method
that is used to
determine the
relationship
between the
different factors
affecting a process
and the output of
that process.
Analysis of

[35]
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Title of the
research

Author and
Year

Model
utilized

Variables taken Findings References

the type of
experimental plan
that was chosen

variance
(ANOVA) is a
common method
used to compare
the relative
strength of two
related models

Response surface
modeling of lead
( ׀׀ ) removal by
graphene oxide-
Fe3O4
nanocomposite
using a central
composite design

Khazaei
Mohammad
et al.
(2016)

CCD, RSM
(Response
Surface
Methodology)

4 independent
variables: initial
pH of Solution,
nanocomposite
dosage, contact
time, initial lead
ion concentration

Quadratic and
reduced models
were examined to
correlate the
variables with the
removal
efficiency of
Magnetic
Graphene Oxide.
According to
ANOVA,
influential factors
were pH and
contact time.

[36]

Optimization of
ferulic acid
production from
banana stem
waste using
central composite
design

Sharif Nurul
Shareena
Aqmar
Mohd
(2017)

CCD, RSM
(Response
Surface
Methodology)

Ratio of water to
Banana stem
waste (BSW),
incubation time
(hrs)

The RSM-CCD
method optimize
the hydrolysis
conditions for
maximum ferulic
acid production.
Hence, B.S.W. is
proven useful and
highly feasible for
producing good
quality natural
products.

[37]

Central
Composite
Design
Optimization of
Zinc Removal
from
Contaminated
Soil, Using Citric
Acid as
Biodegradable
Chelant

Asadzadeh
Farrokh
et al. (2018)

CCD, RSM. Citric acid
concentration,
pH, washing time

RSM based CCD is
a promising tool
for modeling and
optimizing Zn
removal from the
contaminated soil
using citric acid. It
was found that pH
and citric acid
conc. Are the
significant
parameters in Zn
removal process.

[38]

Removal of
reactive red-198
dye using
chitosan as an
adsorbent:
Optimization by
Central
composite design
coupled with
response surface
methodology

Haffad
Hassan et al.
(2019)

C.C.D.,
Langmuir
isotherm
model,
pseudo-
second-order
equation

pH,
Concentration,
temperature

Chitosan material
based shrimp cells
have countless
opportunities in
use of waste water
treatment. The
major effect is
played by pH

[39]
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7. Case study-1

As per S. Bhattacharya., (2020) studies [41] varius independent variables viz.,
entrapment efficacy percentage, zeta potential, particle size, percentage of calm-
ative drug release of a polymeric nanoparticle formulation was evaluated and opti-
mized using central composite design (CCD); which was interpreted by Design
Expert (Stat-Ease; version 11.0) software. Upon considering the alpha point at
1.68179, in this 21 baches experimental design, 4 factors, and 2 levels were consid-
ered (Table 6). Based on the optimization surface plot batch with desired particle
size, zeta potential, cumulative drug release (%) entrapment efficacy (%) were
selected for further characterization studies. Table 7 indicating critical quality
attributes and necessary process attributes that affect the outcomes of the
nanoparticles. By using polynomial equations and a 3-dimensional surface plot, the

Title of the
research

Author and
Year

Model
utilized

Variables taken Findings References

Mixture
optimization of
high-strength
blended concrete
using central
composite design

Hassan Wan
Nur Firdaus
Wan et al.
(2020)

CCD, RSM. Micro and Nano
Palm Oil Fuel Ash
(POFA.)

Mixture
optimization of
high-strength
blended concrete
using central
composite Design,
Run 1, containing
10% micro POFA
and 2% nano
POFA, showed
the highest
flexural strength

[40]

Table 5.
Examples of CC demployed for the optimization.

S. No Factors Low Value High Value

1 Homogenization speed (rpm) 10000 15000

2 Homogenization Time (min) 10 15

3 Surfactant Concentration (%) 1 1.25

4 Polymer concentration (mg/mL) 3 6

Table 6.
Critical process parameters that influence various critical quality attributes.

S. No Critical Quality Attributes Desired constrained

1 Particle Size (nm) Finest

2 Zeta Potential (mV) Finest

3 Cumulative drug release (%) Moderately high

4 Entrapment efficacy (%) Supreme

Table 7.
Desired construction of critical quality attributes.
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effects of critical process parameters on essential attributes of quality were
examined Figure 7.

From this CCDmodel, the following polynomial equations can be derived:

Particle Size nmð Þ ¼ 236:054� 101:38A� 3:6663B� 8:85986Cþ 0:594604D
� 40:7804AB� 24:375AC� 16:375ADþ 2:625BC
� 30:2549BD� 18:375CDþ 45:2505 A2 þ 1:23307B2

þ 11:1326C2 þ 0:879517D2

(6)

Zeta Potential mVð Þ ¼ �21:8583þ 1:11191A� 0:772985B� 0:19847C þ 6:18685D
� 1:42565ABþ 0:77AC� 0:242985AD� 1:0125BC
þ 0:829409BDþ 0:385CD� 0:644786A2 � 1:44735 B2

� 0:805653C2 þ 1:23081D2

(7)

Cumulative drug release %ð Þ at 80th hours
¼ 75:2947 þ 2:52409A� 1:66192Bþ 2:1758C� 17:5081Dþ 2:73315AB

� 0:65625AC� 0:605667ADþ 0:71625BCþ 2:56284BD� 0:4687 CD
þ 0:534547A2 � 1:0918 B2 � 1:11301C2 � 5:01271 D2 (8)

Figure 7.
(A-D) represents the surface plot identifying the effects of critical process parameters on essential attributes of
quality.
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Entrapment efficacy %ð Þ ¼ 53:323þ 0:184327Aþ 3:54978Bþ 2:29125C
þ 14:0832Dþ 5:83819ABþ 1:2475ACþ 1:6522AD
þ 3:1875BC� 4:10817BD� 3:25CDþ 2:30194A2

þ 0:088697 B2 þ 1:78045C2 � 0:192378 D2

(9)

By considering A as homogenization speed, B as homogenization time, C as
surfacetant concentration (%) and D as polymeric concentration; respectively, the
polynomial Eqs. 6,7,8, & 9 can be interpreted. From these polynomial equations,
critical process parameters of qualifiable effects on essential attributes can be
determined. It can easily predict from the polynomial Eq. 6, that particle size of the
polymeric nanoparticles can be increased, when homogenization time & speed and
surfactant concentration decrease. The elevated negative co-efficient in homogeni-
zation speed of polynomial Eq. 6, indicates it has a significant influence on particle
size. Higher shearing stress during elevated homogenization time & speed could
lead to mass transfer between the particles, ultimately resulting in nucleation and
smaller particle size. From Eq. 7, it can be predict that homogenization time &
surfactant concentration has antagonistic effects on zeta potential and homogeni-
zation speed has an agonistic effect on zeta potential. In a similar fashion equation,
8 shows homogenization speed & surfactant concentration has an agonistic effect
on cumulative drug release (%) at 80th hours. From Eq. 9 it was clear that entrap-
ment efficacy (%) increases with increases of homogenization speed, homogeniza-
tion time & surfactant concentration.

Figure 8.
(I) Normal probability plot for broadcast, the most critical variables are influencing the particle size. The ratio
of drug to lipid (a), surfactant type (B), amount of lipid phase (C), and volume of aqueous phase (D). (II) the
effect of drug-to-lipid ratio (a) and amount of cholesterol (C) on particle size. (III) the effect of drug-to-lipid
ratio (a) aqueous-phase volume (D) on particle size. (IV) the impact of aqueous-phase volume (D) and the
amount of cholesterol (C) on loading efficacy(%).
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8. Case study 2

As per Jaleh Varshosaz et al. (2010) [42] research, amikacin solid lipid
nanoparticles can be prepared by using a central composite design. In this research,
central composite design (CCD) was utilized to identify a suitable formula with
minimum particle size; where, three independent variables were considered, i.e.,
the ratio of drug to lipid (A), amount of lipid phase (B), the volume of aqueous
phase (D). The alpha value of the experiment was found to be �1.682; the alpha
value helps in determining rotatability and orthogonality within this design. In this
experiment, a total of 20 experimental designs have been incepted, along with 8
factorial points and 6 axial points were considered. The best-fitted model can be
assumed after quadratic model analysis by ANOVA and F-value determination.
From the Figure 8(II&III) it was clarly evident that, decrease concentration of drug
to lipid ratio, aquous phase valume whould certlay decrease particle size; which
indicates agonistic effects on particle size, where else, from the Figure 8(IV), it was
evident that, increase concentration of cholesterol would increases the drug loading
capacity. Therfore, by resolving all the polynomial equation obtained from Figure 8
graph, it was identified that, at 0.5 drugs to lipid ratio, 314 mg cholesterol, 229 mL
of aqueous phase an optimized formulation would possibly be constructed with
lower particle size and higher drug loading efficacy (%). Therefore, At these levels
of independent variables, predicted amikacin particle size and loading efficiency
were calculated to be 153 nm and 86%.

9. Conclusion

This book chapter’s main agenda was to enlighten the present approaches and
recent optimization research activities based on the CCD model, as specially for
pharmaceutical product development. The CCDmodel is useful for modeling and
analyzing programs in which the response of interest influences several variables.
The CCDmodel can be considered as a robust statistical tool for process optimiza-
tion. The best part of CCDis, as compared to Plackett–Burman design, a limited
number of experiments are required with less computational experience. The big-
gest challenge of the CCDmodel is finding the critical factor. Central composite
designs are beneficial in sequential experiments because you can often build on
previous factorial experiments by adding axial and center points.
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Abstract

The application of statistical modeling and optimization approaches such as 
response surface methodology (RSM) is important for the excellent potential to 
tackle different constraints and goals and the analysis of the relationships between 
independent factors influencing a particular response. This chapter provides a 
simple yet detailed literature review on the utilization of RSM for the design of 
experiments, modeling, and optimization of virgin and alternative materials into 
asphalt binder and mixtures for sustainability. Meanwhile, an in-depth analysis 
based on the literature reviewed in terms of asphalt binder modification employing 
RSM with various independent parameters were summarized. Also, a critical review 
of the application of RSM to optimize the engineering and mechanical performance 
characteristics of asphalt concrete mixtures is presented in this chapter. The current 
chapter concluded that the use of RSM statistical analysis in a highway materials 
perspective provides a broader understanding of the factors that control pavement 
performance throughout the pavement service life.

Keywords: asphalt binder, asphalt concrete mixture, response surface methodology, 
prediction, optimization

1. Introduction

In order to get the most benefits from a process and maximize its efficiency, 
optimization of the process is needed. Optimization refers to picking the ideal 
factor from a collection of potential solutions (independent variables). In certain 
applications, the value of the variable is enough to achieve the optimal output 
or best possible outcome. The common practice used to assess optimum design 
parameters is to evaluate the effect of each variable independently on the response 
[1, 2]. In this process, interactive effects among parameters are not regarded. 
Consequently, this approach does not display the full impact of these variables 
on the outcome. Another primary disadvantage of this method is the increase in 
the overall number of tests needed for the investigation, leading to an increase in 
costs and materials, and time [3, 4]. Owing to these drawbacks, researchers have 
been exploring alternative approaches. For the past decades, response surface 
methodology (RSM) is among the most effective approaches used for modeling 
and optimization. Myers, et al. [5] defined response surface methodology (RSM) 
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as a statistical method that is commonly used to optimize engineering design and 
operations. The majority of RSM applications require multiple response variables. 
In a typical RSM analysis, the experimenter will create an empirical model like 
the second-order model to every response using these models to evaluate the 
configuration of the design variables that generate optimum or at least appropri-
ate response values [2, 6]. RSM has great relevance in the design, development, 
and introduction of new material and the enhancement of material designs. RSM 
describes the influence of independent variables, either alone or in synergetic 
effect, during the process. It also helps in evaluating the influence of independent 
variables, this experimental approach produces a statistical model that explains the 
mechanism and processes [2, 5, 7]. While RSM has several benefits, it can be con-
cluded that it applies to all modeling and optimization analyses of various aspect 
of engineering, RSM has now been commonly and successfully used to optimize 
asphalt binder and asphaltic concrete mixtures to maximize their performances 
and promote sustainability. The current research examined the application of RSM 
for modeling and optimization in asphalt pavement studies. In this chapter, several 
recently published RSM studies have been examined to have an overview and 
access the application of RSM in the pavement industry.

2. Design of experiment (DoE)

Design-Expert is a software for experimental design, statistical analysis, modeling, 
and optimization. It provides a variety of programs such as fractional factorial design, 
surface response, full factorial, mixing, and D-optimal designs [1, 2, 8]. RSM experi-
mental designs are developed using the Design-Expert program. The program is also 
utilized to analyze the data obtained. Regression is applied to data obtained where the 
measured variable (response) is estimated based on a functional relationship between 
the predicted input variables. Experimental values that can be altered independently 
of one another are referred to as factors or independent variables [2, 9]. Variable levels 
are the various stages of the factors at which the experiments are to be performed. 
After conducting the experiment, the data obtained are called responses or dependent 
variables. While residual is the discrepancy between the experimental and predicted 
values for the determined range of experimental criteria also model with low residual 
values indicates a strong fitting of the experimental data [8, 9].

3. Response surface methodology (RSM)

Box and Wilson [10] introduced RSM in 1951 and they proposed using a second-
degree polynomial model. RSM has recently been used for process parameter 
optimization. RSM can be considered as a systematic calculation technique for the 
optimization problem. This method provides an appropriate experimental method 
that incorporates all the independent variables and utilizes the experiment’s input 
data to subsequently create a set of equations that can offer an output’s theoretical 
value [11]. The findings are achieved from a well-designed regression analysis that 
examines the relationship between independent variables’-controlled values. Based 
on the new values of independent variables, the dependent variable can then be 
forecast [11]. RSM is an effective statistical tool for both the modeling and optimi-
zation of multiple variables with a minimum number of experiments to forecast the 
optimum performance parameters [7, 12]. By employing the RSM technique in the 
optimization process, the testing of all the variables relating to the product assess-
ment requires just a short time, making the laboratory test stage more efficient [11]. 
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Furthermore, the estimation of parameters that profoundly influence the model 
can determine which allows researchers to concentrate on those specific variables 
to improve the performance of the process [11]. In a set of experimental designs, 
one factor or process variable can depend strongly on or be dependent on another 
variable. In an attempt to discover the output–input relationship, understanding 
the interaction between the variables is critical, that is why taking a single factor at 
a time approach is seldom used to evaluate interrelationships between parameters. 
RSM can determine the relationship as well as interactions between the multiple 
parameters using quantitative data by creating a model equation. In RSM imple-
mentation, there are three steps; (i) experiment design, i.e., Box Behnken (BBD) 
and Central Composite Design (CCD); (ii) statistical and regression analysis to 
build model equations that describe the modeling of the response surface; and 
(iii) optimization of parameters/variables carried out via model Equation [13]. A 
statistical experimental design is presented in RSM. Different experimental designs 
could be carried out based on the special criteria and the choice of experimental 
points and numbers. In addition to randomizing the experimental error to every 
experimental point, operating with a statistical experimental design often implies 
the distributions of experimental points in the examined set of independent 
variables. These improve the reliability of the model Equation [5].

3.1 Central composite design (CCD)

The most widely and frequently employed and effective design technique is 
central composite design (CCD). A minimum of two numerical inputs is required 
and varied in the CCD approach at a range of alpha (α) over three (−1, 0, +1) or 
five (−α, −1, 0, +1, +α) stages. Three features are contained in the CCD model: 
(i) a complete factorial or fractional factor design; (ii) an additional design, 
mainly a star design with experimental points from the centre at alpha; and (iii) 
a central point. There are various ways to CCD depending on the alpha (α)-value, 
such as face-centred central composite (FCCD), rotational, spherical, orthogonal 
quadratic, and practical. Five levels are utilized for the rotational and spherical 
approaches depending on the number of variables. The value of alpha (a) for the 
FCCD is always unity. This means that the axial points are not positioned on the 
spheres, but rather on the centre of the faces, so only three variants of each param-
eter are involved [2]. Figure 1(a and b) illustrate the full factorial central composite 
model for two and three parameters optimization.

Figure 1. 
Optimization of two and three parameters using CCD (a) two parameters (X1 and X2) where alpha (α) = 1.41 
(b) three parameters (X1, X2, and X3) where alpha (α) = 1.68 [12].
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3.2 Box Behnken design (BBD)

Box–Behnken Design (BBD) suggested how to select points from a three-level 
parameter model to permit the first- and second-level coefficients of the statisti-
cal model to be effectively assessed. In this way, these designs, especially for many 
variables, are more efficient and cost-effective than their respective 3k design 
models. A minimum of three numerical factors are required in BBD and vary across 
three levels. In Box–Behnken models, the experimental points are situated on a 
hypersphere spaced uniformly from the central point. BBD’s key characteristics are: 
(1) it requires an experimental number depending on the Eq. N = 2 k (k − 1) + cp, 
where k is the number of variables and (cp) the number of central points; (2) it is 
appropriate to change all factor levels at three levels only (−1, 0, + 1) with intervals 
spaced equally. BBD has been used successfully as a physical and chemical tech-
nique for different optimization processes. Other RSM design techniques, such as 
one factor, optimal design, miscellaneous design, user-defined, and historical data 
designs, are available [2].

3.3 Motivation for the chapter

Due to the challenges facing the conventional pavement materials such as asphalt 
binder and mixtures and the paradigm shifts towards green and sustainable con-
struction. The application of RSM is one of the promising ways used by pavements 
engineers as it has shown to be of great importance in the design, development, and 
incorporation of alternative green materials for the improvement of the pavement 
material design. Modeling and optimization of the synergetic impact of different 
parameters that affect the engineering properties and performance output of the 
asphalt binder and mixtures utilization help to provide more insight into the influ-
ences of the various variables. This experimental method generates a numerical 
method that helps elaborate on the mechanism and procedures that involve a lesser 

Figure 2. 
General RSM design flow chart.
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number of experimental runs. Thus, the utilization of RSM is of pivotal use for 
pavement engineers.

RSM is an effective instrument for engineering new bituminous blends. By 
forecasting the response of the materials on the basis of experimental plans drawn 
up with a scientific and statistical method [14]. Also, another RSM’s key goal is 
to evaluate the optimal settings for control variables that lead to the maximum or 
minimum output over a certain area of study. The generated equations can be used 
for interpolation to obtain the maximum (or minimum) predictable results within 
the levels of the analyzed variables [14–16].

The general design flow chart of the RSM statistical technique framework is 
presented in Figure 2.

4. Asphalt mixing process for incorporating new materials

Three methods are employed to incorporate new sustainable materials into 
asphalt binders and mixtures for optimization. These methods are selected based on 
the type and properties of the new material to be incorporated. These methods are 
wet process, dry process, and modified dry process.

4.1 Wet process

The wet method comprises blending the newly added material with the heated 
asphalt binder to form the modified asphalt binder, The optimization is commonly 
done on the mixing parameters or the conventional properties of the mixes and the 
mixture is formed by blending hot aggregates with the modified asphalt binder. 
This method is suitable for materials having low melting points such as low-density 
polyethylene (LDPE), and polypropylene (PP). This method requires a high-shear 
mixer and sufficient time for blending the newly added material and asphalt 
binder [15].

4.2 Dry process

In the dry method, before adding asphalt binder to the mixture, the new sustain-
able green material is initially incorporated into the heated aggregates and mixed 
[16]. In this technique, some of the filler is lost as dust when blending the new 
material with the aggregates, which is not suitable [15]. This method is suitable 
for materials with a higher melting point above the asphalt mixture mixing tem-
peratures such as polyethylene terephthalate (PET) and high-density polyethylene 
(HDPE). The optimization process using involves the mixing process and mechani-
cal properties of the asphalt mixtures.

4.3 Modified dry process

In the modified dry method, new added sustainable green materials are 
incorporated while the heated asphalt binder and aggregates are thoroughly 
mixed [17]. The added new materials particles are ensured to be well coated by 
the asphalt binder. It is hypothesized that minor changes in the shape and proper-
ties of added waste materials during mixing will result from the modified dry 
process [15, 18]. Some experts modified the blending techniques to obtain a good 
distribution of the waste materials particles in the modified blends. The optimiza-
tion process using involves the mixing process and mechanical properties of the 
asphalt mixtures.
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5.  Utilization of RSM optimization techniques in asphalt binder 
modification

RSM has been utilized in the modification of asphalt binder and optimization of 
the modification mixing parameters to enhance sustainability and improve perfor-
mance of various bitumen modifiers using different dependent and independent 
variables associated with the bitumen, modification process, and performance  
of the bitumen. Assessment and investigation of the interactive effects on  
the response of process variables can thus be studied and analyzed using RSM.  
The model equation also quickly clarifies the effects with the various combina-
tion of the independent parameters. In this section the application of RSM for the 
modification of asphalt binder utilizing several types of alternative materials. Most 
of the prior study includes studies of the mixing conditions of asphalt binder and its 
conventional properties are discussed below.

A study conducted by Liu, et al. [19] evaluated the effects of mixing variables 
parameters such as mixing speed, time, temperature, and the modifier (diatomite 
and crumb rubber) on modified asphalt binder properties (penetration, softening 
point, penetration index, viscosity, elastic recovery, and ductility) were examined 
and optimization using RSM. The findings showed that with the increase in crumb 
rubber concentration, softening points, viscosity, elastic recovery, and penetration 
index increased, while penetration and ductility decreased. With the rise in diato-
mite concentration, the softening points, viscosity, and penetration index increase, 
while penetration and ductility decrease, which has little effect on elastic binder 
recovery. The shear temperature has had major impacts on penetration, ductility, 
softening point, and viscosity. Because of its similar mechanism of action, shear 
velocity, shear duration, and storage time have similar influences on binder proper-
ties. The optimum speed, time, and temperature of mixing were achieved at 55 min 
and 5300 rpm, 55 minutes, and 183 °C, respectively, based on the optimization. 
The effects of the various mixing parameters on the convention properties of the 
diatomite and crumb rubber modified bitumen is illustrated in the 3D surface plots 
in Figures 3-5.

Recently, the effects of various crumb rubber (CR) contents and their interac-
tions with high-temperature ranges on the rheological activity of asphalt binder 
were also studied by Badri, et al. [20] At temperatures ranging from 46 °C to 82 °C, 
a temperature sweep test was performed using a dynamic shear rheometer (DSR) 
on modified binders with 5, 7, 10, 12 and 15% crumb rubber content. Based on cen-
tral composite design (CCD) and considering the rheological parameters complex 
modulus (G*) and phase angle (δ) as response variables, RSM statistical analysis 
was performed. The outcome of the ANOVA test showed that rheological param-
eters were significantly affected by temperature and rubber content with p less 
than 0.05. Independent effects of temperature and rubber content were analyzed, 
and the results showed that both responses were affected by the interaction of both 
independent variables but were more impacted by rubber content than temperature 
as depicted in the synergetic effect of the variables on the CR modified bitumen are 
shown in the 2D and 3D contour diagrams in Figures 6 and 7. It can therefore be 
inferred that RSM is an efficient tool for investigating rheological characteristics. 
For all responses, a percentage error of <5% was achieved, suggesting that the 
optimization process by RSM is a very efficient and effective technique.

Also, the RSM was used to evaluate both the volumetric and mechanical proper-
ties of asphalt mixtures after modifying the mix variables. A study conducted by 
Nassar, et al. [21] optimize the design mix variables, namely bitumen emulsion 
content (BEC), pre-wetting water content (PWC), and curing temperature (CT), 
the Response Surface Methodology (RSM) was used. The purpose of this work was 
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to evaluate the relationship influence on the mechanical and volumetric properties 
of cold bitumen emulsion (CBEMs) between these parameters. To determine the 
mechanical response, indirect tensile strength (ITS) and indirect tensile stiffness 
modulus (ITSM) tests were performed while air voids and dry density were calculated 
to obtain volumetric responses. Besides, the total fluid content was used in the typical 
mix design technique, the individual effects of BEC and PWC are significant. The 
findings show a lower CBEM strength/stiffness at the same overall fluid content and 
with varying ratios of BEC/PWC. The stiffness modulus assessment of the CBEM 
after 10 days is anticipated to provide the designer with sufficient information to opti-
mize the CBEM mix model in a reasonable period. The overall 3D surface plots show-
ing the interaction between the three autonomous factors on the output parameters.

Another research by Varanda, et al. [22] utilized RSM in the formulation of 
bitumen mixtures from the refining process of base oils utilizing asphaltic residue, 
vacuum residue, and three aromatic extracts (by-products). The asphaltic residue 
(A), vacuum residue (B), and the three different aromatic extracts (hereafter 
denoted by Extract-1 (C), Extract-2 (D) and Extract-3 (E)) from base oil refining, 
all derived from the same crude oil source (Arabian Light), To control bitumen 
formulation, a constrained mixture methodology was employed. The projected and 
calculated responses show that both models are reliable with average deviations 
of just 4.67% and 1.53% respectively for the penetration and the softening stage. 
Mixture design has been shown to be an effective and important instrument for 
bitumen formulation in general especially if a significant number of components 
are included in the blends. In general, in contrast to aromatic extracts, both asphal-
tic and vacuum residues impart greater stability to bitumen, which ensures that the 

Figure 3. 
Response surface plots for the preparation parameters on penetration values (a) shear time and diatomite (b) 
shear temperature and crumb rubber and for softening point. (c) shear time and diatomite content, (d) shear 
speed and crumb rubber content [19].
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softening point increases while penetration reduces. The asphaltic residue, however, 
transmits more difficult properties to bitumen n vacuum residue.

Wang and Fan [23] utilize Box–Behnken model RSM was to obtain the optimum 
values of process parameters for calcium sulphate whisker (CSW) modified bitu-
men. To access the mechanism of modification, three input variables, stirring time, 
stirring temperature, and production temperature was chosen. Three performances 
were evaluated as reactions by testing in the, including high-temperature efficiency, 
low-temperature efficiency, and deformation resistance related to the bitumen 
properties. The study found that mixing time of 32 min, mixing temperature of 
175 °C, and production temperature of 175 °C were the optimum process parameters 
within the range of this analysis, with accurate precision compared to actual experi-
mental results. In contrast, the influence of three process parameters on bitumen 
properties was also investigated, and stirring time was found to have a more impor-
tant impact on the softening point, penetration, and ductility. CSW has a reason-
able dispersion in the bitumen matrix under the optimization process parameters 
and has been shown to increase the physical performance of the bitumen.

del Barco Carrión, et al. [14] use RSM to develop a modified bitumen with a 
mixture of Liquid Rubber (LR), a uniform mix of 50–70% pre-processed Recycled 
Tyre Rubber (RTR) in conjunction with wax and heavy oils blend. To forecast the 
response of different combinations of LR and Ethylene Bis Stearamide (EBS) in 
terms of temperature (high and low) properties and expenses, the RSM was used 
to optimize both conventional and rheological properties of Polymer Modified 
Bitumen (PMBs) commonly utilized in bitumen blends and roofing membranes. 
Both two modifiers show improve bitumen elasticity and stiffness, thus comple-
menting each other. In general, the LR oils decrease the stiffness of the neat bitu-
men whereas the EBS has been shown to increase the stiffness and elasticity of 

Figure 4. 
Response surface plots for the preparation parameters on Ductility. (a) Shear time and diatomite (b) shear 
speed and Crumb rubber content and Viscosity values on (c) shear temperature and diatomite (d) shear time 
and crumb rubber [19].
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the blends significantly, thus enabling the use of higher LR quality to comply with 
disadvantages. LR contents in the range of 30–40% by weight of neat bitumen are 
the optimum composition of blends, thus reducing the need for virgin bitumen in 
terms of overall modification for both pavement and roofing.

Recently, Memon, et al. [24] utilizes RSM for modeling and optimizing the bitu-
men physical characterization, the mixing conditions of petroleum sludge modified 
bitumen (PSMB) using the penetration, softening point, penetration index, and 

Figure 5. 
Response surface plots for the preparation parameters on Elastic recovery. (a) Diatomite and crumb rubber 
(b) storing time and shearing speed and PI values of (c) Shearing time and diatomite content (d) shear 
temperature and crumb rubber content [19].

Figure 6. 
Effects of input factors on phase angle (a) 2D contour for the synergistic influence of rubber content and 
temperature (b) 3D surface diagram for the synergistic influence of rubber content and temperature.
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storage stability. The findings show that the stiffness of PSMB was strengthened 
by the synergistic effects of mixing temperature and speed, whereas the mixing 
time initially reduces and then increases the stiffness of PSMB. The PSMB met the 

Figure 7. 
Simultaneous effect of input parameters on complex modulus (a) Plot of 2D contour on the synergistic 
influence of rubber content and temperature (b) 3D plot for the synergistic influence of rubber content and 
temperature.

Authors Autonomous factors Responses

Bala, et al. [25] Nanosilica content, and temperature Complex modulus, Phase angle, 
Complex viscosity

Phan, et al. [26] Hydrated lime content and asphalt 
binder concentration

Bitumen Linear viscoelastic properties 
and Fatigue resistance

Bala, et al. [25] LDPE and binder content Complex modulus, Phase angle, and 
Viscosity

Chen, et al. [27] Test temperature, polystyrene dosage, 
and polystyrene molecular weight

G*/sin (δ) for unaged blends, G*/sin 
(δ) for short-term aged blends, and 
stiffness, m-value

Varanda, et al. [22] Aromatic extracts vacuum residue 
and asphalt residue

Softening point and penetration,

Al-Sabaeei, et al. [28] Crude palm oil (CPO) and 
temperature

Complex modulus (kPa), and phase 
angle (δ) for both aged and unaged 
bitumen

Jamshidi, et al. [29] Solution temperature, sasobit, and 
test temperature

Unaged viscosity, STA viscosity, LTA 
viscosity

Mohammed, et al. [30] Bitumen and rice husk warm mix 
asphalt

Penetration and softening point

Yıldırım, et al. [31] Number of blows, temperature, 
additive rate, and bitumen content

Optimum bitumen content (OBC)

Khairuddin, et al. [32] Polyurethane (PU) and bitumen Penetration, softening point, and 
viscosity

Solatifar, et al. [33] Mixing temperature, mixing time, 
mixing speed, and crumb rubber 
content percentage

Rutting parameter.

Table 1. 
Summary of previous works of literature on the utilization of RSM for asphalt binder optimization.
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storage stability and the penetration index requirements for bitumen modification 
under optimum mixing conditions. This enhancement in stiffness at higher mixing 
conditions is due to the increased ratio of maltenes to asphaltenes in PSMB. While 
at high mixing conditions, the softening point influences were reduced, whereas it 
was noted that the lightweight oil component of the PS was also responsible for the 
softening point decline of the PSMB. The mixing time, speed, and temperature for 
PSMB were evaluated to be 53 min, 1292 rpm, and 149 °C, respectively, based on 
the RSM optimization. The overview of prior works on the optimization of various 
autonomous parameters on bitumen conventional properties is displayed in Table 1.

6.  Application of RSM in modeling and optimization of materials for 
asphalt mixtures modification

Several RSM studies have been published, this study emphasizes the utilization 
of RSM for optimizing virgin or waste materials as alternative asphaltic mixtures 
materials for sustainability. In this section, the application of RSM for the optimiza-
tion of the virgin as well as waste secondary materials will be discussed depending 
on the work of existing literature.

The application of Response Surface Methodology (RSM) for the prediction of 
Marshal volumetric properties is being explored by Bala, et al. [34] Polyethylene 
and nanosilica were used as the independent factors in the analysis, while the air 

Figure 8. 
2D and 3D RSM contour plots for the optimization of nanosilica and binder content (a-b) Air void (c-d) 
Stability (e-f) Flow [34].
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void, flow, and Marshall stability were the responses. Findings show that RSM-
based statistical analysis confirms that it is possible to use a quadratic model built 
with a high degree of correlation and predictive capacity to predict the Marshal 
volumetric properties of the mixture. Figure 8(a) and (b) demonstrates that the 
binder content has more impact on the air void than the nanosilica content, whereas 
Figure 8(c) and (d) illustrates that both independent factors have an influential 
effect on the Marshall stability of the asphalt mixture. On the Marshall flow values 
for the nanosilica modified asphalt blend, a combined effect of both variables was 
noted but the binder content has a more pronounced impact on the flow values as 
presented in Figure 8(e) and (f ).

Recently, Usman, et al. [35] optimize irradiated waste PET fiber and binder 
contents utilizing RSM on the volumetric and strength properties of fiber-
reinforced asphalt mixes. Figure 9(a-e) illustrates the interactive impacts of the 
mixture design parameters on the dependent variables. It was hinted that both 
independent factors have a significant positive effect on the bulk specific density 
(BSD), Marshall stability, and the Marshall flow values for the fiber-reinforced 
asphalt mixes. However, on the air void (AV) and voids filled with bitumen (VFB), 
the asphalt binder content has a more pronounced influence compared to the irradi-
ated waste PET fiber content. The investigation concluded that the use of fibers in 
asphalt mixture production improves the strength and performance characteristics 
of asphalt mixes and based on multi-objective optimization analysis, 5.25% and 
0.53% as the optimized contents for binder and irradiated waste PET, respectively.

Likewise, in 2020, Omranian, et al. [36] investigate the effects of short-term 
aging on asphalt concrete mixture compactibility and volumetric characteristics. 
Three independent parameters, including aging temperature, aging period, and 
duration in humidity and ultraviolent chambers, were considered in this analysis, 
while the compaction energy index (CEI) and volumetric characteristics, were 
considered as responses. Significant impacts of aging temperature and duration 
on compactibility, air voids (AV), mineral aggregate voids (WMA), and asphalt 
filled voids (WFA) are revealed in the research findings. However, duration in the 
environment chamber did not exhibit any significant effect on responses, as shown 
in Figure 10(a-d). Finally, the analysis shows the ability of the RSM to predict 

Figure 9. 
RSM 3D contour for the optimization of irradiated PET fiber and binder content (a) Density (b) Air void  
(c) VFB (d) Stability (e) Marshall flow [35].
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changes from mathematical equation responses that correlate with the empirical 
findings with good precision. This finding concluded that to achieve the desired 
requirements, pavement designers should use RSM statistical technique to predict 
the pavement density and adjust pressure as well as the number of rolling passes.

Khan, et al. [37] explore the applicability of utilizing RSM to investigate the 
relationship between autonomous and dependent parameters for the formulation 
of cementitious grout. In the study, regular and irradiated waste PET and fly ash 
contents were optimized. A high coefficient of determination (R2) with an adequate 
precision (AP) of greater than 4 from the analysis of variance was reported. It was 
further revealed that gamma irradiation exposure of waste PET resulted in the 
usage of a higher percentage of the waste PET in comparison to the regular waste 
PET without compromising the properties considered in the study. Moreover, the 
investigation concluded that waste PET treatment with gamma rays could be an 
innovative and effective way to recycle waste PET in the formulation of cementi-
tious grout for semi-flexible pavement application as cement replacement material 
and can be an important advancement to attaining the zero-waste plastic goal of the 
united nation sustainable development.

The permanent deformation property of asphalt concrete incorporating vari-
ous concentrations of recycled asphalt pavement (RAP) and quantities of the 
waste engine and cooking oil was evaluated by Taherkhani and Noorian [38] using 
response surface methodology. The study substituted 25, 50, and 75% of total 
aggregates with RAP and rejuvenated each with 5, 10, and 15 percent (by total 
binder weight) of waste engine oil (WEO) and waste cooking oil (waste cooking 
oil) (WCO). A polynomial quadratic model was reported to be accurate to predict 
the permanent strain employing RSM in the Design-Expert software. RAP and oil 
content, squared oil content, and oil types were significant terms for the prediction 
of permanent strain. Results show that with increasing RAP content, permanent 
strain decreases, but for each RAP content, the lowest permanent strain is reached 
at a specific oil content amount. The finding concluded that through RSM optimi-
zation, the concentration of oils was obtained to achieve asphalt mixture with a 
comparable control mix deformation property.

Figure 10. 
Graphical representation of RSM 3D contour (a) CEI (b) Va (c) VMA (d) WFA [36].
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Bala, et al. [39] employed RSM to optimize two independent parameters, namely 
nanosilica and binder content effects on the response factors VMA, Marshall stabil-
ity, flow, fatigue life, and indirect tensile strength (ITS). It was observed that VMA 
decreases substantially for binder content from 4–5%, beyond that it experiences a 
decreasing trend for mixtures fabricated with binder content between 5–6%. The 
findings also reported that nanosilica content has less influence on the VMA com-
pared to the binder content. Also, the contour plot revealed that on the Marshall 
stability, the nanosilica particles have a marginal effect than the binder content. For 
the flow, fatigue life, and ITS, both nanosilica and binder contents have significant 
impacts on the nanocomposite modified asphalt mixes. The finding concluded that 
2.67% and 4.65% as the optimized nanosilica and binder contents for an improved 
mixture performance property.

Several studies have been performed on the effect of different alternative mate-
rials on asphalt concrete mixtures [19, 40–48]. Table 2 presents the summary of 
some selected work done utilizing RSM for different independent factors on several 
mechanical performance properties of asphalt concrete mixes.

Authors Autonomous factors Responses

Hamzah, et al. [49] Mixing temperature and test 
temperature

Direct tensile strength (DTS), 
adhesion, broken aggregate, and 
fracture energy

Bala, et al. [50] Polyethylene, polypropylene, and 
nanosilica

Fatigue life

Usman, et al. [51] PET fiber and temperature Resilient modulus

Moghaddam, et al. [52] PET and binder contents VIM, VMA, BSG, stability, and 
flow

Yıldırım and Karacasu [53] Temperature, waste rubber 
content, glass fiber content, and 
bitumen content

PSG, voids, VFA, Marshall stability

Soltani, et al. [54] PET, stress level, and 
temperature

Fatigue cycles

Moghaddam, et al. [55] PET, stress level, and 
temperature

Stiffness

Haghshenas, et al. [56] Grading, bitumen content, and 
lime content

Indirect tensile strength (dry and 
saturated), TSR

Khodaii, et al. [57] Grading and lime content Indirect tensile strength (dry and 
saturated), TSR

Hamzah, et al. [58] Compaction temperature, binder 
content, and recycled asphalt 
content

VFA, air void, Gmb, resilient 
modulus, stability, and flow

Nassar, et al. [21] Curing time, Pre-wetting water 
and Bitumen emulsion content

Air void, indirect tensile, strength 
(wet and dry), and indirect tensile 
stiffness modulus

Golchin and Mansourian [59] RAP content, asphalt binder 
type, and Loading strain

50% of initial stiffness, fatigue 
life (Number of cycles), and final 
stiffness

Santos, et al. [60] Temperature, plastic percentage, 
and size of particles

Bulk Specific Gravity

Table 2. 
Summary of previous works of literature on the utilization of RSM for asphalt mixtures optimization.
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7. Conclusions

RSM has effectively been utilized for various applications in the pavement 
industry. The current book chapter provides an overview of RSM applications for 
bitumen, asphaltic mixture modification, and performance properties. From the 
review, it was observed that RSM has many benefits in improving the knowledge 
about the synergetic effect of various modification variables on the bitumen 
performance. RSM technique provides an in-depth understanding of the influence 
of other responses with the variability each mix design factor would have on the 
asphalt mixture performance. RSM also has shown the benefit of analyzing vari-
ous autonomous variables concurrently. For several optimization research, the 
implementation of RSM to achieve optimum dependent variable outcome leads to 
considerably reduced costs of running experiments while at the same time optimiz-
ing the performance properties of both the bitumen and asphaltic mixtures. Thus, 
with the need to optimized mix design, RSM plays a crucial role in the pavement 
industry to establish a performance-based mix design about the above criteria. 
Generally, RSM can also be regarded as an effective alternative to optimize and 
understand the pavement mix design parameters effectively to produce optimal 
mixtures with less cost and sample runs. It was shown in this chapter that the RSM 
exhibits the great ability to determine the compactness and mechanical efficiency 
properties of asphalt binder and mixtures under different conditions quickly and 
accurately. With appropriate precision, the model developed by the RSM always fits 
into the experimental observations. This means that in predicting the effects of the 
autonomous parameters on the response variables, these models are accurate and 
realistic. RSM’s proposed models can be used by the highway industry as a valuable 
and effective way to controlling and preparing the construction method to achieve 
the best pavement performance characteristics, which can significantly increase 
pavement performance and longevity.
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Chapter 7

Application of Response Surface 
Method for Analyzing Pavement 
Performance
Seyed Reza Omranian

Abstract

Hot mix asphalt (HMA) is a common material that has been largely used in the 
road construction industries. The main constituents of HMA are asphalt binder, 
mineral aggregate, and filler. The asphalt binder bounds aggregate and filler 
particles together and also waterproofs the mixture. The aggregate acts as a stone 
skeleton to impart strength and toughness to the structure, while the filler fills 
pores in the mixture which can improve adhesion and cohesion as well as moisture 
resistance. The HMA behavior depends on individual component properties and 
their combined reaction in the mixture. Asphalt binder properties change due to 
different factors. Over the years, asphalt pavement materials age, causing binder 
embrittlement which adversely affects pavement service life. Response Surface 
Method (RSM) is a set of techniques that are used to develop a series of experiment 
designs, determining relationships between experimental factors and responses, 
and using these relationships to determine the optimum conditions. Incorporating 
RSM in pavement technologies can beneficially help researchers to develop a better 
experimental matrix and give them the opportunity to analyze the changes in pave-
ment performance in a faster, more effective, and reliable way.

Keywords: hot mix asphalt, road construction, short-term aging,  
pavement performance, optimization

1. Introduction

Infrastructure plays a pivotal role in all countries’ social and economic develop-
ment. The road construction industry consumes a huge amount of energy and non-
renewable materials. According to the literature, the United States followed by China, 
Canada and Australia annually produced approximately 500, 150, 45, and 8 million 
tons of asphalt mixtures, respectively, which lead to the dedication of a significant 
amount of funds not only to pavement construction but also on pavement mainte-
nance and rehabilitation (M & R) [1–3]. Incorporation of high-quality construction 
materials, proper construction strategy and equipment, and consequently evaluation 
of pavement performance along with proper M&R activities, can prevent premature 
failures in road networks and supply safety and convenience for road users.

Hot Mix Asphalt (HMA) has been widely used for road construction. HMA 
mainly consists of asphalt binder, mineral aggregate, and filler. The HMA behavior 
depends on individual component properties and their combined reaction in the 
mixture. However, the binder is the dominant constituent that controls asphalt 
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mixtures’ overall performance. Asphalt binder is a complex organic material. The 
primary factor affecting the durability of the asphalt mixtures is binder age harden-
ing. Aging in itself is a complex physico-chemical phenomenon. Aging by changing 
asphalt binder chemical and rheological properties cause binder embrittlement 
which adversely affects pavement service life [4, 5]. Aging can be divided into 
short-term and long-term stages. Short-term aging is a result of binder volatiliza-
tion and oxidation which increase binder viscosity and results in stiffer mixture. 
Although aging enhances the load-bearing capacity and permanent deformation 
resistance of pavements by producing stiffer mixtures, it can also cause or accelerate 
several distresses such as fatigue, low-temperature cracking, and moisture damage 
by reducing pavement flexibility.

A study to clearly understand the effects of short-term aging on asphalt binder 
and mixture properties may help to predict asphalt mixtures performance and 
design a better mixture which can lead to longer-lasting pavements that require less 
maintenance cost and time while being in service. In this regard, different condi-
tioning scenarios and failure aspects were studied to understand the binder and 
mixtures’ performance before and after aging. Response Surface Method (RSM) as 
one of the promising methods was therefore employed to assist the experimental 
matrix design and evaluation procedures.

RSM can establish the relationships between experimental factors and 
responses by combining and analyzing a series of experiment designs. RSM 
has been widely used in several disciplines such as environment, material and 
chemical sciences as well as pavement engineering. Khodaii et al. (2012) used 
RSM to evaluate the effects of aggregate gradation and lime content on the tensile 
strength ratio of dry and saturated hot mix asphalt [6]. Jamshidi et al. (2013) 
determined the changes in the rheological properties of asphalt binder which was 
modified by different amount of Sasobit at high temperatures using RSM [7]. 
Kavussi et al. (2014) used the same technique to evaluate the effects of aggregate 
gradation, hydrated lime and Sasobit content on the indirect tensile strength of 
warm mix asphalt (WMA) [8]. Hamzah et al. (2015) utilized the RSM to study 
the effects of elongated short-term aging on the rheological properties of binder 
at intermediate temperatures [9]. Hamzah and Omranian (2016) studied the 
effects of aging on the asphalt binder behavior at high temperatures by applying 
RSM [10]. Saha and Biligiri (2017) used RSM to optimize the asphalt mixtures 
fracture toughness characteristics that affect cracking performance [11]. RSM was 
also employed by Omranian et al. (2018, 2020) to study the impact of short-term 
aging on mixtures fracture and volumetric properties, respectively [12, 13]. Li et 
al. (2018) evaluated the incorporation of recycled pavement concrete on mixtures 
mechanical properties. It was found that the three RSM relation models were fit 
well and effectively represent the mixtures characteristics after a series of fatigue 
and freeze–thaw cycles [14]. Long et al. (2019) studied the impacts of corrosion, 
fatigue, and fiber content on the pavement concrete mechanical properties and 
revealed that RSM model fits well with pavement performance [15]. In other 
material study, Hou et al. (2020) clearly demonstrated the great potential of RSM 
in developing magnesium phosphate cement in patch repair and maintenance 
works [16]. Bala et al. (2020) successfully used RSM to optimize nano-silica and 
binder content for nanocomposite-modified asphalt mixtures for replacing and 
reducing the application of polymer-modified binders [17]. Lapian et al. (2021) 
also determined the optimum conditions of incorporating plastic waste in asphalt 
mixing, using RSM, to improve the performance in terms of mixtures failure 
resistance under repetitive loading [18]. The successful application of RSM tech-
nique in the previous studies indicates its capability to characterize the complex 
behavior of asphalt binders and mixtures.
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In this article, the effects of aging on the asphalt binder and mixtures per-
formance will be discussed. The aging conditions and experimental plans were 
designed using the RSM. RSM was also used to develop regression models and 
predict the binder and mixture’s behavior subjected to short-term aging.

2. Materials and methods

In this study, four different binders were used for both binder and three of them 
were selected for mixture testing. Following the previous publications and for ease 
of reference, binders and mixtures are designated according to their source, type 
and constituents [9, 12]. Binders A1 and A2 refer to the conventional penetration 
grade 80/100 and 60/70 binders from Source A, respectively. Binders B1 and B2 
refer to the conventional penetration grade 80/100 and 60/70 binders from source 
B, respectively. The basic properties of the binders are summarized in Table 1. 
Mixtures were also designated in accordance with source and binder grade. To 
simplify the nomenclature, mixtures produced with binders 60/70 and 80/100 from 
source A are referred to as A60 and A80, respectively, while mixtures produced 
with binder 80/100 from source B is designated as B80.

Granite aggregates, and filler are other mixture constituents that were used in 
this study. The median aggregate gradation in accordance with Malaysian Public 
Works Department (PWD) specifications (as shown in Table 2) for mixture type 
AC14 was used [19].

The effects of aging on binders were evaluated from the differences between 
their un-aged and aged rheological properties. The Rolling Thin Film Oven (RTFO) 
was used to produce a homogenous artificial short-term age asphalt binder fol-
lowing the procedures outlined by Hamzah and Omranian (2016) [10]. To prepare 
mixtures, binders and batched aggregates with fillers were mixed at a temperature 
between 160 °C and 170 °C (based on the viscosities obtained from the Rotational 
Viscometer test). Loose mixtures were placed in a conventional oven which was set 
to the compaction temperature to simulate short term aging. The short-term aged 
loose mixtures were then compacted using the Servopac gyratory compactor to 4% 
air voids. Exposure of the pavement to the environmental condition while in service 

Binder 
type

Specific 
gravity  

(g/cm3)

Aging 
state

Penetration at  
25 °C (dmm)

Softening 
point (°C)

Ductility at  
25 °C (cm)

A1 1.020 Un-Aged 80 46 >100

85 min 
Aged

— — —

A2 1.030 Un-Aged 63 49 >100

85 min 
Aged

— — —

B1 1.020 Un-Aged 81 47 >100

85 min 
Aged

— — —

B2 1.030 Un-Aged 62 50 >100

85 min 
Aged

— — —

Table 1. 
Conventional binder properties.
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was finally simulated by placing the compacted samples in a humidity (H) and 
ultraviolet (UV) chamber. This procedures are in line with the study conducted by 
Omranian et al. (2020) [13].

Two sets of experiment was designed using the central composite method to sepa-
rately characterize behavior of asphalt binders and mixtures as shown in Table 3. In 
the case of binder evaluation, test temperature, binder type and aging duration were 
selected as the independent variables (IVs), while the complex modulus and viscosity 
are defined as the responses. In the case of mixture evaluation, the IVs used include 

Sieve size (mm) Min-Max passing limitation (%) Selected median gradation (%)

20 100 100

14 90–100 95

10 76–86 81

5 50–62 56

3.35 40–54 47

1.18 18–34 26

0.425 12–24 18

0.150 6–14 10

0.075 4–8 6

Table 2. 
Aggregate gradation [12].

No. Aging parameters or IVs for mixtures No. Aging parameters or IVs for 
binders

Aging 
temperature 

(°C)

Aging 
duration 

(h)

H & UV 
chamber (h)

DSR testing 
temperature 

(°C)

Aging 
duration (h)

1 160 4 4 1 82 92.5

2 160 0 0 2 46 0.0

3 140 2 2 3 82 185.0

4 140 2 2 4 46 185.0

5 140 4 2 5 64 92.5

6 140 2 0 6 64 92.5

7 140 0 2 7 46 92.5

8 120 0 4 8 64 0.0

9 140 2 2 9 64 185.0

10 160 2 2 10 82 0.0

11 140 2 2 11 64 92.5

12 120 4 4 12 64 92.5

13 120 4 0 13 64 185.0

14 120 2 2 14 64 0.0

15 160 4 0 15 64 92.5

16 120 0 0 16 82 0.0

17 140 2 2 17 82 92.5
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aging temperature, aging duration in a conventional oven and duration that samples 
were conditioned in the humidity and ultraviolet chamber, while the compaction 
energy index (CEI) and fracture toughness or stress intensity factor (K) were selected 
as responses or dependent variables (DVs).

3. Results and discussion

ANOVA analysis was performed to develop models. The significant values that 
influence the responses were first selected for the model development. Different 
models were studied to fit the experimental results and the most accurate was nomi-
nated based on the higher R-square. Eventually, the mathematical model to predict 
the responses was developed by RSM. Since these procedures were repeated for both 
binders and mixtures samples, Table 4 only presents the ANOVA, selected model 
type and mathematical regression models developed for complex modulus of binders.

No. Aging parameters or IVs for mixtures No. Aging parameters or IVs for 
binders

Aging 
temperature 

(°C)

Aging 
duration 

(h)

H & UV 
chamber (h)

DSR testing 
temperature 

(°C)

Aging 
duration (h)

18 140 2 4 18 46 92.5

19 160 0 4 19 46 0.0

20 46 185.0

21 82 185.0

22 64 92.5

Table 3. 
Matrix of experimental plan.

Steps Factor Sum of squares DFa F value Prob > F

ANOVA 
procedures

Ab 30573.37 1 229.74 < 0.0001

Bc 5021.94 1 37.74 < 0.0001

Cd 2845.49 3 7.13 0.0010

A2 9289.86 1 69.81 < 0.0001

B2 73.62 1 0.55 0.4630

AB 6302.33 1 47.36 < 0.0001

AC 3883.88 3 9.73 0.0001

BC 541.44 3 1.36 0.2757

Proposed 
models

Factor Sum of Squares DFa Mean 
Square

F Value Prob > F Model 
Type

Model 59108.52 10 5910.85 43.59 < 0.0001 Quadratic 
(Sig)

Residual 
error

4474.36 33 135.59

Lack of fit 4473.51 25 178.94 1677.49 < 0.0001 (Sig)

R-squared 0.93



Response Surface Methodology in Engineering Science

128

After testing and preliminary analysis of model development, Figure 1 illustrates 
the contour plot of relationship between aging duration and test temperature effects 
on the complex modulus of binders A1, A2, B1 and B2. It can be seen that growth 
in test temperature declines the complex modulus. In addition, prolonged aging 
duration escalates the complex modulus. As an example, the complex modulus of 
binder A2 declines by approximately 400%, when temperature increases from 52 °C 

Figure 1. 
Binders’ complex modulus pattern (kPa).

Steps Factor Sum of squares DFa F value Prob > F

Developed 
regression 
models

Binder type Equations

A1 ye = +393.59482 – 12.52088 * A + 0.91926 * B + 0.095669 * A2 – 0.011920 * A * B

A2 y = +481.57055 – 13.68645 * A + 0.91926 * B + 0.095669 * A2 – 0.011.920 * A * B

B1 y = +379.40260 – 12.33686 * A + 0.91926 * B + 0.095669 * A2 – 0.011.920 * A * B

B2 y = +501.65104 – 13.95958 * A + 0.91926 * B + 0.095669 * A2 – 0.011.920 * A * B
aDegree of Freedom.
bTest Temperature.
cAging Duration.
dBinder Type.
eComplex modulus.
In order to propose accurate regressions, factors B2 and BC were eliminated due to “Prob > F” greater than 5%.

Table 4. 
Procedures to develop models for complex modulus [9].
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to 64 °C. However, the corresponding vale of binder A2 at 52 °C approximately 28% 
increases when aging duration is extended approximately 70 minutes. The results 
can be correlated to the impacts of extended aging on volatilization and oxidation 
of the binders which increases complex modulus. On the other hand, temperature 
increment relates to the binder tendency to behave as a viscous material, hence, the 
complex modulus decreases. Changes in complex modulus at different conditions 
show higher test temperature effects on complex modulus compared to the aging 
duration. The complex modulus is also reliant on the different chemical composition 
of binder type. The impacts of origin at 52 °C and 70 °C are also determined. For 
instance, the results show that complex modulus of binder B2 is approximately 10% 
higher compared to the complex modulus for binder A2 at 52 °C when they are aged 
92.5 minutes. While the corresponding values of both A2 and B2 binders exhibit no 
significant differences at 70 °C. Binders exhibit different rheological behavior when 
the temperature varies. From the results, it can therefore be concluded that the RSM 
exhibited a great potential to estimate the changes in binder behavior by fitting 
the developed models into the experimental outcomes [9]. According to Wang et 
al. (2019) changes in aging temperature can significantly influence rheological 
response at both short and long term aging levels [20]. However in this study, the 
impact of aging temperature is only explored on behavior of asphalt mixtures. It is, 
therefore, recommended that RSM, due to its capability, can be employed to perform 
such effects on complex modulus of binders in the future.

The relationship between aging duration and test temperature effects on the 
viscosity of binders are shown in the form of contour plots in Figure 2. The results 

Figure 2. 
Binders’ viscosity pattern.
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show that the viscosity decreases by temperature increment. On the other hand, 
the viscosity increases when aging duration is extended. For example, the viscosity 
of binder A1 decreases more than 70% when temperature increases from 130 °C to 
150 °C. On the contrary, the corresponding value at 140 °C increases by approxi-
mately 53% when aging is extended from 70 to 140 minutes. From these result it 
can be understood that the aging duration impacts are lower compared to the test 
temperature. The figures obtained from RSM show that the maximum changes by 
temperature fluctuation are on 620%, 715%, 565% and 710% for binders A1, A2, 
B1 and B2, respectively, while the maximum changes by aging extension are 120%, 
96%, 65% and 84% for binders A1, A2, B1 and B2, respectively. This testifies that 
RSM has a great potential to identify the different IVs impacts on the DVs. It can 
also be found that test temperature exhibits more significant viscosity of binders 
compare to the aging duration. The RSM outcomes also show that the viscosity 
reduces radically at lower temperatures, whereas asymptotes at higher temperatures. 
Conversely, viscosity increases radically at lower aging duration and then asymptotes 
by extending aging duration. The viscosity of binders are directly dependent on their 
types and sources. The comparison between the viscosity of binders from different 
sources was performed and the results indicated that viscosity of binder A2 at 130 °C 
is almost 5% higher compared to the corresponding values of binder B2. This differ-
ence lowered to 3% at higher temperature (150 °C). According to Yan et al. (2017) 
increasing temperature reduces the viscosity and makes binder fluid. It also causes 
higher binder molecular activities that results in more chemical reaction with oxygen 
[21]. Both procedures have significant effects on aging which was confirmed by RSM 
outcomes. Base on the RSM results it can be clearly concluded that the binders with 
same penetration grade exhibit different behavior at lower temperatures but these 
discrepancies are reduced by increasing the test temperature [10].

The impacts of aging temperature, aging duration in a conventional oven and 
duration that samples were conditioned in the humidity and ultraviolet chamber 
as IVs on Compaction Energy Index (CEI) are presented in the form of 3D counter 
plots in Figure 3. This figure also presents the relation between DVs and CEI based 
on normal plots of residuals and the actual versus predicted plots. The 3D counter 
plots indicate that CEI increased by aging duration increment. Conversely, the cor-
responding value decreased by increasing aging temperature. The CEI fluctuations 
differ by aging condition variation. For example in the case of mixtures produced 
using binder A60, the maximum discrepancies of aging temperature effects on 
CEI is 35.5%, while the maximum discrepancies of aging duration effects on the 
corresponding value is 27%. These results indicate the RSM great capability to dif-
ferentiate between IVs impacts and great potential to find the relations between the 
outcomes. The 3D counter plots also show that extension of aging duration at higher 
temperature causes higher impacts on CEI compared to lower temperatures such as 
120 °C which can found according to the steeper slope of aging duration effects at 
160 °C compared to the corresponding value at 120 °C. The effectiveness of higher 
aging temperature can be correlated to the existence of lighter oily fraction volume 
in the binders, which accelerates the volatilization as clearly was detected by RSM. 
These results are in line with the results outlined by Omranian et al. (2018) [22]. 
The RSM great capability to estimate the CEI with respect to the IVs can be also 
understood from the even or normal distribution of residuals along the fitting lines 
as shown in Figure 3. Furthermore Figure 3 shows all predicted DVs from math-
ematical equations fit into the experimental observation with excellent accuracy 
based on the actual versus predicted results plots. These findings clarify the RSM 
robustness and reliability to predict effects of IVs on the CEI [13].

The 3D counter plots showing the effects of aging temperature, aging duration 
in a conventional oven and duration that samples were conditioned in the humidity 
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and ultraviolet chamber as IVs on fracture toughness (K) are displayed in Figure 4. 
The results show that test temperature increment reduces the K. It can also be seen 
that the corresponding value escalates when aging temperature and aging duration 
increases. However, the changes in the fracture toughness can be related to the 
binder type or binder content. According to Chen and Solaimanian (2019) although 
binder content did not significantly influence the aging index, aging significantly 
changed flexibility index and stiffness of samples [23]. The aging temperature 
exhibits fairly low impacts on the slight elevation of K for lower aged mixtures. 
On the other hand, the corresponding value significantly increases by aging tem-
perature increment particularly when the mixtures were aged for 4 h in the oven. 
The effects of extended aging duration at 120 °C is inferior compared to the cor-
responding value at 160 °C, which can be clearly observed from the steeper slope of 
aging duration raise obtained from RSM. The results can be correlated to the higher 
volatilization and oxidation rates at higher temperature which was clearly detected 
by RSM. The fracture toughness fluctuates more significantly at 10 °C which result 
in more obvious changes in the K pattern in the case of mixtures produced using 
binder A60. According to the literature, softer binders are more vulnerable to 
aging, while the stiffer binder consists less light oily fraction, hence, their aging 

Figure 3. 
Mixtures’ compaction energy index pattern.



Response Surface Methodology in Engineering Science

132

susceptibility is lower. Softer binders may lose higher proportion of lighter oily frac-
tion both at low and high temperatures, hence, faster volatilization. Furthermore, 
It can be seen that mixtures contain binder A60 and extremely aged exhibit 
approximately similar fracture toughness at 10 °C compared to the corresponding 
values of the mixtures with the same conditions and produced by binder A80. These 
results are aligned with the mixtures’ brittleness performance. The harder binders 
are more brittle particularly at lower temperatures, while the are stiffer at higher 
temperatures. Hence, the mixtures produced using binder A60 exhibit higher 
fracture toughness at higher testing temperatures (20°C and 30°C) compared to the 
corresponding values of the mixture produced using softer binders. These varia-
tions and different IVs impact on the fracture toughness of mixtures are detected by 
RSM, which indicates the software robustness and applicability [12].

4. Conclusion

Extended aging duration and test temperature effects on binders were quanti-
fied in terms of their complex modulus and viscosity using response surface 
method. The RSM exhibited the ability to develop precise regression models with 
R-square higher than 90%. The experimental results indicate that extending the 
aging duration increases the binder complex modulus and viscosity, while increas-
ing test temperature leads to the corresponding values reduction. The effects 
of test temperature on the viscosity are higher compare to the effects of aging 

Figure 4. 
Mixtures’ fracture toughness pattern.
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duration. It was found based on the extreme changes in the results. For instance, 
the maximum viscosity changes by temperature fluctuation was approximately 
6 to 7 times higher than the corresponding value maximum changes by aging 
extension.

This work also evaluated the effects of different aging scenarios on the mixtures’ 
compaction energy index and fracture properties using RSM. Similar to binders, 
RSM exhibited great capability to predict the mixtures performance in terms of 
CEI and fracture toughness by precise regression models development. The overall 
results indicate that IVs (individually and together) significantly affect CEI and 
fracture properties. Extended aging resulted in a higher K and CEI. Mixtures pro-
duced using stiffer binders exhibited higher energy requirements for compaction, 
which resulted in a higher CEI. Test temperature increment declined K, which can 
be contributed to the reduction in the binder viscosity due to the test temperature 
elevation. Although the magnitudes of changes in the responses, for both binder 
and mixture samples, varied depending on the variation in binder sources and 
types, RSM accurately detected the changes in the responses. RSM also determined 
the changes in the changes in the aging rate at higher and lower aging temperatures.

Employing the experimental design obtained from RSM reduced the sample 
size. The sample size reduction resulted in time, energy, and money saving for the 
entire project. Although the required number of samples significantly reduced, yet 
RSM detected the IVs and DVs relation and the IVs influence on the responses with 
an excellent accuracy. Hence, The RSM technique exhibits the ability to quickly and 
precisely determine the behavior of binders at various conditions. These advanta-
geous impacts of RSM were also concluded in other studies [9, 12, 17, 24].
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Chapter 8

Selection of Optimal Processing 
Condition during Removal of 
Methylene Blue Dye Using Treated 
Betel Nut Fibre Implementing 
Desirability Based RSM Approach
Amit Kumar Dey and Abhijit Dey

Abstract

Adsorption of Methylene Blue onto chemically (Na2CO3) treated ripe betel 
nut fibre (TRBNF) was studied using batch adsorption process for different 
concentrations of dye solutions (50, 100, 150 and 200 mg/L). Experiments were 
carried out as a function of contact time, initial solution pH (3 to11), adsorbent 
dose (10 gm/L – 18 gm/L) and temperature (293, 303 and 313 K). The adsorption 
was favoured at neutral pH and lower temperatures. Adsorption data were well 
described by the Langmuir isotherm and subsequently optimised using a second-
order regression model by implementing face-centred CCD of Response Surface 
Methodology (RSM). The adsorption process followed the pseudo-second-order 
kinetic model. The maximum sorption capacity (qmax) was found to be 31.25 mg/g. 
Thermodynamic parameters suggest that the adsorption is a typical physical 
process, spontaneous, enthalpy driven and exothermic in nature. The maximum 
adsorption occurred at pH 7.0. The effect of adsorption was studied and optimum 
adsorption was obtained at a TRBNF dose of15 gm/L.

Keywords: Adsorption, Methylene Blue, betel nut fibre, RSM, Desirability

1. Introduction

Colour plays a significant importance in the human world as everybody likes 
colourful clothes, our food, medicine etc. is also having various colours. It is quite 
obvious that many researchers have carried out various studies on colour and its 
production. In this present situation, about ten thousand or more dyes are available 
commercially and the annual production of dye is about seven lakh tons [1]. There 
are numerous structural varieties available for dye like azo dye, acidic dye, basic 
dye, disperse, anthraquinone based and metal complex dyes. Dyes are mainly used 
in textile industries. A large portion of synthetic dyes do not bind during the pro-
cess of colouration and it is then discharged to the waste streams [2]. The amount 
of dye that is discharged into the environment during the colouration process is 
about 10–15%. Those dyes discharge into waste streams are highly coloured and 
those are not pleasing aesthetically. Thus the textile industries cause the discharge 
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of a large number of dyes and other additives into the environment, produced 
during the dying process [3]. The conventional water treatment process is not found 
to be effective in the case of removal of these dyes. Due to their high solubility in 
water, dyes are easily transported through a sewer and it finally reaches the natural 
water bodies. Carcinogenic and products having high toxicity are produced by the 
degradation of these dyes [4]. These dyes may cause hazardous effects to living 
organism too. Special concern should be there to prevent the contamination caused 
by these dyes and to do this the quantity estimate of dyes discharged into natural 
bodies should be done properly. It is well known that the use of activated carbon 
for the treatment of wastewater (removal of dyes from wastewater) is a very well 
established technique, but due to the high cost involved in the process, researchers 
are constantly working on finding other low-cost bio-sorbents which are effective 
in the removal of dyes from wastewater [5–7]. In this work, we have attempted to 
use an agricultural product, chemically treated Ripe Betel Nut fibre (TRBNF) for 
the removal of a textile dye namely Methylene Blue (MB) from an aqueous solution. 
Azo dyes form covalent bonds with the fibres they colour, e.g. cotton, rayon, wool 
silk and nylon. Methylene Blue is a commercial cationic dye with chemical formu-
laC16H18ClN3Sand Molar weight = 0319.9 g·mol−1). The functional groups present 
in the dye molecule react with the -OH, -SH and -NH2 groups present in the fibre 
rich in cellulosic materials. Azo dyes are mostly preferred in the textile industries 
due to their fastness of the substrate. Understanding the process of kinetic and mass 
transfer is very essential for the design of an adsorption treatment system [8–14]. 
Several techniques and methodologies has been incorporated inorder to removal 
of dyes. Eventually along with the experimental analysis, researchers were focused 
to identify the approximate solution of these problems using different math-
emathic modeling along with several multi criteria decision making approaches. 
Several studies have also been reported to the implementation of Response surface 
Methodology for improving the dye removal process by adjusting the process vari-
ables [15–17]. RSM is employed to remove ethylene blue dye using cheap adsorbent. 
The regression analysis has been used for the removal of colour of aqueous dye 
solution by using a novel adsorbent [18–23].

The approach of RSM can better predicts the impact of process variables on 
performance characteristics as well as it can be considered as a better option for 
optimization [24]. The CCD of RSM have been implemented for the design of 
experiments. In this study experimentation have been made to remove the methy-
ene blue dye using treated betel nut fibre. Optimum adsorption capacities have been 
identified using the second order quadratic model of face centered RSM approach. 
The influence of each process variables and their percentage contribution on the 
developed quadratic model is explored with the help of ANOVA.

2. Materials and methods

It is known that components high in cellulose and hemicellulose composition are 
good in removing azo dyes from an aqueous solution (Figure 1). The composition 
of Ripe Betel Nut fibre consists of Cellulose (52.09%), Hemi-cellulose (12.04%), 
Lignin (22.34%), Fat and ash (5.94%) and Water-soluble matter (1.5%). Sun-dried 
ripe betel nut fibre was collected from the market and cut into sizes of 1 mm size 
and washed with distilled water and dried at 60°C thus raw betel nut fibre was 
obtained. The sample was then treated with 0.01 M Na2CO3 at room temperature 
for 4 hours, then distilled washed to remove excess chemicals in fibres and pH was 
reduced to 7, then dried for 4 hours at 100°C in a hot air oven and was kept in a con-
tainer. Thus we get the treated ripe betel nut fibre (TRBNF). An azo dye Methylene 
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Blue, having a strong, though apparently non covalent, affinity to cellulose fibres, 
having molecular formula C16H18ClN3S was chosen as adsorbate. All the chemicals 
used were obtained from Himedia. A stock solution (1000 mg/L; pH 7) of dye was 
prepared using doubly distilled water.

3. Experiments and equilibrium studies

Batch adsorption studies were carried out and at first, the effect of pH variation 
on the removal of MB by TRBNF was studied and found that the maximum adsorp-
tion occurred at pH 7.0. From the stock solution of 1000 mg/L, different combina-
tions of dye solutions were prepared for solutions of different initial concentrations 
viz. 50, 100, 150 and 200 mg/L at pH 7.0. Initial TRBNF dose was taken as 10 g/L 
and the same rate of the dose was mixed with each of the prepared solutions, 
agitated mechanically with the help of a rotary shaker at 303 K at 150 rpm until the 
equilibrium was reached. For time t = 0 minutes, 5 minutes, 10 minutes and so on, 
until equilibrium, the dye concentrations were measured by UV/VIS spectroscopy. 
The data were used to calculate the amount of dye adsorbed, q (mg/g). Effect of 
TRBNF dose was studied upon the absorption of MB dye by varying TRBNF dose 
at 10, 15 and 20 g/L. Experiments were carried out at different pH values ranging 
from 3 to 11. A fixed amount of TRBNF (1 gm) was added to the 100 ml of 50 mg/L 
of MB solution at different pH values (3–11) and agitated for 3 hours at 303 K to 
assess the influence of initial pH on MB concentration, by taking and measuring the 
samples after every five minutes of agitation. Experiments were also carried out to 
check for adsorption of MB by the container walls in the absence of betel nut fibre. 

Figure 1. 
(a) Cellulose structure; (b) Hydrogen bond structure of cellulose.
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It was found that there was no degradation or adsorption of MB by container walls. 
Variation of temperature effect was evaluated for 293, 303 and 313 K. Experiments 
were carried out in duplicate and mean values were taken. The amount of dye 
adsorbed per unit adsorbent (mg dye per gm adsorbent) was calculated according 
to a mass balance on the dye concentration using the Eq. (1):

 
( )

max

−
=

i fc c
q V

m
 (1)

Where, 
Qmax = Maximum adsorption capacity (mg/g).

iC = Initial concentration of dye in solution (mg/L).
Cf = Final concentration of dye in solution (mg/L).
V  = Volume of solution (L).
m = adsorbent weight (g).

4. Adsorption studies by employing response surface methodology

Experiments were carried out batch-wise to obtain the maximum adsorption 
capacity (Qmax) as a function of pH, Temperature (K), TRBNF dose (g/L) and 
rotational speed (RPM). Keeping the other process parameters as constant, the 
value of Qmax was obtained once at a time by altering any one of the process 
parameters. Similarly, by using a combination of 30 different sets of a process 
parameter, the value of Qmax was obtained 30 times and the values were utilized to 
obtain the most desirable condition, using response surface methodology. Response 
surface methodology (RSM) is used for the modelling and optimization of response 
characteristics with quantitative independent variables.

A regression model is also known as a polynomial quadratic model of order two 
as shown in Eq. (2) shows the system quality characteristic. The software ‘Design 
Expert 11.0’ gives an approximation of the regression model coefficient [22–26].

 2
0 i n i i

1 1
C X d X

= =

= + + ± ε∑ ∑
n n

i i
Y C  (2)

Face cantered central composite second order design (CCD) technique was 
mainly used for the design experiment of the present study. The “face-centred 
CCD” possesses 30 combinations of 4 different process variables with 3 level of each 
[22–24]. Tables 1 and 2 delineated the layout of process variables and the combina-
tion of 30 experimental runs obtained by RSM CCD experimental design approach.

The model fit summery demonstrated that the developed regression model is fit 
significantly for Qmax on the selected experimental domain. The statistical analysis 
for the generated model has been demonstrated by the ANOVA analysis (Table 3). 
The model significance has been confined by the model F value. The probability of 
higher F value will be confirmed by value of model term less than 0.05 or in other 
words 95% confidence interval. It proves that the particular model terms are statis-
tically significant for the developed model [20]. When the value of multiple coef-
ficients of regression R2 becomes unity, the response models fit better with actual 
data. The deviation becomes very less between the actual values and predicted 
values. The actual and predicted plots for Qmax have been delineated in Figure 2 
demonstrating the degree of proximity of the model terms. The errors are normally 
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Exp. no. Factor1 A: 
pH

Factor 2 B: 
Temp

Factor 3 C: Jute 
Dose

Factor 4 D: 
RPM

Response Qmax 
(mg/g)

1 3 313 10 200 10.21

2 3 293 10 100 11.42

3 11 293 18 200 15.67

4 3 313 10 100 5.19

5 11 313 18 100 10.43

6 3 313 18 200 12.69

7 3 293 10 200 11.76

8 11 293 10 200 11.28

9 7 303 14 150 28.91

10 11 313 10 200 11.19

11 11 313 10 100 11.01

12 7 303 14 150 28.78

13 7 303 14 150 29.56

14 3 293 18 100 12.64

15 3 293 18 200 16.34

16 11 313 18 200 13.41

17 11 293 10 100 11.29

18 11 293 18 100 13.38

19 3 313 18 100 11.31

20 7 303 14 150 29.59

21 7 303 14 150 29.19

22 7 303 14 150 29.49

23 7 303 14 100 27.48

24 3 303 14 150 24.91

25 7 303 10 150 27.21

26 7 293 14 150 32.11

27 7 313 14 150 30.38

28 7 303 14 200 28.19

29 7 303 18 150 31.56

30 11 303 14 150 27.87

Table 2. 
Experimental results obtained with the setting of processing variables.

Parameters Labels Levels

-1 0 +1

Temperature, (0k) A 293 303 313

TRBNF dose, (g/l) B 10 14 18

pH. C 3 7 11

Rotational speed, (RPM) D 100 150 200

Table 1. 
Operating variables and their levels.



Response Surface Methodology in Engineering Science

142

Figure 2. 
Predicted vs. actual plot for Qmax.

Source Sum of 
Squares

df Mean 
Square

F-value p-value

Model 20334.01 14 1452.43 21.85 < 0.0001 Significant

A-Temperature 341.82 1 341.82 5.14 0.0385

B-TRBNF dose 472.47 1 472.47 7.11 0.0176

C-pH 80.69 1 80.69 1.21 0.2879

D-Rotational 
speed

261.14 1 261.14 3.93 0.0661

AB 6.33 1 6.33 0.0952 0.7620

AC 77.70 1 77.70 1.17 0.2967

AD 20.21 1 20.21 0.3040 0.5895

BC 84.36 1 84.36 1.27 0.2776

BD 0.9702 1 0.9702 0.0146 0.9054

CD 59.68 1 59.68 0.8978 0.3584

A2 168.79 1 168.79 2.54 0.1319

B2 434.59 1 434.59 6.54 0.0219

C2 1079.96 1 1079.96 16.25 0.0011

D2 658.42 1 658.42 9.91 0.0066

Residual 997.02 15 66.47

Lack of Fit 994.19 10 99.42 175.51 < 0.0001 Significant

Pure Error 2.83 5 0.5665

Cor Total 21331.03 29

Table 3. 
The ANOVA results for Qmax.
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distributed as a maximum of the values are close to a straight line. The standard 
normal distributions of the experimental data are obtained in the residual plots 
which validate the mathematical models [17, 19, 22]. The typical residual plots of the 
wear rates of composites are represented in Figure 3. The normal distribution of the 
data points in all the typical residual plots; normal probability plot (Figure 3(a)), 
Residual vs. run (Figure 3(d)); distribution of the predicted vs. Residual data 
points (Figure 3(b)); and the defit vs. Run (Figure 3(c)) suggested that the resid-
ual and the predicted model for all the responses of the composites are observed 
to be distributed normally. The residuals are observed to be distributed near to the 
straight line revealing the normal distributions of the random errors. There were no 
unpredictable patterns observed on the residual plots as most of the run residues lie 
in between the range. The AP value was found to be 3. The comparison to the mean 
predicted error with the predicted value span at the design space can be represented 
by AP values arresting the adequate model discrination [18, 26–30]. A larger values 
of AP (14.003) and coefficient of determination (R2 = 0.953) have been predicted 
by the model for Qmax. Consequently, the insignificant lack of fit obtained for the 
developed model presumed that the generated model was best suited for selected 
operational domain for Qmax. It is possible to eliminate the insignificant model 
terms from the developed quadratic model and only the significant model terms 
would have been consider for the response surface for Qmax. A significant lack of 
fit was obtained due to retention of the insignificant model term in the developed 
model for Qmax (Eq. (3)). The developed surface model can be used to navigate 

Figure 3. 
Model summary statistics for Qmax, (a) Normal plots of Residuals; (b) Residuals Vs. Predicted; (c) Dffits Vs. 
Run; and (d) Residual Vs. Run.
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Figure 4. 
Surfaceplots obtains for Qmax, (a) Temperature vs. pH; (b) Temperature vs. RPM; and (c) TRBNF dose 
Vs. RPM.

in the selected research domain by the adequate signal provided by the AP ratio. 
The developed response surface model shows the Maximum adsorption capacity 
as below, 

2 2

2 2

max.Adsorption Capacity 124.10 – 4.36 A 5.12 B 2.12 C 3.81D
0.6288 AB 2.20 AC 1.12 AD 2.30 BC
0.2462 BD 1.93CD 8.07 A – 12.95B

– 20.42C – 15.94 D

= + + + +
+ + + −
+ − −

 (3)

Where, A, B, C and D are the coded factors(processing independent variables). 
The highest and the lowest levels of any particular coded factor are given as +1 
and − 1 respectively.

Moreover, Figure 4(a)-(c) depicts the approximated response surface plot 
for Qmax concerning the process parameters of solution pH, TRBNF dose, 
Temperature and RPM.

5.  Optimization of the process variables based on desirability function 
analysis

Table 4 shows the various goals and ranges of process variables viz. pH, 
Temperature, TRBNF dose and rotational speed (RPM) and the response character-
istics viz. Qmax. The aim of using the RSM desirability was to obtain the optimum 
processing condition by maximizing the desirability as 1. The range of desirability 
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would be in between 0 to 1. 0 desirability value is practically impossible to obtained 
as it purely reliant on how the real optimum value are differ from the upper and 
lower point [22].

30 sets of the optimal solution are acquired for the specific design space con-
straints for Qmax using statistical Design Expert software11.0. The set of paramet-
ric conditions consisting of the maximum value of desirability is preferred as the 
optimal processing condition for the performance characteristics that are desired 
[22]. The Table 5 depicts the highest desirability obtained along with the optimum 
desirability. After identifying the optimal processing condition, the subsequent 
step would be analysis the variation of performance measure obtains using opti-
mal processing condition. Experimental measures have been taken place so as to 
ensure the verification of the predicted optimal setting of the input variables (pH, 
Temperature, TRBNF dose and rotational speed (RPM)). The deviation observed 
within the results obtained from the predicted optimal parameter settings and 
the experimental validation have been delineated in Table 6. It was found that the 
deviation was very minimal.

Figure 5(a) and (b) demonstrate the desirability ramp function and the bar 
graph respectively. The dot point on the ramp can be the measure of a particular 
variable within the specified experimental domain and the elevation would 
be responsible for how much desirable it is. The linear graph of ramp function 
obtained is demonstrating the weightage that how far the goal or target are from the 
high values and accordingly the weight factor is distributed as 1 [27].

Name Goal Lower 
Limit

Upper 
Limit

Lower 
Weight

Upper 
Weight

Importance

A:Temperature is in range 293 313 1 1 3

B: pH. is in range 3 11 1 1 3

C:TRBNF dose is in range 10 18 1 1 3

D:RPM is in range 100 200 1 1 3

Qmax maximize 31.56 32.11 1 1 3

Table 4. 
Limits of Input and output process parameters for DFA.

Parameter Goal Optimum value

pH in range 7.5

Temperature, (0k) in range 303

TRBNF dose, (g/l) in range 15.1

Rotational speed, (RPM) in range 158.5

Table 5. 
Predicted optimum levels of process variables.

Responses Goal Predicted value Observed value Error (%)

Qmax(mg/g) Maximize 32.11 31.56 1.71

Table 6. 
Predicted and observed values of responses of Qmax.
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The overall desirability of the performance characteristics have been demon-
strated by the bar graph of desirability. The value has been chosen in between 0 to 1 
depends on the proximity of the output towards the target. The value of desirability 
close to 1 is considered as acceptable.

As it is single response, the maximum weightage have been given to it and simi-
lar weighage have been given to all the input processing variables and a 3D desir-
ability plot were drawn. Figure 5C and D demonstrates the desirability function 
distribution for Q max during varying the input responses. It can be observed that 
the value of overall desirability is less at a higher pulse current and pulse on-time 
region. The region for optimal desirability was placed near the topmost area of 
the plot, which shows the overall desirability value ‘1’ that slowly decreased while 
moving to the right side and backwards. Hence, the elucidated desirability value of 
‘1’ illustrates the proximity of the response towards the target [22–26].

6. Adsorption mechanism

Understanding adsorption is the most important part of any study of adsorption. 
Due to this reason, it is important to understand two essential points, (1) The adsor-
bate structure and (2) To know the functional groups present in an adsorbent respon-
sible for adsorption. In the present study for the adsorption of Methylene Blue (MB), 
the presence of amino groups in the dye results to the formation of hydrogen bond in 
between the amino group and the hydroxyl groups in TRBNF. The silica content was 
observed to decrease and the crystallinity of cellulose fraction was increases due to 
the treatment of ripe betel nut fibre by Na2CO3 results in changed surface morphology 

Figure 5. 
Ramp function plot of Desirability (a); Bar graph of Desirability (b); 3D Surface plot of desirability (c) 2D 
view (d).
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of the betel nut fibre. The chances of chemical reaction to takes place between the 
hydroxyl exposed adsorbent and dye ions because of the changed surface morphology 
of the betel nut fibre and subsequently mechanical bonding takes place due to linkage 
of ions with the modified molecular structure of the absorbent.

As discussed in Section 5.6, during the first 60 minutes there was a very rapid 
rate of adsorption for all the cases, thereafter gradually slowed down and eventu-
ally, the equilibrium time reached 90 minutes revealing that the diffusion film has 
support the intra-particle diffusion. The maximum sorption was observed at pH 
value around 7.0. The primary adsorption mechanism were observed as below, 

• The ripe betel nut fibre surface was absorbed the MB dye from the entire 
solution.

• The dye particles defused from aqueous solution to the adsorbent surface 
through the formation of boundary layer.

• The formation of Hydrogen bond between amino groups and the exposed 
hydroxyl group present in ripe betel nut fibres would be responsible for the 
successful adsorption by the of betel nut fibre. Figure 6 delineated the general 
mass transfer phenomenon occurred in adsorption process.

7. Conclusions

In this study, ripe betel nut fibre treated with Na2CO3 was used as an adsorbent 
for the adsorption of Methylene Blue dye. For the design of the maximum adsorp-
tion capacity output, the usage of process parameters like pH, Temperature, TRBNF 
dose and RPM were successfully checked by using composite design face centred 
central response surface methodology by attending 30 experimental trials with 
repetition of three in each of the process parameters at three different levels. Results 
have shown that for optimum adsorption capacity, minimum to moderate tempera-
ture, moderate to high TRBNF dose and moderate RPM will be critical. The models 
are adequate which is proven by the obtained predicted value of R2 for Qmax as 
0.958. The result of Qmax was influenced by the two factors TRBNF dose and RPM. 
At moderate RPM and with an increase in TRBNF dose, the rate of adsorption 
increased. In this paper, the influence of all the process parameters is discussed. 
The combination of optimum parameter setting for Qmax obtained are pH 7.5, 

Figure 6. 
General Mass transport step in adsorption.
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© 2021 The Author(s). Licensee IntechOpen. This chapter is distributed under the terms 
of the Creative Commons Attribution License (http://creativecommons.org/licenses/
by/3.0), which permits unrestricted use, distribution, and reproduction in any medium, 
provided the original work is properly cited. 



149

Selection of Optimal Processing Condition during Removal of Methylene Blue Dye Using Treated…
DOI: http://dx.doi.org/10.5772/intechopen.98428

[1] H. Zollinger. Colour Chemistry 
– Synthesis, Properties of Organic Dyes 
and Pigments. VCH Publishers, New 
York. (1987)92-100.

[2] E.J. Weber, R.L. Adams, Chemical 
and sediment mediated reduction of the 
azo dye Disperse Blue 79. Environmental 
Science & Technology, 29 (1995) 
1163-1170.

[3] C. Wang, A. Yediler, D. Linert, Z. 
Wang, A. Kettrup, Toxicity evaluation of 
reactive dye stuff, auxiliaries and selected 
effluents in textile finishing industry to 
luminescent bacteria vibrio fisheri. 
Chemosphere, 46 (2002) 339-344.

[4] E. Rindle, W.J. Troll, Metabolic 
reduction of benzidine azo dyes to 
benzidine in the Rhesus monkey. Journal 
of National Cancer Institute, 55 (1975)181.

[5] Ali, R.; Zarei, M.; Moradkhannejhad, 
L. (2010) Application of response 
surface methodology for optimization 
of azo dye removal by oxalate catalyzed 
photoelectro-Fenton process using 
carbon nanotube-PTFE cathode. 
Desalination, 258: 112.

[6] Chatterjee S.; kumarA.; Basu, S.; 
Dutta, S. (2012) Application of 
Response Surface Methodology for 
Methylene Blue dye removal from 
aqueous solution using low cost 
adsorbent. Chem. Eng. J, (181-182): 289.

[7] Chen, Y.; Zhang, D. (2014) 
Adsorption kinetics, isotherm and 
thermodynamics studies of flavones 
from Vaccinium bracteatumThunb 
leaves on NKA-2 resin. Chem. Eng. J, 
254: 579.

[8] Chiang, K. T. (2008)Modeling and 
analysis of the effects of machining 
parameters on the performance 
characteristics in EDM process of Al2O3 
+ TiC mixed ceramic.Int. J. Adv. Manuf. 
Technol, 37: 523.

[9] Cho, Il-H.; Zoh, K. D. (2007) 
Photocatalytic degradation of azo dye 
(Reactive Red 120) in TiO2/UV system: 
Optimization and modeling using a 
response surface methodology (RSM) 
based on the central composite design. 
Dye.Pigm, 75: 533.

[10] Chong, M.N.; Jin, B.; Chow, C.W.K.; 
Saint, C.P. (2009) A new approach to 
optimize an annular slurry photoreactor 
system for the degradation of congo red: 
statistical analysis and modelling.Chem. 
Eng. J, 152: 158.

[11] Chowdhury, S.; Mishra, R.; Saha, P.; 
Kuskwaha, P. (2011) Adsorption 
thermodynamics, Kinetics and isosteric 
heat of adsorption of malachite green 
onto chemically modified rice husk. 
Desalination, 265: 159.

[12] Chowdhury, S.; Saha, P. (2010) Sea 
shell powder as a new adsorbent to 
remove Basic Green 4 (Malachite Green) 
from aqueous solutions: Equilibrium, 
kinetic and thermodynamic studies. 
Chem. Eng. J, 164: 168.

[13] Reddy, D.H.K.; Yun, Y.S. (2016) 
Spinel ferrite magnetic adsorbents: 
alternative future mate-rials for water 
purification. Coord. Chem. Rev., 315: 90.

[14] Crini, G.; Peindy, H. N.; Gimbert, 
F.; Robert, C. (2007) Removal of C.I. 
Basic Green 4 (Malachite Green) from 
aqueous solutions by adsorption using 
cyclodextrin-based adsorbent: Kinetic 
and equilibrium studies. Separ.Purif.
Technol, 53: 97.

[15] Agarwal, A.; Singh, H.; Kumar, P.; 
Singh, M. (2008) Optimisation of power 
consumption for CNC turned parts 
using response surface methodology 
and Taguchi’s technique – a comparative 
study.J. Mater. Proc. Technol, 200: 373.

[16] Ali, R.; Zarei, M.;Moradkhannejhad, 
L. (2010) Application of response 

References



Response Surface Methodology in Engineering Science

150

surface methodology for optimization 
of azo dye removal by oxalate catalyzed 
photoelectro-Fenton process using 
carbon nanotube-PTFE cathode. 
Desalination, 258: 112.

[17] Chatterjee S.; kumarA.; Basu, S.; 
Dutta, S. (2012) Application of 
Response Surface Methodology for 
Methylene Blue dye removal from 
aqueous solution using low cost 
adsorbent. Chem. Eng. J, (181-182): 289.

[18] Cho, Il-H.; Zoh, K. D. (2007) 
Photocatalytic degradation of azo dye 
(Reactive Red 120) in TiO2/UV system: 
Optimization and modeling using a 
response surface methodology (RSM) 
based on the central composite design. 
Dye.Pigm, 75: 533.

[19] Chong, M.N.; Jin, B.; Chow, C.W.K.; 
Saint, C.P. (2009) A new approach to 
optimize an annular slurry photoreactor 
system for the degradation of congo red: 
statistical analysis and modelling. Chem. 
Eng. J, 152: 158.

[20] Ravikumar, K.; Krishnan, S., 
Ramalingam, S. (2007) Optimization of 
process variables by the application of 
response surface methodology for dye 
removal using a novel adsorbent. Dye.
Pigm. 72: 66.

[21] Ravikumar, K.; Deebika, B.; Balu, K. 
(2005) Decolourization of aqueous dye 
solutions by a novel adsorbent: 
Application of statistical designs and 
surface plots for the optimization and 
regression analysis. J. Hazar.Mater., 
122: 75.

[22] Dey, A. K.; Dey, A. (2021) Selection 
of optimal processing condition during 
removal of Reactive Red 195 by NaOH 
treated jute fibre using adsorption, 
Groundwater for Sustainable Development, 
12: 100522.

[23] Dey, A. K.; Kumar, U.; Dey, A.; 
(2018) Use of response surface 
methodology for the optimization of 

process parameters for the removal of 
Congo Red by NaOH treated jute fibre, 
.Desalination and Water Treatment, 
115: 300.

[24] Dey, A. K.; Kumar, U.; (2017) 
Adsorption of anionic azo dye Congo 
red from aqueous solution onto NaOH-
modified jute fibre, Desalination and 
Water Treatment, 92:, 301.

[25] Dey, A. K.; Kumar, U. (2017) 
Adsorption of reactive red 195 from 
polluted water upon Na2CO3 modified 
jute fibre, Int J Eng Technol, 9: 53.

[26] Dey, A.; Pandey, K. M. (2018) 
Selection of optimal processing 
condition during WEDM of 
compocasted AA6061/cenosphere AMCs 
based on grey-based hybrid approach, 
Mater. Manuf. Proc., 33(14): 1549.

[27] Rahman, M, ; Dey, A.; Pandey, K. 
M.; (2018) Machinability of cenosphere 
particulate–reinforced AA6061 
aluminium alloy prepared by compo-
casting, Proc. Inst. Mech. Eng. Part B: J. 
Eng. Manuf., 232(14): 2499.

[28] Dey, A.; Debnath, M.; Pandey, K. M. 
(2017) Analysis of effect of machining 
parameters during electrical discharge 
machining using Taguchi-based multi-
objective PSO, Int. J. Comp. Intel. App., 
16 (02): 1750010.

[29] Niraj, N.; Pandey, K. M.; Dey, A. 
(2018) Tribological behaviour of 
Magnesium Metal Matrix Composites 
reinforced with fly ash cenosphere, 
Mater. Today: Proc., 5(9): 20138.

[30] Dey, A.; Pandey, K. M. (2018) Wire 
electrical discharge machining 
characteristics of AA6061/cenosphere 
as-cast aluminum matrix composites, 
Mater. Manuf. Proc., 33(12):1346.



151

Chapter 9
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Abstract

Response surface methodology is a tool for the design of experiments, widely 
used today to optimize industrial processes, including agro-industrial ones. Since 
its appearance in the last century’s fifties, hundreds of articles, chapters of books, 
and books attest to this. In this work, a general overview of this tool’s general 
practical aspects is made. This statistical tool’s usefulness and popularity, used in 
the optimization of agro-industrial processes and in making them more efficient 
and sustainable, is described through multiple examples.

Keywords: response surface methodology, agro-industry, central composite design, 
independent variables, uncontrolled variables, response variables, optimization

1. Introduction

The response surfaces methodology (RSM) is a set of statistical tools for the 
design of experiments aimed at finding the value or values of the independent 
variables, which allow developed, improved and optimization (i.e., finding the 
maximum, minimum, or equal to a certain convenient value) one or more dependent 
variables or responses [1, 2].

Since the first works reported by Box and coworkers [3–5], RSM has been 
gaining popularity among researchers, developers, and engineers, and today it has 
become one of the preferred tools for increasing the productivity and efficiency of 
R&D processes and the production of goods and services.

The agro-industry, on the other hand, comprises a set of process industries that 
use agricultural and livestock resources to transform them into products of higher 
added value. Processed and improved foods, nutraceutical foods and beverages, 
chemical products and bioactive substances for the chemical, pharmaceutical and 
cosmetic industries, industrial enzymes and above all, vast and abundant quantities 
of plant and animal biomass, which could be the primary renewable raw materials 
with which that will count the industry of the future, are some of the main “outputs” 
of the agro-Industry.

By their nature, the sources of the raw materials of the agro-industry are renew-
able and could be a strategical industrial sector for the sustainable development 
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of the whole of humankind, given the constant growth of the human population, 
Ambiental deterioration, and the evident depletion of the natural sources of raw 
materials. It is for this reason, that it is required to have well-designed processes that 
generate a minimum negative impact on the already deteriorated ecosystems, and in 
which yields, and productivity are maximized.

The objective of this work is to show, through a group of examples, the utility of 
RSM for the design of efficient, productive agro-industrial processes with a minimum 
negative impact on agro-ecosystems.

2.  Agro-industries: the pillar in sustainable development  
that the world needs

Agroindustry can be defined as the process industries that use agricultural, live-
stock and aquaculture products as raw materials, transforming them into valuable, 
more elaborate products with greater added value. Among the products emerging 
from agroindustries are processed foods and beverages, dry and canned foods with 
greater durability, fermented foods and beverages with nutraceutical properties, as 
well as basic chemicals, precursors of other chemical compounds, biofuels, indus-
trial enzymes, bioactive products, such as antibiotics, probiotics, prebiotics and 
synbiotics substances, vitamins, organic acids, phytohormones, antioxidant agents, 
growth factors, etc. (Figure 1).

Agro-industries can be subdivided into primary, secondary and tertiary trans-
formation agroindustries, depending on the set of predominant operations carried 
out in them and the degree of complexity of their output products (Figure 1).

In primary transformation, the selection, crushing, separation, isolation, con-
centration, or drying of the product or products of interest usually predominate. 
The sugar factories made from sugar cane or sugar beet [6], the traditional dairy 
industry were powdered, evaporated, or condensed milk is produced (whole, defat-
ted or lactose-free) [7], or the slaughter of cattle meat [8] or industries that produce 
concentrated juices or condiments and canned foods are examples of industries 
where these operations of physicochemical transformation of raw materials from 
agriculture, aquaculture and livestock, into products prevail.

On the other hand, in secondary transformation agro-industries, the products, 
by-products and residuals of the first transformation are usually used as starting 

Figure 1. 
Agroindustry: Its source of raw materials and main productions.



153

Uses of the Response Surface Methodology for the Optimization of Agro-Industrial Processes
DOI: http://dx.doi.org/10.5772/intechopen.98283

raw materials, and in their transformation performed by microorganisms, perfectly 
adapted to grow and develop using these raw materials, obtaining, as a result of 
their microbial activity, fermented products and beverages, with beneficial nutri-
tional and food properties. Fermented food and beverage production industries 
[9, 10], such as yoghurt [11, 12], kefir [13, 14] and the manufacturing of beer [15] 
and wine [16], fermented sauces and condiments, such as soy sauce, as well as the 
production of bio-ethanol [17, 18], vinegar [19, 20] and some organic acids [21, 22], 
such as citric acid [23] and lactic acid [24], are practical examples of these agro-
industries, where microorganisms and enzymes carry out the transformation of raw 
materials to product.

Finally, in the tertiary transformation agro-industries, the products, by-products 
or residues of the primary and secondary transformation agro-industries continue 
to be transformed chemically and/or biochemically into new chemical compounds, 
like bioactive compounds, enzymes, polysaccharides, gums, phytohormones, 
growth factors, etc. These, as a rule, are the products derived from agro-industries 
that have the highest added value. Some industrial enzymes such as cellulases [25], 
lipases [26] amylases [27], fructosyltransferases and invertases [28]; macromol-
ecules like fructo- and galactooligosaccharides (FOS and GOS) [29–31], etc., are 
examples of agro-industries of tertiary transformation.

Currently, the production volumes of tertiary transformation agro-industries are 
significantly lower than the previous two. However, they should increase in the future, 
stimulated by the high prices of these products and the depletion of oil, the main raw 
material from which the traditional chemical industry’s precursors are obtained [32].

An agro-industrial process can be considered as a set of operations that allow the 
gradual transformation of the process inputs (for example, raw materials, material, 
and energy resources) into the outputs (such as the main product (s), by-products, 
disposable materials and waste) (Figure 2).

As a rule, the added value of the product or products is significantly higher than 
the value of the inputs and other elements of the outputs.

An agro-industrial process, like any other, is made up of a series of stages of 
transformation processes. Each stage can be made up of one or more unit operations. 
In each of the stages of the transformation process of raw materials or intermediate 
products, a set of factors or variables can influence the efficiency and speed of said 
transformation. These factors can be subdivided into controllable and non-controlla-
ble factors or variables (Figure 3). The first ones are all those intensive variables of the 
process (such as temperature, pH, the concentration of certain analyte, etc.), whose 
values   must be kept within a certain range on any scale and which, besides, are the 
ones that have the real possibility of being controlled within pre-established ranges in 

Figure 2. 
General scheme of an agro-industrial process.
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the different scales. The second, for their part, are all those variables, including those 
whose existence is still unknown, that may influence the transformation process but 
are not within reach of the processes and technologies to be controlled. By focusing 
attention on the intensive controllable variables, not only will it be possible to find the 
combination of these that allow the development of an optimal transformation pro-
cess, but it will also allow knowing the values   that must be achieved in the productive 
scale of a certain variable or response factor, commonly associated with some quality 
attribute of the final or intermediate product within the process.

An efficient and sustainable agro-industrial process will maximize the efficiency of 
the transformation of raw materials to finished products, minimizing, at the same time, 
the use of energy resources and the generation of by-products disposable and residual 
materials. The latter can be achieved by optimizing each of the stages of the process.

To do this, normally, you can proceed in two ways. If it is intended to optimize an 
already established large-scale non-optimal process, the established process could 
be scale-down to a smaller scale, a pilot-scale for example, or later to a laboratory, 
where all the necessary optimization experiments could be developed (Figure 3).

If it is intended to optimize the design of new processes, these can be optimized 
on a laboratory scale, first and later, these optimized processes would be scaled-up 
to pilot and further to industrial scale.

Due to the wide range of useful products that emerge from the agro-industry, 
ranging from products that improve the durability, texture and nutritional composi-
tion of natural foods, through simple chemical substances, precursors of other more 
complex and elaborated, to complex substances like antibiotics, prebiotics, hormones, 
enzymes, polysaccharides, etc. (Figure 1). There are numerous niches where modern 
techniques of experiment design and process optimization can be used [33, 34].

Among the most popular and effective tools to know the optimal parameters of 
a process is the response surface methodology (RSM), frequently associated with 
searching for an extreme value of one or more objective functions. The objective 
function or response is frequently associated with one or more of the product’s 
attributes of a stage or unit operation of the process (for example, the concentra-
tion, the yield, the efficiency, the conversion, the productivity, etc.). Additionally, 
there may be other objective functions or responses, which can also integrate into 
the same optimization process, which may be related to other needs of the unit 
process or stage, such as the reduction of some by-product or residue, the decrease 
in consumption of energy, cleaning agents, shortening of the processing time, etc. 
In such cases, we would be in the presence of multi-objective optimization.

Figure 3. 
The two ways to optimise agro-industrial processes: Scale-down of established processes and the Scale-up of 
new processes.
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3. A short overview of response surface methodology (RSM)

The idea of   the RSM is, through the design of experiments, to find the rela-
tionship between a certain response variable, commonly associated with one of 
the attributes of the experimental unit’s output product with a few controllable 
variables. Strictly speaking, any response variable depends on both controllable and 
non-controllable variables. However, it is necessary to try to find a certain objec-
tive function, dependent only on a few controllable variables (usually from two to 
six), which allows navigating its surface in search of the combination of controlled 
variables with which an extreme value of the objective function is reached.

The response variable, as mentioned before, will also depend on the contribu-
tion of a certain “noise” function that depends on the rest of the controllable 
variables not taken into account in the objective function, as well as on the non-
controllable factors. Still, it is must seek that noise’s influence on the response is 
low enough or not significant. The determining influence on the response can be 
exerted mainly by the contribution of the objective function (Figure 4A).

To find the relationship between the variable response and the independent 
variables or controllable factors requires careful design of the experiments. These 
experiments must be carried out randomly and making the necessary replications 
to have the necessary certainty of their results [35]. In this sense, first of all, there 
must be solid evidence that the independent variables to be evaluated significantly 
influence the response variable or variables under study. This is based on our own 
experiments previously carried out or abundant reports published in the scientific 
literature. And secondly, must choose a suitable range for the independent variable 
analyzed, neither too narrow nor too long, so that the different values obtained 
from the response variable are notable.

The experimental runs must be carried out so that they cover the entire possible 
range of the independent variables that are being evaluated in the best way. Thus, the 
influence that each one, separately and combined with other independent variables, 
exerts on the response variables being analyzed can be evaluated. This can be 
ensured when the total sum of the products of all the coded independent variables of 
each run is equal to zero. The latter is known as the orthogonal design of experiments.

In addition to randomization and to minimize the influence that uncontrolled 
factors or variables may exert on the response variables, the different treatments are 
usually grouped into experimental blocks [36]. The latter can be beneficial, espe-
cially when various factors are evaluated, and the experiments must be performed 
over several days (Figure 4B).

In this way, the experiments must be random, with replications and designed in 
an orthogonal and block-based manner [37].

The most common experiment designs used in response surface methodology 
are the central composite design (CCD) and the Box–Behnken design (BBD). As a 
rule, in the BBDs, there are fewer experimental runs than in the CCDs (three levels 
for each factor in BBD, against five levels in CCD, for example). Therefore, it may 
be the preferred choice when the experiments are costly or when you need to have 
resulted in a shorter time. However, more robust and reliable models are obtained 
in CCDs, and they better support the loss or mismeasured response of the runs. 
The latter makes CCDs the “workhorse” and the first choice of researchers trying to 
optimize agro-industrial processes [37].

Fortunately, statistical packages accurately plan these experiment designs. 
Commercial statistical software such as Design-Expert®, JMP®, and Minitab® 
stand out, which are very useful and popular among scientific researchers and 
engineers communities. Additionally, there are becoming more popular every 
day; some free tools, such as the R and Python languages, are somewhat more 
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complex to use and require greater statistical and programming knowledge for 
their successful use.

Once the experiments have been designed and executed, it is necessary to adjust 
the experimental data to a certain function that represents a close approximation 
to the response variable or variables obtained to each treatment, depending on the 
experiments’ independent variables or factors (Figure 4B).

Figure 4. 
(A) The response variable and its links with objective functions and noise, (B) general workflow for 
implementing response surface methodology.
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Depending on the values   obtained in the response variable’s experiments and 
if the difference between the maximum and minimum values   obtained is huge, it 
will be necessary to transform the response variable before finding the adjustment 
function. Frequently the response variable (s), transformed or not, are adjusted to a 
certain polynomial, depending on the chosen design.

Subsequently, the polynomial that best fits the experimental data will be chosen. 
An analysis of variance will be carried out to the chosen polynomial. Those coef-
ficients that are not significant for the model will be discarded as long as they do not 
sacrifice different runs’ orthogonality. The quality of the model is evidenced through 
different statistical parameters, such as the adjusted quadratic coefficient of regres-
sion, adequate precision, the graphs of the predicted value versus the real value or 
through the graphs of the distribution of the residuals; the model may or may not be 
used, to find, within the design space of the independent variables, the optimal values   
of the function that adjusts the response variable(s) with the independent variables.

Once the appropriate model has been chosen, it is proceeding to explore the 
extreme or optimal values of the response function within the design space, that is, to 
find the combination of independent variables or factors that make the response objec-
tive function reach its maximum value, minimum value or equal to a specific value, 
depending on the response function. During the response function’s optimisation 
process, and depending on the model’s precision and variance, one or more extreme 
values may appear. If the extreme values found are related to variables or independent 
factors that are not related or are very far from each other, new experiments may be 
necessary around these points to improve the model’s precision (Figure 4B).

On the contrary, if within the explored design space there is a single extreme 
value or only a few within a close region of the independent variables, can choose 
this solitary extreme value or can select one representative of the set of comparable 
response values   can be chosen to proceed with a group of model confirmation or 
validation experiments.

There is no hard and fast rule about how many of these validation experiments 
are necessary, but they are usually between three and five. The model is validated 
when all the response function values are located within the range predicted by the 
model. The average weight of these does not differ significantly (p < 0.05) from 
the value predicted by the model. Otherwise, it would be suggesting that the model 
does not have the necessary accuracy. It is essential to continue exploring the search 
for extreme values   within or outside of the original design space. In the latter case, 
an additional set of RSM-experiments would need to achieve (Figure 4B).

4.  Agroindustry: a suitable receptor for the use of the response surface 
methodology (RSM)

Since Box and Wilson in 1951 [3] proposed this methodology, hundreds of 
scientific articles have been published [38–41].

Due to the wide range of useful products that emerge from the agro-industry, 
ranging from products that improve the durability, texture and nutritional composi-
tion of natural foods, through simple chemical substances, precursors of other more 
complex and elaborated, to complex substances like antibiotics, hormones, enzymes, 
polysaccharides, etc. (Figure 2). There are numerous niches where modern techniques 
of experiment design and process optimization can be used [42, 43].

Among the most popular and effective tools to know the optimal parameters 
of a process is the response surface methodology, frequently associated with 
development of new products [44–46] and processes [47, 48], the maximization 
of the productivity or yield of the process products [49–52], the reduction of their 
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production costs [53], the minimization of risks for the human health [54] or its 
negative impacts on ecosystems [55, 56].

A summarized sample of some of the recent work in agro-industry related to the 
response surface methodology is shown in Table 1.

Table 1 shows more than thirty selected examples chosen from the last five 
years (2017–2021) from the multiple reports in the specialized bibliography, using 
RSM in all areas of agro-industry. In the selected cases, it is confirmed that the BBD 
and CCD designs are the most widely used and the utility that these experimental 
design and optimisation tools provide to researchers and engineers working in the 
agro-industry is demonstrated.

On the other hand, RSM is conveniently intertwined with the concepts of the 
“circular economy” [91] applied to agro-industry toward a broader framework of 
a sustainable bioeconomy [92, 93], where it is intended to maximize the efficiency 
and productivity of the transformation processes of raw materials into products, 
with a minimal negative impact on the environment and to minimize generation 
of by-products, wastes, and residuals of the agro-industrial processes, and, at the 
same time, reuse the latter as sources of raw materials for other products, valu-
ing them.

On some occasions the by-products and wastes of some agro-industrial processes 
become sources of raw materials for obtaining other valuable products through 
chemical, enzymatic or biological transformation. Some examples such as whey, a 
by-product of the cheese industry [94–96], and molasses and bagasse by-products of 
the sugar cane industry, from which some valuable products are obtained [97–100].

This fact gives rise to the concept of biorefineries and circular economies 
[91, 93], applicable in certain economic agricultural crops exploited on a large 
scale, where a group of valuable products could be obtained from abundant 
and renewable raw materials, in addition to those that have traditionally been 
obtained previously.

5. Conclusion

Despite an appreciable decrease in publications related to the response surface 
methodology in agro-industry, in 2020 and so far in 2021, due to the effects of the 
impact of the SARS-CoV-2 pandemic in the world, everything indicates that RSM 
is a prevalent tool among researchers and engineers to improve agro-industrial 
processes, as demonstrated in this work, and that it will continue to be very use-
ful and necessary to achieve efficient, sustainable and friendly agro-industrial 
processes with the environment. For this reason, once the effects of the pandemic 
have passed, new reports of applications of the use of this statistical tool will surely 
continue to appear.
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Chapter 10

In Search of Optimal Laser 
Settings for Lithotripsy by 
Numerical Response Surfaces of 
Ablation and Retropulsion
Jian J. Zhang

Abstract

Even though ureteroscopic laser lithotripsy (URSL) has become the preferred 
treatment option for urolithiasis due to shorter operation time and a better stone-
free rate, the optimum laser pulse settings for URSL with the shortest operative 
times remain unknown. In this chapter, two sets of design of experiments (DOE) 
were conducted with response surface methodology: 1) the quantitative responses 
of calculus ablation and retropulsion in terms of the pulse energy, pulse width, and 
the number of pulses of a prototype Chromium (Cr3+), Thulium (Tm3+), Holmium 
(Ho3+) triple doped yttrium aluminum garnet (CTH:YAG) laser system. The 
ablation or retropulsion is inversely proportional to the pulse width, and the pulse 
width has a higher impact coefficient for the ablation than for the retropulsion. 
The quadratic fit of the response surface for the volume of ablation has a nonlinear 
relationship with the pulse width and number of pulses. 2) the laser setting optimi-
zation of laser lithotripsy of a commercially available CTH: YAG laser system. The 
experimental setup is based on a benchtop model first introduced by Sroka’s group. 
Comparing to frequency, the laser pulse energy or peak power has a higher impact 
coefficient to stone retropulsion as compared to stone ablation in CTH: YAG laser 
lithotripsy. The most efficient way to curtail stone retropulsion during laser litho-
tripsy is to lower the laser pulse peak power.

Keywords: stone, ablation, lithotripsy, retropulsion, response surface, design of 
experiment, pulse energy, peak power

1. Introduction

Urolithiasis, which is hard tissue (stone) formation in the urinary tract due to 
supersaturated body fluids, has risen steadily in recent decades. The leading causes 
of stone formation are the reduction of urine volume (or water intake), an increased 
calcium oxalate/calcium phosphate secretion, urine pH alteration, or urinary tract 
infections (urease forming bacteria) [1–4]. The prevalence in western countries is 
estimated at 10%-15%, and the recurrence rate is averaging up to 50% [5–7]. And 
according to Charles D. Scales [8], the prevalence of kidney stones nearly doubled 
in about 17 years from ~1995 to 2012. The prevalence of urolithiasis has been rising 
internationally over recent decades because of population growth, predicted obesity 
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trends, and estimated increases in diabetes, just to name a few. The annual treat-
ment cost of stone disease could reach >$5 billion/yr. (in 2014 prices) in the United 
States by the year 2030 [9, 10].

Shockwave lithotripsy (SWL) and ureteroscopic laser lithotripsy (URSL) are 
the most commonly performed procedures in the United States for the treatment of 
patients with urinary calculi [11, 12]. URSL is now the preferred treatment option for 
urolithiasis due to relatively shorter operative time and a better stone-free rate [1].

The first laser device was invented in 1960 by Maiman [13] based on the theo-
retical work by Townes and Schawlow. And in 1968, Mulvaney et al. [14] reported 
the first fragmentation of kidney stones with a pulsed ruby laser (λ: 694 nm) in an 
in vitro experiment by using quartz rods to deliver the laser light to the treatment 
site. Since then, a few laser lithotripters were clinically available, including the 
pulsed-dye laser, the frequency-doubled pulsed Neodymium (Nd3+) doped Yttrium 
aluminum garnet  (Nd:YAG) laser (FREDDY), and the Ho: YAG laser [15–17]. The 
Ho: YAG laser with relatively long-pulse is the most effective and adaptable tool for 
lithotripsy among all the lasers comparing to nanosecond Nd: YAG lasers. It can dis-
integrate all kinds of calculus and provoke less calculus retropulsion during proce-
dure than the short-pulsed lasers [18–22]. Since soon after its debut in the 1990s, the 
Ho: YAG laser has been the preferred lithotripter for the therapy of urinary calculus. 
It is a solid-state pulsed laser at a wavelength of 2.13 μm. This wavelength is easily 
absorbed by water (~26 cm−1 [23]), providing a wide safety margin for lithotripsy in 
the urinary tract [24–26]. Aside from treating calculi, it can be used for soft tissue 
applications such as treating urinary strictures and ablating urothelial tumors. The 
high-powered variant can also be used for the enucleation of the prostate (HoLEP). 
Recently, another technology has been explored for the next generation laser litho-
tripsy: the Thulium fiber laser [27, 28]. This promising technology offers several 
advantages that may expand the boundaries of laser lithotripsy [28, 29].

The dominant mechanism in Ho: YAG laser lithotripsy is photothermal along 
with minor effects of acoustic emission [29]. Because the Ho: YAG laser’s thermal 
diffusion time in the water over the optical penetration depth is 286 ms [30], 
which is well above the laser pulse width (less than a few milliseconds, mostly in 
the 100 s of μs), in other words, it is photo-thermally confined. And the laser is not 
photo-mechanical or stress confined in water since the acoustic diffusion time over 
the optical penetration depth is 0.267 μs, much less than the Ho: YAG laser pulse 
width. The water has a strong absorption at the Ho: YAG 2.1 μm wavelength and the 
calculus ablation was dependent on the water content in calculus phantom [31, 32]. 
The temperature of the illuminated area of the urinary calculi due to the direct laser 
photon absorption raises above the ablation threshold, subsequently creating the 
expulsion of fractured crack-up pieces. Furthermore, the absorption of the laser 
photon by the liquid between the fiber end and calculus produces a vapor bubble, 
and the crashing of the bubble generates shockwave. The bubble should not be 
called the “cavitation” bubble as it does in [30, 33] because cavitation is a phenom-
enon in which rapid changes of pressure in a liquid lead to the formation of small 
vapor-filled cavities in places where the pressure is relatively low, while during laser 
lithotripsy, the bubble is generated by heated water vapor with relatively high pres-
sure. This vapor bubble usually has a minimal mechanical effect on hard tissues but 
rather parts the water (the “Moses effect” [34]) for direct delivery of the remaining 
part of the laser light onto the stone [35]. The term “Moses effect” technology is also 
used by breaking one laser pulse into two, where the first pulse generates a bubble 
between the fiber tip and the stone to let the second pulse through this bubble to the 
surface of the stone [36]. The shock-wave image can be captured by a high-speed 
camera with ~1 μs frame interval [37]; it is a disturbance wave that is faster than the 
sound wave, which can quickly damp down to sound wave speed [38].
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During laser-calculus interaction, the urinary calculus is subject to retropulsion 
forces caused by the combined effects of ablated particle ejection, interstitial water 
vaporization, and bubble expansion/collapse [39–41]. And an asymmetric collapse 
of the bubble near a solid boundary can generate a water jet in the time scale of mil-
liseconds [30]. Therefore, because of the recoil momentum, the calculus is moved 
away from the end of the laser fiber. The calculus motion prolongs the procedure 
time because of the burdensome procedure needed to reorient the laser fiber to 
the new calculus locality. Earlier retropulsion studies quantified calculus retropul-
sion distance by altering laser pulse energy, pulse frequency, and fiber core size 
[42–44]. Retropulsion boosted with the laser pulse energy and the laser fiber core 
size. Moreover, Charles D. Scales et al. reported that a longer pulse width reduced 
calculus retropulsion distance during a procedure without diminishing ablation 
efficiency significantly [45].

Although laser lithotripsy is now the preferred treatment option for urolithiasis 
because it is capable of fragmenting calculus of all known composition, including 
hard calcium oxalate monohydrate, brushite, and cystine calculus [22, 24, 25, 29], 
and the rising prevalence of calculus disease has led to similarly increasing efforts to 
optimize ureteroscopic treatment [43, 45–52], the operative time for the stone pro-
cedure can be well above the one hour mark. According to Levi A. Deters et al. [53], 
URSL management of renal stones and ureteral stones were markedly different, with 
a significant increase in operative time (60% more) for renal stones and a significant 
lower stone-free rate (27% lower). And of the 213 cases, the average operative time 
for the renal group (98 cases) is 112 min and range up to 245 min, and the average 
operative time for the ureteral group (115 cases) is 70 min and range up to 185 min.

The response surface methodology (RSM) is a powerful statistical tool that 
can generate the numerical relationship between some key performance variables 
(responses) and device control parameters (control inputs). Although the model 
is only an approximation most of the time because of limited knowledge of the 
process, the RSM plus design of experiments (DOE) can produce analytical mod-
els (equations) that can depict 1) the relative impact of the control inputs on the 
responses by comparing their coefficients in the coded equations; 2) optimization 
of the responses with proper control inputs.

In this chapter, two sets of DOE experiments were conducted with response 
surface methodology: 1) the quantitative responses of calculus ablation and ret-
ropulsion in terms of the pulse energy, pulse width, and the number of pulses 
of a prototype CTH: YAG laser system. This step is to understand the dominant 
laser parameters that control the lithotripsy outcome, so that preferred laser 
settings can be derived for the next generation of laser lithotripter; 2) the laser 
setting optimization of laser lithotripsy of a commercially available CTH: YAG 
laser system. This experiment is to identify a series of laser settings for rela-
tively efficient laser lithotripsy in terms of laser pulse energy and peak power.

2. Experimental method and setup

2.1  The quantitative responses of calculus ablation and retropulsion in terms of 
the pulse energy, pulse width, and the number of pulses of a prototype CTH: 
YAG laser system

In this study, the key components of the setup of the experimental materials are 
listed in Table 1.

A prototype CTH:YAG laser had pulse energy from 0.2 J to 3.0 J with variable 
pulse width from 150 μs to 1000 μs at 2.13 μm. This range of pulse duration is 
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known to generate a photothermal effect to fragment the calculus [51]. Each data 
point is the average of 10 sample measurements.

Figure 1 is the pictures of the test setup, (a) ablation test setup, and (b) retro-
pulsion test setup. In the ablation test setup (a) submerged in the distilled water, 
the fiber was held vertically by a clamp with its tip in contact with the calculus 
phantom underneath the fiber inside a holder. The stone was held fixed during the 
ablation study.

The laser ablation crater volume in the phantom due to the laser pulse and 
calculus interaction was measured by a digital microscope (VHX-900F, Keyence, 
Elmwood Park, NJ, USA). In the retropulsion test setup (b), the fiber was held hori-
zontally, pointing to an underwater pendulum phantom cube with a dimension of 
10 × 10 × 10 mm3. The pendulum length was ~200 mm, and the phantom was held 
by 2 strings with a separation of ~10 mm in a clear plastic basket. The retropulsion 
motion of the calculus phantom was recorded and analyzed by a high-speed camera.

Figure 2 is a screenshot of DOE by Design-Expert®10. There are three cat-
egories of the laser parameter settings: energy, number of pulses, and electrical 
pump pulse widths (not the optical output pulse width). The ten-pulses range was 
selected since the typical retropulsion of a 10 × 10 × 10 mm3 will reach its maxi-
mum amplitude after ~1 s of 10 Hz 1 J pulse train from the fiber tip [52]. There are 
5 × 3 × 3 = 45 data points with the combination of all the laser parameters.

2.2  The laser setting optimization of laser lithotripsy of a commercially 
available CTH:YAG laser system

It is challenging to characterizing the URSL performance (ablation and retro-
pulsion) in one setup that can mimic the clinical situation, especially measuring 
retropulsion [55–61]. In this study, in vitro investigations of Ho:YAG laser-induced 
stone ablation and retropulsion were performed with a benchtop model first 
introduced by Sroka’s group [55, 60]. It is a test that can be performed in a highly 
reproducible manner using a hands-free setup and measuring the effects of mul-
tiple pulses which are mimicking the clinical situation. The advantage of this setup 
has two folds: 1) No human factor, hands-free, independent repetitive experiments; 
2) Providing measurement results for both ablation rate and retropulsion speed. 
Although the stone moves during the test, which means the distance between the 
fiber tip and the stone is not a constant, which will report a lower ablation rate, it is 
still an efficient way to generate meaningful data in terms of ablation and retropul-
sion for comparing different laser modes. Table 2 is a description of the list of the 
key components of the setup.

Item Description

Laser Prototype laser

Fiber 365-μm Core (S-LLF365 SureFlex Fiber, American Medical Systems, San Jose, CA, 
USA)

Phantom White gypsum cement UtralCal®30 (United States Gypsum Company, Chicago, 
IL) [54]

Camera Photron Fastcam SA5 (Photron USA, Inc. San Diego, CA)

Digital microscope VHX-900F (Keyence, Elmwood Park, NJ, USA)

Program Design-Expert® (Stat-Ease, Inc., Minneapolis, MN 55413)

Table 1. 
The list of components of the experimental setup.
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The setup, an acrylic cylinder with a drill hole mimicking the ureter ending in a 
conical base, is illustrated in Figure 3. The diameter of the drill hole can be adapted 
to the clinical situation (e.g., ureter diameter) or stone size. The stone phantom is 
a 5 mm cubic shape Bego stone with a composition of 15:3 [62]. The setup is in an 
upright position filled with the saline at a designated flow speed. The optical fiber 
is attached through a borehole at the base of the acrylic cylinder. Therefore, laser 
energy can be delivered to the stone phantom to produce vertical displacement. The 
gravity and the viscosity of the water are the steady resistances to this motion.

The ablation is quantified by the stone phantom mass deficit after the laser stone 
interaction by a scale with a resolution of +/− 0.0001 g (Entris 224-1S Sartorius Lab 
Instruments GmbH & Co. KG, Goettingen, Germany).

Figure 1. 
The pictures of the test setup, (a) ablation test setup with 10 mm phantom; (b) Retropulsion test setup with 
10 mm phantom.

Figure 2. 
A screenshot of DOE by DesignExpert-10.
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The retropulsion is quantified by the vertical displacement velocity of the stone 
during the laser stone interaction. A high-speed camera, Sony RX100 IV (1000 
fps), oriented perpendicular to the upright motion and aimed to the middle of 
the artificial ureter, registers the event for ~7 seconds. The video subsequently is 
analyzed in MATLAB, and a representative stone sample vertical displacement 
graph vs. video frame is illustrated in Figure 3(B). Initial data assessment incor-
porates background rectification and color tracking algorithm, recognition of the 

Figure 3. 
(A) Test setup including the stone phantom containment vessel, the water flow inlet, and outlet tubes, 
application fiber, and a high-speed camera. (B) Stone phantom vertical movement vs. video frame.

Figure 4. 
A few screen shots of the DOE. (A) Design layout; (B) design graphic columns.

Item Description

Laser PowerSuite™ Ho:YAG 100 W (VersaPulse® 100 W, Lumenis Ltd., Yokneam, Israel)

Fiber 365-μm Core (S-LLF365 SureFlex Fiber, American Medical Systems, San Jose, CA, USA)

Phantom BEGO Stone 15:3 (BEGO GmbH & Co. KG, Bremen, Germany)

Camera Sony RX100 IV (Sony Corporation of America, NY, USA)

Balance Sartorius Entris 224-1S (Sartorius Lab Instruments GmbH & Co. KG, Goettingen, Germany)

Program Design-Expert® (Stat-Ease, Inc., Minneapolis, MN 55413)

Table 2. 
The list of components of the experimental setup.
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center of weight of the traced stone image in each frame and tracing the center of 
weight position as a function of time. Afterwards, each rising wing can be utilized 
to obtain the ascending vertical speed. The 1st Derivative of rising flanks displays 
the mean velocity of the stone 𝑣𝑣𝑣 = 𝜕𝜕𝜕𝜕/𝜕𝜕𝜕𝜕 (x-displacement, t-time), and the velocity 
of rising flanks is proportional to the applied momentum 𝑝𝑝 = 𝑚𝑚 ∗ v (m-stone mass, 
v-stone velocity).

The experiment is designed by Design-Expert® with randomized optimal 
(custom), two replicate points, and two lack-of-fit points. Figure 4 is a few 
screenshots of the DOE of laser pulse energy: 0.2, 0.4, 0.6, 0.8, 1.2, 1.5 J and 
frequency: 5, 10, 15, 20, 30, 40 Hz. A sample size of 14 is used for each data point, 
and each sample was applied with 15 seconds long laser dose.

3. Results

3.1  The quantitative responses of calculus ablation and retropulsion in terms 
of the pulse energy, pulse width, and the number of pulses of a prototype 
CTH:YAG laser system

3.1.1 Retropulsion amplitude data

The retropulsion videos taken by a high-speed camera at 10 k FPS were analyzed 
by a MATLAB program for the pendulum swing amplitude. Figure 5(a) is some 
sample curves of the retropulsion movement; each data point is the average of 10 
measurements.

4. Retropulsion amplitude response surface

Figure 6 is the screenshots of the response surface of retropulsion amplitude 
at the pulse energy level of (a) 1 J; (b) 2 J; (c) 3 J. The analytical formula of the 
response surface of retropulsion is shown in Formula (1). The ANOVA shows 

Figure 5. 
Retropulsion amplitude measurement results.
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Figure 6. 
The screen shots of the response surface of retropulsion amplitude against pulse width and number of pulses at 
pulse energy level of (a) 1 J; (b) 2 J; (c) 3 J.
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an insignificant lack of fit, acceptable agreement of the Predicted and Adjusted 
R-Squares, and acceptable precision (8.324, > 4.0).

 ( ) = + + ε τ ε + τ ετLn A 0.56 0.08n 1.42 – 0.0021 – 0.039n 0.00022n – 0.00011  (1)

Where A is the amplitude of retropulsion in mm, n is the pulse number, ε is the 
pulse energy in J, and τ is the pulse width in μs.

5. Volume of ablation data

The volume of the hole by laser ablation was quantified by a digital microscope. 
A representative picture is in Figure 7.

6. Volume of ablation response surface

According to the response surface information from the above section, the 
Design-Expert® -10 app can produce a response surface and the analytical equa-
tion. Figure 8 is the pictures of the response surface of volume of ablation versus 
the pulse width and the number of pulses at the pulse energy status of (a) 1 J;  
(b) 2 J; (c) 3 J. The analytical formula of the response surface of the volume of 
ablation, including the polynomial terms of two factors interactions, is shown in 
Formula (2). The ANOVA shows an insignificant lack of fit, acceptable agreement 
of the Predicted (0.8636) and Adjusted (0.9177) R-Squares, and acceptable preci-
sion (15.46, > 4.0).

Figure 7. 
Volume of ablation response measurement results. Screenshot of VHX-900F digital microscope;
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 ( ) = − + + ε τ+ ε + τ+ ετLn V 0.27 0.023n 1.11 – 0.0083 0.011n 0.00047n 0.0012  (2)

Where V is the ablation volume in mm3, n is the pulse number, ε is the pulse 
energy in J, and τ is the pulse width in μs.

Figure 9 is the pictures of the response surface of ablation volume under the 
quadratic fit with pulse width and the number of pulses at the pulse energy status 
of (a) 1 J; (b) 2 J; (c) 3 J. The analytical equation of the response surface of ablation 
volume, involving the polynomial terms of two factors interactions, is illustrated 
in Eq. (3). The ANOVA shows an insignificant lack of fit, acceptable agreement of 
the Predicted (0.9900) and Adjusted (0.9999) R-Squares, and acceptable precision 
(466.6, > 4.0).

 
( ) = − + + ε τ + ε + τ +

ετ ε + τ2 2 2
Ln V 1.16 0.94n 3.46 – 0.021 0.0031n 0.00048n

0.0014 – 0.078n – 0.77 0.0000093  (3)

Where V is the ablation volume in mm3, n is the pulse number, ε is the pulse 
energy in J, and τ is the pulse width in μs.

Figure 10 is the ablation and retropulsion in percentages by 10 pulses of the 
1000 μs pulses versus those of 333 μs. The variation of the volume of between long 
and short pulse is comparatively larger at 1 J and 2 J level contrasting to retropul-
sion. Namely, ablation declines more swiftly than retropulsion when expanding 
pulse width.

6.1  The laser setting optimization of laser lithotripsy of a commercially 
available CTH:YAG laser system

6.1.1 Response surface in terms of laser pulse energy

Figure 11(A) and (B) are the screenshots of the response surface of ablation rate 
and the retropulsion velocity; each data point is the average of 14 measurements. 
The ANOVA shows an insignificant lack of fit (except P = 0.04 for the ablation 
rate), acceptable agreement of the predicted and adjusted R-squares, and accept-
able precision (> 4.0).

The coded equation can predict the response for each of the control parameters. 
By convention, the high elevations of the parameters are coded as +1, and the low 
elevations of the parameters are coded as −1. The coded equation is valuable at 
attaining the comparable impact parameters by the coefficients of each term.

Coded analytical equation of ablation and retropulsion by laser pulse energy is:

 − = + + +0.5
P 100A 0.50 0.34A 0.49B 0.18AB  (4)

 − = + +P 100R 92.69 4.94A 28.47B  (5)

AP-100 – Ablation rate, RP-100 -Retropulsion velocity, A-Frequency, B-Energy
From the coded equation, we can see the impact of the laser pulse energy is 1.4 

times that of the frequency on the ablation rate, while for retropulsion velocity, the 
impact of the laser pulse energy is 5.8 times that of the frequency. This indicates the 
laser pulse energy setting has a vital impact on both ablation rate and retropulsion 
velocity.
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Figure 8. 
The screenshots of the response surface of volume of ablation with two factors interactions fit against pulse 
width and the number of pulses at the pulse energy level of (a) 1 J; (b) 2 J; (c) 3 J.
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Figure 9. 
The screenshots of the response surface of volume of ablation with quadratic fit against pulse width and the 
number of pulses at the pulse energy level of (a) 1 J; (b) 2 J; (c) 3 J.
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The actual analytical equation of ablation and retropulsion by laser pulse 
energy is:

 − = − + + +0.5
P 100A 0.28 0.00064A 0.41B 0.015AB  (6)

 − = + +P 100R 49.1 0.28A 43.8B  (7)

Figure 12(A) and (B) are the optimized laser settings listed with equal weight 
ratio between ablation rate and retropulsion velocity. The 1st optimized laser setting 
is 1.2 J 40 Hz. IF we choose a 1:3 weight ratio between ablation rate and retropul-
sion velocity, the 1st optimized laser setting becomes 0.6 J 40 Hz. This means the 
“optimized” laser setting depends on the criterion used.

Figure 10. 
The percentages of ablation and retropulsion by 10 pulses of the 1000 μs pulses in reference to those of 333 μs.

Figure 11. 
(A) Response surface of ablation rate over laser pulse energy and frequency; (B) response surface of 
retropulsion velocity over laser pulse energy and frequency.
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6.1.2 Response surface in terms of laser pulse peak power

The laser pulse peak power is another way of evaluating the laser damage to the 
stone [63]. The peak power value is defined by the laser pulse energy over the full 
pulse width (full width of pulse at ~10% of max amplitude). The ANOVA shows 
an insignificant lack of fit, acceptable agreement of the Predicted and Adjusted 
R-Squares, and acceptable precision (> 4.0).

Figure 13 (A) and (B) are the screenshots of the response surface of ablation 
rate and the retropulsion velocity in terms of laser pulse peak power.

Coded analytical equation of ablation and retropulsion by laser pulse Peak 
power is:

 − = + + +0.5
P 100A 0.60 0.41A 0.40B 0.19AB  (8)

 AB− = + + −P 100R 95.5 1.62A 21.06B 0.87  (9)

Figure 12. 
(A) List of optimized laser parameters with even weight (50/50) of ablation and retropulsion speed; (B) ramp 
view of the chosen laser parameters with even weight (50/50) of ablation and retropulsion speed.

Figure 13. 
(A) Response surface of ablation rate over laser pulse peak power and frequency; (B) response surface of 
retropulsion velocity over laser pulse peak power and frequency.



187

In Search of Optimal Laser Settings for Lithotripsy by Numerical Response Surfaces of Ablation…
DOI: http://dx.doi.org/10.5772/intechopen.96271

AP-100 is the Ablation rate, RP-100 is the Retropulsion speed, A is the Frequency, B 
is the Peak power, and C is the Pulse width.

From the Eqs. 8 and 9, we can see the peak power has roughly the same influence 
as the frequency on the ablation rate; and for retropulsion speed, the peak power’s 
influence is 13 folds that of the frequency. Namely, the peak power parameter is 
crucial to retropulsion speed.

The actual analytical equation of ablation and retropulsion by laser pulse peak 
power is:

 AB− = − + + +0.5
P 100A 0.26 0.0016A 0.11B 0.0069  (10)

 − = + + −P 100R 57.6 0.093A 13.6B 0.025AB  (11)

Figure 14(A) and (B) are the optimized laser settings listed with an equal 
weight ratio of the ablation rate and retropulsion velocity. The 1st optimized 
laser setting is 3.3 kW 40 Hz 320 μs. IF we choose a 1:3 weight ratio of the 
ablation rate and retropulsion velocity, the 1st optimized laser setting becomes 
2.2 kW 40 Hz 320 μs. This means the “optimized” laser setting depends on the 
criterion used.

7. Discussion

7.1  The quantitative responses of calculus ablation and retropulsion in terms 
of the pulse energy, pulse width, and the number of pulses of a prototype 
CTH:YAG laser system

In the coded formulas of the response surface (1) and (2), the pulse energy is the 
dominant control input factor for both the responses of retropulsion and ablation (1.42 
and 1.11); while the control input pulse width has more than an order of magnitude 
less influence on the responses of ablation and retropulsion (−0.0083 versus −0.0021). 
And the two-factor terms have even lesser influence (a few times to an order of magni-
tude) than the first-order terms. The pulse number term seems to have some nonlinear 
effects between long and short pulses at pulse numbers ~7-8 from Figure 9. This effect 
could be due to the vapor bubble behavior of [47]. As it is shown in Figure 15(b) since 
the vapor bubble of the long laser pulse will have a much-elongated shape bubble which 

Figure 14. 
(A) List of optimal laser settings with equal weight (50/50) of ablation rate and retropulsion velocity;  
(B) ramp view of the selected laser settings with equal weight (50/50) of ablation rate and retropulsion velocity.
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can be divided into two small bubbles which will collapse sequentially with the 2nd 
bubble collapses further away from the fiber tip as compared to the bubble of a short 
laser pulse. Therefore, the long laser pulse can make a deeper crater. This effect will be 
enhanced at higher pulse energy, and furthermore, since both fiber and calculus were 
fixed, the depth of the hole max out after ~7-8 pulses.

7.2  The laser setting optimization of laser lithotripsy of a commercially 
available CTH:YAG laser system

For the response of ablation rate, the coded formulas of the response surface 
reveal that the control input laser pulse energy is 1.4 times as impactful as that of 
the frequency, and the laser pulse peak power has the same impact as the frequency; 
while for the response of retropulsion, the control input laser pulse energy is 5.8 
times as impactful as that of the frequency, and laser pulse peak power has 13 times 

Figure 15. 
Series of screenshots of vapor bubbles behavior of Ho lasers. (a) Ho at 1 J, 150 μs; (b) Ho at 1 J, 800 μs.
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as impactful as the frequency. The laser pulse peak power is the dominant control 
input factor for the response of stone retropulsion during laser lithotripsy.

As for the optimal lithotripsy laser dosimetry (setting), there are conflict 
interests to deliver more energy per time (more power or fluence) and achieve faster 
lithotripsy but at the cost of more retropulsion and larger fragments. As concluded 
by Sea J et al. in Ref [47], the optimal lithotripsy laser setting depends on the indi-
vidual case condition (calculus type, size, location, etc.) and the desired outcome. 
The response surfaces are generated by analysis of variance (ANOVA) of the tested 
data points, and a ranked list of the optimized laser settings can be generated by the 
criteria the user selected. If the least retropulsion is the desired, the most effectual 
method to curtail stone retropulsion during laser lithotripsy is to decrease the 
peak power (which has the maximum influential coefficient in the coded response 
surface equations). Dongyul C et al. investigated the ablation thresholds of stone 
sample by peak power density [63], which presents a recommendation of the lowest 
peak power for Bego calculus phantom ablation.

8. Conclusions

In this chapter, the application of RSM were conducted by two sets of DOE experi-
ments: 1) with a prototype CTH:YAG laser system, the RSM reveals that the dominant 
control input laser parameters that influence the responses of lithotripsy outcome: 
the ablation or retropulsion is Inversely proportional to the pulse width, and the pulse 
width has a higher impact coefficient to the ablation than that to the retropulsion. 
The quadratic fit of the response surface for the volume of ablation has a nonlinear 
relationship with the pulse width and number of the pulse. 2) the laser setting optimi-
zation of laser lithotripsy of a commercially available CTH:YAG laser system: a series of 
laser settings for relatively efficient laser lithotripsy (maximize the ablation rate while 
minimizing the retropulsion as well as to improve the discharge of fragments via the 
urinary tract) in terms of control input laser pulse energy and peak power. Comparing 
to the control input frequency, the laser pulse energy or peak power has a higher 
impact coefficient to the response of stone retropulsion as compared to the response 
of stone ablation in Ho:YAG laser lithotripsy. The most efficient way to curtail stone 
retropulsion during laser lithotripsy is to lower the laser pulse peak power.

More detailed investigation of the optimal conditions for the ablation of other 
kinds of calculus samples and the fiber size/burn back effects will be conducted as a 
future study.
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Chapter 11

Response Surface Methodology
Applied to the Optimization of
Phenolic Compound Extraction
from Brassica
Valentin Reungoat, Morad Chadni and Irina Ioannou

Abstract

The response surface methodology (RSM) is a relevant mathematical and statis-
tical tool for process optimization. A state of the art on the optimization of the
extraction of phenolic compounds from Brassica has shown that this approach is not
sufficiently used. The reason for this is certainly an apparent complexity in com-
parison with the implementation of a one-factor-at-a-time (OFAT) optimization.
The objective of this chapter is to show how one implement the response surface
methodology in a didactic way on a case study: the extraction of sinapine from
mustard bran. Using this approach, prediction models have been developed and
validated to predict the sinapine content extracted as well as the purity of the
extract in sinapine. The methodology presented in this chapter can be reproduced
on any other application in the field of process engineering.

Keywords: Response surface methodology, extraction, phenolic compounds,
process engineering, biomass valorization

1. Introduction

Nowadays, bio-based molecules are more and more popular and used in every-
day consumer products. Certain molecules such as phenolic compounds (PCs) are
very appreciated for their biological activities which make it possible to fight against
aging or to act as an antibacterial or anti-oxidant agent. Phenolic compounds are
secondary metabolites of plants and are present in plant biomass as well as in agro-
industrial by-products [1]. The latter are currently used in sectors with low added
value such as methanization or animal feed. To provide additional value to its agro-
industrial co-products, phenolic compounds could be extracted and concentrated
[2]. For this, separation processes will have to be implemented and optimized.
Thus, maximizing the extraction of phenolic compounds has become a topic of
interest which would improve the profitability of crops and by-products resulting
from their industrial transformation [3].

Many studies focus on maximizing extraction efficiency by optimizing using
OFAT. This method, which seems simpler, is often either time consuming or leads
to partial conclusions (e.g. no interpretation of the interactions between variables).
Thus, to achieve such an optimization, it is recommended, if conditions allow it, to
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use the response surface methodology. RSM is a mathematical and statistical tool for
exploring the relationships between several explanatory variables - called factors -
and one or more variables to be optimized, called response(s). RSM is particularly
relevant when the response is suspected to evolve in a curved way.

In this chapter, we will focus on the application of RSM for optimizing the
extraction of phenolic compounds from Brassica. In the first part, we propose a state
of the art of the studies on this topic with an analysis of the main tools used to
determine the optimal operating conditions for the extraction of phenolic com-
pounds. In a second part, a case study based on the work of Reungoat et al. (2020) is
presented [4]. This study focuses on the optimization of a sustainable extraction
process to improve the recovery (yield and purity) of sinapine from mustard bran.
Sinapine has biological activities however, its first interest is the degradation prod-
uct of its hydrolysis: the sinapic acid. It has been shown that providing bio-based
sinapic acid is very relevant in various application fields [5]. Indeed, this platform
molecules can be used for the chemo-enzymatic synthesis of various molecules such
as an anti-UV agent [6, 7], a non-endocrine disruptive antiradical additive [8] and a
bisphenol A substitute for polymer/resin synthesis [9]. The study will be detailed
not from an application point of view but from a methodological point of view with
the presentation of the different steps which led to obtaining optimum operating
conditions of the extraction process.

2. State of the art on the optimization of PC extraction from Brassica

The studies reported in Table 1 deal with the optimization of the extraction
process of phenolic compounds from Brassica. These all relate to the use of a design
of experiments (DoE). OFAT optimization has been excluded.

Twenty papers have been identified on various raw materials belonging to
Brassica (rapeseed, mustard, cabbage, broccoli, cauliflower). The extraction pro-
cesses implemented are the most popular ones: conventional solvent extraction
(CSE), ultrasound-accelerated extraction (UAE), microwave-accelerated extraction
(MAE). One study deals with an extraction assisted by pulsed electric field (PEF)
[13] and another with accelerated solvent extraction (ASE) [5].

The operating conditions the most often optimized are the extraction tempera-
ture, the solvent concentration in water, the solid-to-matter ratio, and the extrac-
tion time. Some specific conditions can also be investigated such as ultrasonic or
microwave power when UAE and MAE are carried out.

The predicted responses are diverse whether they are measurement of individual
phenolic content obtained by HPLC, total phenolic compounds (TPC), or content of
total flavonoid (TFC), or antioxidant activity (AA) which can be measured by
different methods (Table 2).

Most studies have used RSM to model and/or predict responses. A mixture
design was also used to determine the composition of an extraction solvent from
three pure solvents; a simplex centroid mixture was carried out [3]. Some studies
model responses using first order polynomial equations. These models are obtained
from factorial design of experiments [5, 15, 16]. Concerning the implementation of
the RSM, the experimental design carried out are mainly Box–Behnken (BB)
[8, 10, 13, 14, 17] and Central Composite (CC) [1, 6, 7, 9, 18–20]. We also found a
D-optimal [4] and a full factorial [2]. However, these DoEs are rarely associated
with RSM. The predictions made by RSM are associated with second order polyno-
mial models.

Compared to all the studies that exist in the literature on the extraction of
phenolic compounds from Brassica, only a small proportion uses RSM.
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3. Optimization of sinapine extraction from mustard bran

3.1 Context of the study

Mustard bran is one of the main by-products of the mustard seed industry whose
production peaked at 710 thousand tonnes in 2018 [29]. By-products from their
processing represent up to 60%w of seeds [30]. Mustard bran is rich in water with a
content between 53 � 1%. The dry matter is mainly composed of proteins
(27 � 7%), lipids (18 � 1%), carbohydrates (34 � 5%) and ash (12 � 5%) [30–32].

Phenolic compounds represent between 1 and 4% of the wet matter of defatted
mustard seeds [33]. They are mainly derivatives of sinapic acid, present at 90% as
sinapine with relatively small amounts of sinapic acid. Sinapine can be used directly
due to its many bioactivities [5, 34] or be hydrolyzed to sinapic acid by chemical or
enzymatic means [35]. Thus, our work will focus on the extraction of sinapine from
mustard bran. Moreover, bio-based sinapic acid is highly sought after thanks to its
many applications, whether in cosmetics (anti-aging, anti-UV) or in the field of
polymers [6, 8].

Thus, the implementation of a green extraction process to recover sinapine
seems particularly relevant. The most widely used process in the various studies
found in the literature is conventional solvent extraction (CSE). This is a solid/
liquid extraction, the liquid being a solvent whose properties will define the sus-
tainability of the process. Solvents such as acetone, methanol, ethanol or water, as
well as a mixture, have been used [36]. To follow the principles of green extraction
[37], the extraction process developed will use aqueous ethanol as solvent, the
percentage of which will be determined during the optimization of the process.

3.2 Material and methods

Mustard bran, was supplied by Charbonneaux-Brabant (Reims, France). Mus-
tard (B. juncea) grew in Canada and was processed in France. The treatment
undergone by the seeds is cold mechanical pressure. The material has not been
defatted, ground or dried. The raw mustard bran was stored in a cold room at 4°C
until use.

A CSE using an ethanol/water mixture was implemented to remove sinapine
from mustard bran. A fixed volume of 100 mL of solvent was used for each
experiment. The extraction temperature was regulated with a digital thermometer
in contact with the solvent and connected to the heating plate (IKA-RCT). Magnetic
stirring was ensured throughout the duration of the extraction (2 h). Centrifugation
was used (4713 g, 10 min) to separate the liquid extract from the solid residue. The
sinapine content was measured by HPLC. More details on the materials and the
methods can be found in Reugoat et al., 2020 [1].

3.3 Implementation of RSM

RSM is the recommended approach to optimize process operating conditions,
for example to maximize extraction yield or minimize impurity content. Indeed, the
implementation of the RSM, and therefore of a design of experiments, makes it
possible to minimize the number of experiments, to determine the quadratic effect
of a factor or the interaction between several factors and to obtain a high precision
on the prediction of an optimal value.

The implementation of RSM requires the identification of the factors that will be
involved in the model. Thus, RSM is often used after a screening plan which allows
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the discrimination of the operating conditions leading to a significant variation in
the response. Sometimes, prior knowledge of the process is sufficient to avoid the
screening step and RSM can be applied after arbitrary choice of factors by the
experimenter. RSM is a relevant approach if the response surface is suspected to be
curved. Indeed, the equation of the model used includes quadratic terms which
make it possible to translate the curvature of the response.

In order to apply RSM, it is necessary to follow a rigorous approach so as not to
end up with wrong conclusions or an unusable data set for the prediction of an
optimum. This approach is illustrated in Figure 1.

For each step, the reasoning adopted for our case study will be detailed, the
choices will be explained so that the methodology can be easily implemented on
other cases.

3.3.1 Definition of the objectives

The objective of the optimization study must be defined according to the overall
objective of the application. In our case, the operating conditions of the extraction
process leading to a maximum yield of sinapine are sought. However, the global
objective of the application is to produce sinapine, that is, to obtain a high purity
sinapine extract. Thus, a second variable to be optimized emerges in addition to the
yield of sinapine: the purity of the sinapine extract. Under such considerations, the
optimum operating conditions sought will be a compromise between those allowing

Figure 1.
Methodology for the implementation of RSM.
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to maximize the yield of sinapine and the ones that maximize the purity of sinapine.
Failure to correctly define the objective may lead to an incorrect definition of the
responses, factors and their levels and thus induce a partial conclusion at the end of
the study.

3.3.2 Definition of the responses

A response is defined as a variable to be explained. For the choice of responses, it
is necessary to ensure that the measurement tools are sufficiently repeatable.
Indeed, in statistics, it is common to say that the more the value is dispersed the
more it will be difficult to highlight significant differences and therefore to obtain a
valid prediction model. This is why the presence of a triplicate in the DOE is
essential to quantify the repeatability of the measurement. If it is too large, the DOE
will not be able to generate a valid model.

In our case study, the two responses to be optimized are the yield of sinapine in
% (Y1) and the purity of sinapine in % (Y2) defined by Eq. (1,2)

Y1 ¼
Csinapine ∗Vsolvent

mBDM
(1)

with Csinapine the sinapine content measured by HPLC in mg/L, Vsolvent the
volume of solvent added during the extraction and mBDM the mass of dry matter in
mustard bran.

Y2 ¼
msinapine

mEDM
∗ 100 (2)

with msinapine (g) the mass of sinapine in the extract determined from
Csinapine and mEDM the mass of the dry matter in the extract (g).

3.3.3 Definition of the factors

A factor is defined as a variable that provides information to explain a response.
Two strategies can be used to define the factors: to apply a screening plan (factorial
or Plackett-Burman) or to use expertise on the process. In our case, the factors were
chosen based on prior knowledge about the extraction process [4]. Note that the
factors must be independent for the implementation of the experimental design.
This should be checked before establishing the matrix of experiments.

According to theory, the liquid/solid extraction processes are influenced by a set
of parameters which can modify their efficiency. These relate to: (i) the equipment
used (stirring power, the configuration of the reactor), (ii) the operating conditions
(extraction time, extraction temperature and pressure), and (iii) the biomass and
the solvent (solvent-to-matter ratio, state of the biomass, nature of the solvent).

Some of these parameters are often fixed in the design of the experiments.
Indeed, for laboratory experiments, the extraction reactor is always the same as well
as the stirring system (type and power). Conventionally, the extraction time corre-
sponds to the time required to reach the equilibrium. In our case, the biomass is wet
and in the form of bran, so it cannot be crushed or sieved. This parameter cannot be
taken as a factor. In addition, two constraints were imposed: to conduct the exper-
iments at atmospheric pressure and working with ethanol (pure or aqueous) to
design a sustainable process. Thus, the parameters that could be included as factors
in the design of experiments are the solvent-to-matter ratio, the extraction temper-
ature and the ethanol concentration. These parameters being independent, three
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factors will be used in models developed using RSM. The last point to be defined is
the variation range of each factor.

3.3.3.1 Range of extraction temperature

Technological limits exist for the choice of extraction temperatures. The exper-
imental domain cannot be extended above 75°C to avoid evaporation phenomena
due to the boiling temperature of ethanol. Thus, the extraction temperature will be
able to vary between room temperature and 75°C. However, according to the
literature, it does not seem interesting to carry out experiments at temperatures
close to room temperature. Indeed, it is known that an increase of temperature
allows to improve the extraction of phenolic compounds. A range of values too large
can adversely affect the quality and accuracy of the prediction model. We have,
therefore, chosen to limit our temperature range between 45°C and 75°C.

3.3.3.2 Range of solvent-to-matter ratio (S/M)

There is also a technological limit for this factor. Indeed, it is not possible to
extract with less than 10 mL per gram of mustard bran. In addition, the objective
being not to consume too much solvent, no more than 30 mL per gram of mustard
bran will be used. Thus, the range of the S/M factor will be between 10 and 30 mL/g.

3.3.3.3 Range of ethanol concentration

No technological limit was found for this factor. The use of extreme values (water
or pure ethanol) is not interesting because the better extraction yields are obtained
with aqueous ethanol. According to preliminary experiments, to maximize the yield
of sinapine (Y1), the values to be studied should be between 40 and 80%. Consider-
ing the purity of sinapine (Y2), the values to be studied should be between 60 and
100% in order to limit the extraction of impurities such as sugars and proteins.

To define the range of variation of the ethanol concentration, we merged the two
previous intervals by removing the extreme values so as not to widen the range of
values to be studied too much. Thus, ethanol concentrations between 45 and 95%
were studied in the design of experiments.

3.3.4 Choice and implementation of the design of experiments

The two most used design of experiments for the implementation of RSM are the
composite center (CC) and Box–Behnken (BB) designs.

For a same number of factors and levels, a BB design generates fewer experi-
ments than a CC design. However, BB designs have a certain rigidity in their
implementation since the number of levels per factor is fixed. In addition, the BB
designs do not include in the experiments the extreme values of the variation ranges
of the factors. This can sometimes constitute a problem, when a precise knowledge
of the interval is available and/or when the extreme values want to be tested.

In addition, CC design is to be able to integrate preliminary experiments. Thus,
the results of certain experiments present in the screening plan carried out
upstream can be used as experiments in the CC design. Thus, the number of new
assays to realize will decrease.

The CCF design belongs to the category of the CC design. The experiments
defined are located in the center of each face of the experimental domain.

In our application, a CCF design was used to optimize the extraction process for
the recovery of sinapine. A total of 17 experiments including a repetition at the
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central point constitutes the set of the experiments to implement RSM. The differ-
ent assays are presented Table 2 in the form of coded and uncoded variables.

X1 (extraction temperature; 45, 60, 75°C), X2 (concentration of ethanol; 45–
70-95%v/v) and X3 (solvent-to-matter ratio; 10, 20, 30 mL/gBDM) are the indepen-
dent variables used to explain the responses Y1 (sinapine yield on the mustard bran
dry matter in g/gBDM) and Y2 (sinapine purity on the extract dry matter in %EDM).

The experimental data were fitted using a second-order polynomial (Eq. (3)):

Yq ¼ β0 þ
X3
i¼1

βi:Xi þ
X3
i¼1

βii:X
2
i þ

X X3
i< j¼1

βij:Xi:X j þ εq (3)

where Yq are the different responses (q = 1–2); β0, βi, βij, βii are the regression
coefficients for the mean, linear, interaction and quadratic terms respectively. Xi
and Xj are the independent variables. εq the residues between the observed and the
predicted values.

3.3.5 Run the experiments

This step corresponds to data collection. Assays can be performed in random
order. The material and methods of analysis were briefly introduced. More details
can be found in Reungoat et al. (2020) [1].

3.3.6 Development and validation of the model

Once the data has been collected, they are processed by a software to generate a
model and indicators that allow its quality to be assessed (fit to the data, ability to

Assay X1 X2 X3 T(°C) E (%v/v) S/M (mL/gBDM)

1 �1 �1 �1 45 45 10

2 +1 �1 �1 75 45 10

3 �1 +1 �1 45 95 10

4 +1 +1 �1 75 95 10

5 �1 �1 +1 45 45 30

6 +1 �1 +1 75 45 30

7 �1 +1 +1 45 95 30

8 +1 +1 +1 75 95 30

9 �1 0 0 45 70 20

10 +1 0 0 75 70 20

11 0 �1 0 60 45 20

12 0 +1 0 60 95 20

13 0 0 �1 60 70 10

14 0 0 +1 60 70 30

15 0 0 0 60 70 20

16 0 0 0 60 70 20

17 0 0 0 60 70 20

Table 2.
CCF experimental design.

204

Response Surface Methodology in Engineering Science



predict). The software used to carry out our case study is the commercial software
MODDE v.12.0 (Umetrics AB, Sweden).

First, it is necessary to determine whether the model should be reduced.
Reducing a model means removing variables whose coefficients are not significant.
Significance tests are carried out for this purpose. The p-values obtained indicate
whether the value of the coefficient can be considered equal to 0. In this case, the
factors are considered to have no effect on the response. Table 3 presents the scaled
and centered coefficients of the model associated with each term as well as the
results of the significance test for each coefficient.

The p-values in red in Table 3 indicate the significant coefficients and factors to
keep in the model.

3.3.6.1 Analysis of the prediction model of Y1

The significant coefficients are β0 (constant), β1 (T) and β22 (E*E). Since the
quadratic term E*E is significant, the variable E cannot be removed from the model.
Thus, the factors to keep are temperature and ethanol. The S/M ratio has no effect on
the sinapine yield. The data must be reprocessed by the software keeping the vari-
ables T, E and E*E. New values are found for the coefficients of the reduced model.
Sinapine yield can be predicted according to Eq. (4) with unscaled coefficients.

Y1 ¼ �4:846þ 0:002 Tþ 0:376 E� 0:003 E ∗Eð Þ þ ε (4)

3.3.6.2 Analysis of the prediction model of Y2

The significant coefficients are β0 (constant), β1 (T), β2 (E), β3 (S/M), β23
(E*S/M) and β22 (E*E). Thus, all the factors should be kept. The data must be
processed by the software by keeping the variables T, E, S/M, E*S/M and E*E. New
values are found for the coefficients of the reduced model. Sinapine purity can be
predicted according to Eq. (5) with unscaled coefficients.

Y2 ¼ �6:452þ 0:010 T þ 0:174 Eþ 0:297 S=Mð Þ � 0:001 E ∗Eð Þ
� 0:003 S=M ∗ S=Mð Þ � 0:003 E ∗ S=Mð Þ þ ε (5)

Variables Coefficients scaled and centered Y1 Y2

Value p-value Value p-value

constant β0 8.398 < 0.001 3.491 < 0.001

T β1 0.622 <0.01 0.140 0.030

E β2 �0.038 0.755 0.353 <0.01

S/M β3 �0.021 0.863 �0.231 <0.01

T*E β12 0.098 0.382 0.010 0.817

T*S/M β13 0.227 0.070 �0.022 0.584

E*S/M β23 �0.037 0.745 �0.417 <0.001

T*T β11 �0.136 0.472 �0.061 0.473

E*E β22 �0.745 <0.01 �0.388 0.007

S/M*S/M β33 �0.258 0.194 �0.121 0.185

Table 3.
Values of the model coefficients and the p-values of their significance tests.
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Secondly, the indicators calculated on each reduced model are interpreted to
assess whether the correlation between the model and the experimental data is
acceptable and whether these models can be considered as good prediction tools.
These indicators are presented in Table 4.

The coefficients of determination being close to 1, the reduced models have a good
accuracy in their prediction. The values of the adjusted coefficients of determination
are high enough to suggest a satisfactory correlation between the values predicted by
the model and the values observed by the experiments. The p-values obtained by the
ANOVA on the model regression are less than 0.01% which validates the models
obtained. The condition number determines the correct orthogonality of the two
models because it does not exceed 10. Each model reproducibility is also excellent
with a value close to 1. All these statistical parameters indicate that the relationships
between the variables and the responses are well described by the models.

3.3.7 Determination of the optima and validation of the model

In order to determine the optimal operating conditions for each response, the 3D
response surfaces will be plotted. In a second time, the software optimizer tool
based on the Nelder–Mead simplex method was implemented to obtain the optimal
operating conditions. Figure 2 presents the evolution of Y1 according to the extrac-
tion temperature, the ethanol concentration for a solid-to-matter ratio of 10 mL/g.

Indicators Reduced model (Y1) Reduced model (Y2)

R2 0.90 0.97

R2 adj 0.86 0.94

Model regression (p value) 0.00003 0.00002

Reproducibility 0.98 0.99

Condition number 2.88 4.67

Table 4.
Indicators to assess the fit and quality of reduced models.

Figure 2.
3D response surface for a solid-to-matter ratio of 10 mL/g. for Y1.
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Variations of the sinapine yield from 5.3 to 8.9 mg/gBDM were found among the
17 experiments of the CCF design.

As can be seen on Figure 2, the sinapine yield evolves in a parabolic shape. This
can be explained by a strong influence of the quadratic term of the ethanol concen-
tration. The maximum sinapine yield is achieved in the range 65–80% ethanol. The
extraction temperature has a positive effect on the sinapine yield as observed in
Figure 2 with the inclination of the response surface towards the high temperature
zone.

The optimal operating conditions determined for Y1 by the software MODDE
are 70% ethanol, 75°C.

An experimental sinapine yield of 8.8 � 0.1 mg/g was achieved under these
conditions.

Figure 3 presents the evolution of Y2 according to the extraction temperature,
the ethanol concentration for a solid-to-matter ratio of 10 mL/gBDM.

Variations of the sinapine purity from 1.4%EDM and 4.4%EDM were found among
the 17 experiments of the CCF design.

For a ratio of 20, the response surface is flat. Quadratic terms have little influ-
ence. The extract, containing the most sinapine compared to other extracted sol-
utes, is obtained for a maximum temperature and ethanol concentration. This may
be due to low solubility of proteins, sugars and minerals in ethanol compared to
sinapine. However, an increase of the solvent-to-matter ratio increases the solubil-
ity of those impurities and decreases the sinapine purity in the extract.

The optimal operating conditions determined for Y2 by the software MODDE
are 100% ethanol, 75°C and, 10 mL/gBDM. An experimental sinapine purity of
4.4 � 0.1% EDM was achieved under these conditions.

Since the two optima are not the same, it will be necessary to find the operating
conditions allowing to maximize the two responses at the same time. Figure 4
presents the response surfaces for Y1 and Y2 on the same graph.

The MODDE software has determined that the optimal operating conditions that
will provide the highest yield of sinapine while maintaining high purity, are 83%
ethanol, 75°C, and 10 mL/gBDM. An experimental sinapine yield of 8.0 � 0.1 mg/g
was obtained under these conditions with a purity of 4.2 � 0.1% EDM.

Figure 3.
3D response surface for a solid-to-matter ratio of 10 mL/gBDM. For Y2.
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The last step to be carried out is the validation of the models on new experi-
ments. For this, experiments were realized in duplicate under optimal conditions
corresponding to the maximization of Y1 and for the compromise between Y1 and
Y2. Student’s tests were performed to determine if the predicted values given by the
models can be considered equivalent to the observed values. The results are shown
in Table 5.

Experimental values correspond to predicted values since p-value>0.05. Thus,
models developed by RSM are validated and can be used as prediction tool.

4. Conclusions

Concerning the extraction of sinapine from mustard bran, a CCF design was
used to optimize the extraction process. A total of 17 experiments including a
repetition at the central point constituted the set of the experiments to implement
the RSM.

Two prediction models have thus been developed. These models have been
validated, making it possible to predict the yield and the purity of sinapine from the

Figure 4.
3D response surface for a solid-to-matter ratio of 10 mL/gBDM for Y1 and Y2.

S/M (10 mL/gBDM) Predicted values Observed values p-value (Student-tests)

Sinapine yield (mg/gBDM)

70% EtOH, 75°C 8.7 � 0.2 mg/g 8.8 � 0.1 mg/g 0.26

83% EtOH, 75°C 8.2 � 0.2 mg/g 8.0 � 0.1 mg/g 0.11

Sinapine purity (%EDM)

70% EtOH, 75°C 3.6 � 0.7% 3.5 � 0.2% 0.43

83% EtOH, 75°C 4.0 � 0.7% 4.2 � 0.1% 0.30

Table 5.
Validation of the models by performing student tests between predicted and observed values.
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operating conditions of the extraction process (extraction temperature, ethanol
concentration and solvent-to-matter ratio).

An optimal sinapine content of 8.8 � 0.1 mg/g was obtained at 75°C, 70%
ethanol and 10 mL/gBDM whereas an optimal purity of sinapine in the extract
(4.2 � 0.1% EDM) was achieved under different operating conditions (75°C,100%
ethanol and 10 mL/gBDM).

Wishing to situate us as close as possible to the 2 optima, the MODDE software
determined that the most appropriate operating conditions were 75°C, 83% ethanol
and 10 mL/gBDM. The loss in yield and purity remains low since the sinapine yield of
8.0 � 0.1 mg/g and a purity of 4.0 � 0.1% EDM are obtained.

The use of rigorous mathematical tools for optimization in process engineering
remains under-exploited as we have shown for the extraction of phenolic com-
pounds from Brassica. To remedy this, a generalization of the learning and use of
experimental designs in universities and in the research community should be put
in place. This is to encourage experimenters to optimize their process in a structured
way rather than using OFAT approaches which seem easy to understand at first
glance, but which may prevent the full exploitation of the information provided by
the experiments. The case study, presented here, illustrated the potential in terms of
process optimization using RSM.
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Nomenclature

AA Antioxidant activity
ASE Accelerated solvent extraction
BB Box–Behnken
CC Central Composite
CCF Central Composite Face Centered
CSE Conventional Solvent Extraction
E Ethanol concentration
MAE Microwave-accelerated extraction
PCs Phenolic compounds
PEF Pulsed electric field
S/M Solvent to Matter ratio
T Temperature
TAA Total Antioxidant Activity
TPA Total of Phenolic Acids
TPC Total Phenol Content
UAE Ultrasound-accelerated extraction
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Chapter 12

Practicing Response Surface 
Designs in Textile Engineering: 
Yarn Breaking Strength Exercise
Nefise Gönül Şengöz

Abstract

Predicting properties of end product from known properties of raw material 
is an important part of quality control in manufacturing. Main concept in this 
research is to reach a specified property of end product from known properties of 
raw material by attaining response surface designs with feasible region. The Ne20–
19.21 T/inch yarn breaking strength (response, desired value 450 cNs) is acquired 
from cotton fiber properties (variables). The relationship between response and 
variables are obtained in response surface drawings and contour plots. The area 
showing the desired value in contour plots are colored in lilac and are intersected to 
obtain the feasible regions. By reading backwards from the feasible region bor-
ders, the variable value ranges are reached which will give the desired value of the 
response is obtained. When this information to start the yarn production is ready, 
the cotton lots containing these fiber property value ranges will be bought or from 
raw material in hand we will be read which yarn breaking strength will occur at 
the end of production. It was concluded that response surface designs with feasible 
region are quick, practical, and effective tools, provide valuable results, contribute a 
lot to quality control, and are beneficial in textile quality control.

Keywords: design of experiments, response surface design, feasible region,  
central composite design (CCD), textile, yarn, fiber, breaking strength

1. Introduction

Textile engineering comprises manufacturing of apparel and home textiles used 
in daily life together with technical textiles. Nevertheless which kind of textile it 
is, from the point of view of textile production, quality control is very important 
in entire of them. The product has to possess properties in accordance to the areas 
where that textile product will be used and have to be welcomed by the people using 
them. In order to end up with a textile product with the properties preferred in the 
area of its usage, at the very beginning, the raw material chosen has to conform such 
properties to achieve the preferred properties at the end product. Quality control is 
performed in raw material, in every step of production downstream, and in the end 
product to guarantee the preferred properties of the end product keeping them in 
tolerances via various statistical methods. It should also be indicated here that qual-
ity control gained more importance in due time with the shortage of raw material, 
and lowering the costs because of high competitiveness in the market.
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To succeed the end product to own the preferred properties, the properties of 
the raw material and the semi-products, production steps and machine setting 
are all very important and needs to be known in detail since they totally affect the 
properties of the end product. On the other hand, many research is practiced in 
textile engineering to predict the preferred properties of the end product from 
the known properties of the raw material and semi-products in the production 
downstream. The known properties are generally called variables and the predicted 
property is called a response(s) (Figure 1). Many distinct evaluative quality control 
tools in graphical, statistical, mathematical, and simulation methods are developed 
to investigate the relationships between variables and response(s). To name a few of 
these methods are histograms, data charts, analysis of variance, regression, cor-
relation, control charts, artificial neural networks, discriminant analysis, principal 
component analysis, varimax, design of experiments, etc.

The statistical method Design of Experiments (DoE) evaluates the variable 
data which affects the response data by taking into consideration the variations in 
the variable data assuming to reflect the variation in the response data. Multiple 
variables can be worked and their effects on the response are obtained together with 
the important interactions between the variables. The purpose in using DoE is to 
determine the optimum variable values for the examined response. With the key 
concepts blocking, randomization and replication, DoE can reach the response in 
less time and is less costly in material and energy consumption, ensures quality in 
the product and reduces the need for inspection in quality control. DoE are expressed 
by particular subgroups like screening designs, and response surface designs, full 
factorial designs, fractional factorial designs, optimal designs, latin hypercube 
designs, quasi-random designs, mixture designs, discrete choice designs, space-fill-
ing designs, nonlinear designs, Taguchi designs, and augmented designs. Response 
surface design is applied in this research [1–10].

Response Surface Designs are a set of advanced DoE techniques in which the cause-
and-effect relationships between known variables and response(s) are searched by a 
series of designed experiments to attain an optimized response(s) for robust manu-
facturing conditions. This modeling and analysis of problems method was introduced 
by George E. P. Box and K. B. Wilson in 1951 or around. Response surface designs are 
available for continuous factors, cover second-degree polynomial models, and conse-
quently provide approximation, easy estimation and application even when variable 
data is small. There are two main types of response surface designs, Central Composite 
Designs (CCD) and Box–Behnken Designs. In this research, CCD is preferred because 
they can fit a full quadratic model, they are usually used when the plan of the design 
is appropriate for sequential experimentation, and they imply information from a 
factorial experiment. They have 5 levels/factor and they can include runs when all the 
variables are at their extreme settings [4, 5, 11–14].

If the response is “y” and variables are “x1”, “x2”, …, “xk” and deviation is “e”, 
then the response is generally expressed by Eq. (1):

Figure 1. 
Variables to response(s).
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 ( )1 2 ky f x ,,x ,, x e= … +  (1)

A linear model with two variables can be written as Eq. (2):

 0 1 1 2 2 12 1 2Y X X X X e= + + + +β β β β  (2)

where; Y is the response for X1 and X2 variables, X1X2 term for interaction between 
X1 and X2, β’s for regression coefficients, β0 for the response of Y when both vari-
ables are zero; e is the experimental error; and for three variables (Eq. (3)):

 
0 1 1 2 2 3 3 12 1 2 13 1 3

23 2 3 123 1 2 3

Y X X X X X X X
X X X X X e

= + + + + +
+ + +
β β β β β β
β β  (3)

where; Y is the response for X1, X2, and X3 variables, k(k-1)/2 = 3*2/2 = 3 two-way 
interaction terms and 1 three-way interaction term, and β0 for the response of Y 
when all variables are zero. When the data are analyzed, all the unknown β parame-
ters are calculated and the coefficients of the X terms are tested to determine which 
ones are significantly different from zero; response surface designs are usually 
approximated by a second-order regression model because the higher-order effects 
are usually unimportant. A second-order regression model (full quadratic) for k 
number of variables for central composite design (CCD) can be written as Eq. (4):

 
2 2 2 2

0 1 1 11 1

12 1 2 1, 1

k k kk k

k k k k

Y X X X X
X X X X− −

= + +… +… +…
+ +…
β β β β β
β β  (4)

where; Y is the response for k number of variables, does not include three-way 
interaction terms but adds three more terms to the linear model, which are: 
β11X21 + β22X22 + β33X23 It should be noted that a full model contains many interac-
tion terms of X2’s but in general these terms are not included and most DoE soft 
wares remove them out of the model; the quadratic terms model the curvatures 
in the response which is mapping a region of a response surface indicating how 
changes in variables affect a response variable; allows the levels of variables that 
optimize a response variable; and, determines the operating conditions to produce 
the product with preferred properties [3, 15–19].

The visual outputs of response surface designs are curved response surface 
drawings (Figure 2) and contour plots (Figure 3). They contribute to better 
interpretation of the behavior of the response and to clearly notice the conditions 
around the optimum response. Contour lines show the similar heights of x1-x2 
couples at the same response value. In a response surface design study, both the 
response surface drawing and the contour lines support to understand the trend of a 
response in different values of variables effecting it.

A further approach to response surface designs is the feasible region.. If there are 
more than one response, then the different response surface drawings are put on top 
of each other and their intersection area is the feasible region which optimizes both 
response variable’s values as seen in Figure 4. In this research, feasible regions are 
studied from another point of view where different contour plots of variable couples 
are superposed to provide the response value range covering them all. The variables’ 
values are read backwards from the feasible region to reach the desired response. 
The variable values guarantee the desired response at the end of the production. So, 
the concept explained above to start with raw material possessing properties which 
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will end up with the desired property will be succeeded. This overall information 
demonstrates that response surface designs are quick, practical, and effective tools 
for both manufacturing and quality control. Response surface designs are used in 
many industries like mechanical, automotive, medical, chemical, electronics, etc., 
but very few in textile engineering, and none in textile quality control, except our 

Figure 2. 
Example of curved response surface drawing [13].

Figure 3. 
Example of contour lines [25].

Figure 4. 
Feasible region to optimize two response variable’s values [25].
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previously published article, where response surface design with feasible region was 
applied to yarn irregularity property, now it is applied to yarn breaking strength 
property [5, 20–25].

2. Material and method

Textile production downstream mainly consists of fibers, yarns, fabrics, and 
confection; finishing may well be in every step. Fibers may be natural (cotton, wool, 
etc.) (Figures 5-7) or man-made (polyester, polyamide, etc.) (Figure 8) and have 
properties like length, fineness, breaking strength and breaking elongation, elasticity, 
maturity, regain, trash, oil content, color, static electricity, etc. Yarns may be spun from 
one kind of fiber, being 100% or blends of different fibers, may be spun in different 
techniques (ring, Open-End, etc.) (Figure 9) and have properties like count (in Ne, 
tex, etc. units) and twist (in T/inch or T/m unit) which are adjusted on the spinning 
machine, and breaking strength and breaking elongation, elasticity, abrasion resis-
tance, moist content, oil content, irregularity, hairiness, static electricity, etc. which are 
outcomes relative to various variables. To provide a short information, some properties 
mentioned above are specified here: Yarn irregularity is a measure of deviation of 
fibers’ orientation in the yarn from the orientation in the ideal yarn, which is expressed 
as the mean linear irregularity (U% unit) or coefficient of variation of the yarn mass 
(CVm% unit). Breaking strength for fibers and yarns is the maximum tensile force 
measured during the strength test which is expressed as BForce in cNs unit. Yarn 

Figure 5. 
Cotton boll [26].

Figure 6. 
Cotton fiber [27].
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Figure 7. 
Wool fiber [28].

Figure 8. 
Polyester fiber [29].

Figure 9. 
Ring spinning technique of yarns [30].
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breakages have many different causes like raw material, machine settings, climate 
conditions, human factors, etc., so it needs to be known before starting the production.

In this research, response surface designs with feasible region are applied to yarn 
breaking strength data which are considered as the response and fiber properties 
forming the same yarn are considered as the variables. The data for yarn breaking 
strength and fiber properties are real production data obtained from a company 
producing 100% cotton yarn in Uşak-Turkey. The fiber properties are fineness/micro-
naire index (Mic), maturity index (Mat), length (Len), fiber length uniformity index 
(Unf), short fiber index (SFI), fiber breaking strength (Str), fiber breaking elonga-
tion (Elg), moisture content (Moist), reflectance (Rd), yellowness (b), trash count 
(Tr_Cnt) and trash % area (Tr_Area), being twelve different ones. The lower the 
micronaire index (Mic) value the fibers are fine, the higher the Mic value the fibers are 
coarse. The higher the maturity index (Mat) value the cotton fibers constitute more 
cellulose layers in their cross-section. The higher the fiber length uniformity index 
(Unf) value the length distribution of the fibers in a lot are close to each other, in 
other words, the length difference is small. The lower the short fiber index (SFI) value 
the fiber lot contains less amount of short fibers. The higher the yellowness (b) value 
the cotton fibers are more mature. The trash count (Tr_Cnt) is the amount of trash 
counted on the measuring screen and is proportional with the lot, the trash % area 
(Tr_Area) is the area of the measuring screen the trash occupies and is proportional 
with the lot. In both Tr_Cnt and Tr_Area, and the rest length (Len), fiber breaking 
strength (Str), fiber breaking elongation (Elg), moisture content (Moist) and reflec-
tance (Rd) the higher values indicate that property possesses high results in the tests.

The tests to obtain fiber property values were carried out in Uster®HVI Spectrum 
apparatus (Figure 10) in 20 ± 2 °C, 65 ± 2% relative humidity standard atmospheric 
conditions in the laboratory of the factory. The cotton fiber lots are from Adana region 
in Turkey. The production downstream is blowroom, carding, I.drawing, II.drawing, 
roving and ring spinning machines The yarn is 100% cotton, carded, ring spun, count 
Ne20, twist 19,21 turns per inch (T/inch), and in bobbin form. The yarn properties 
are irregularity (%U, %CVm), imperfections (Thin50, Thick50, Neps200), hairiness 
(H), yarn breaking strength (BForce), yarn breaking elongation (Elongation), tenasity 
(Rkm), work to break (Bwork), etc. The tests to obtain yarn breaking strength values 
were carried out in Uster Tensorapid 3 apparatus (Figure 11) which is used in the regu-
lar measurements of the factory. In this apparatus, breaking strength (BForce) in cNs 
unit, breaking strength (Tenacity) in cN/tex (Rkm) unit, breaking elongation (Elong) 
in %, and work to break (BWork) in cN.cm unit were also obtained but the yarn 
breaking strength (BForce) in cNs is processed with 114 repeats in this research. Yarn 
breaking strength testing is given in Figure 12 and a yarn at break is seen in Figure 13.

Figure 10. 
Uster®HVI Spectrum apparatus [31].
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Similar data of fibers and yarn was used in our previous research [25] where 
the yarn irregularity property in U% unit was studied via response surface designs 
with feasible region, but in this research yarn breaking strength property is studıed 
which is different from our former article.

Figure 11. 
Uster Tensorapid 3 apparatus [32].

Figure 12. 
Yarn breaking strength testing [33].

Figure 13. 
A yarn at break [34].
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The values for twelve fiber properties mentioned above consist of 98 different 
lots in bales with 5 repeats each. In this research, values in means are processed in 
order to get rid of the small differences between the lots, not to decline the power of 
response surfaces. The overall means, standard deviations and constant of varia-
tions are given in Table 1.

The values for yarn breaking strength consists of 30 lots in bobbin form with 10 
repeats each. The values in means are also processed in order to get rid of the small 
differences between the lots, not to decline the power of response surfaces. The 
overall means, standard deviations and constant of variations are given in Table 2. 
Yarns given in Table 2 are produced from the fibers given in Table 1 in the factory 
from which the real production data are obtained.

The response (BForce of %100 cotton carded yarn) and variables (cotton fiber 
properties) are summerized in Table 3.

To elaborate the response and the variables considered for the experiments, they 
are implemented to Figure 1 as seen in Figure 14. The main goal is to predict a prop-
erty of the end-product (response) from the known properties of the raw material 
(variables), where in this research yarn breaking strength (BForce, marked bold) 
is the response and the fiber properties are the variables. This information will help 
the manufacturer to be aware of what will be reached at the end-product with the 
known properties of the raw material before starting production, so will conduct 
the factory more efficiently.

Response surface designs with feasible region which are regarded as satisfactory 
tools in textile quality control are applied in MINITAB program with central composite 

Response Variables

BForce Mic Mat Len Unf SFI Elg Rd. b Tr_Cnt Tr_Area Str Moist 

Table 3. 
Summary of the Response and the Variables.

Figure 14. 
Implemented variables to response(s).
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design (CCD) method to obtain the relationship between the response (BForce) and 
the variables (fiber properties). The response is located in the Z axis, one variable 
(Mic) in the X axis and another variable in the Y axis, the variable in the Y axis being a 
different one every time. Eleven combinations of response surface drawings in 3D and 
contour plots are obtained and the combinations are listed in Table 4.

The area in the contour plots conforming greater than 450 cNs are colored in 
lilac and afterwards, the colored contour plots are put on top of each other by one 

Response 
Z axis

X axis variable versus 
Y axis variable being a 
different one every time

BForce Mic - Mat Mic - Len Mic - Unf Mic - SFI

Mic - Elg Mic - Rd Mic - b (Seven 
combinations)

Mic - Tr_Cnt Mic - Tr_Area Mic - Str

Mic - Moist (Four 
combinations)

Totally eleven combinations

Table 4. 
Combinations for response surface drawings and contour plots.

Figure 15. 
The flow chart of the steps of the experimental study followed.
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by in PHOTOSHOP program and the intersection of the lilac colored areas are noted 
as the intersection of the desired areas, where finally the borders of the feasible 
region is acquired and it is painted in red color. The feasible region is where the same 
greater than 450 cNs BForce (yarn breaking strength) values’ areas are found for 
the most number of combinations because two feasible regions formed: One for the 
seven combinations in Table 4 and the other for the four combinations in the same 
table. By reading backwards from the feasible regions to the BForce response in the 
response surface drawings and contour plots, the value range of the fiber properties 
which conform the yarn breaking strength higher than 450 cNs BForce values are 
determined adequately. The same study can be done for other yarn properties, say in 
a computer program for example, and all of their combination would give the fiber 
properties suitable for the desired yarn properties required in the end product.

A visual observation always provides better knowledge about a process [21, 35, 36]. 
To accentuate the concept of this research, the steps of the experimental study fol-
lowed is summerized as a flow chart in Figure 15.

3. Results and discussion

The results of response surface designs, applied to yarn breaking strength and 
the properties of fibers forming the same yarns, which consists of response surface 
drawings, contour plots, lilac colored contour plots, and feasible regions are given in 
this section and are discussed.

Yarn breaking strength (BForce) is taken as the response and response surface 
design with feasible region is applied as variables of cotton fiber properties which 
are fineness/micronaire index (Mic), maturity index (Mat), length (Len), fiber 
length uniformity index (Unf), short fiber index (SFI), fiber breaking strength 
(Str), fiber breaking elongation (Elg), moisture content (Moist), reflectance (Rd), 
yellowness (b), trash count (Tr_Cnt) and trash % area (Tr_Area). Eleven combina-
tions formed which are Mic-Mat, Mic-Len, Mic-Unf, Mic-SFI, Mic-Str, Mic-Elg, 
Mic-Moist, Mic-Rd, Mic-b, Mic-Tr_Cnt, and Mic-Tr_Area. Response surface 
drawings (Figures 16 and 17 I. Colomns) and contour plots (Figures 16 and 17 II. 
Colomns) are obtained for all eleven combinations.

In the contour plots, the different shades between contour lines implicate differ-
ent value ranges for yarn breaking strength (Figures 16 and 17 II. Colomns) and it 
is noticed that all the eleven combinations have an area of contour line conforming 
yarn breaking strength higher than 450 cNs except combinations for Mic-Mat and 
Mic-Elg. being 448 cNs. Since the difference is small and the t-test gave p = 0,741 
meaning the difference is insignificant, the desired yarn breaking strength value 
(response BForce) is taken as greater than 450 cNs for the response surface design 
with feasible region in this research. The condition of being 450 cNs is also tested 
with the mean value for BForce being 442,747 cNs in Table 2 which creates a normal 
distribution curve. p = 0,155 is obtained which is statistically insignificant and also 
proves that the data used is distributing normal.

In Figure 16, the response surface drawings in the I. Colomn, the contour plots 
in the II. Colomn, and the lilac colored contour plots in the III. Colomn are given for 
the seven combinations of eleven ones which are Mat, Len, Unf, SFI, Elg, Rd., and b 
versus Mic. In Figure 17, the response surface drawings in the I. Colomn, the contour 
plots in the II. Colomn, and the lilac colored contour plots in the III. Colomn are given 
for the four combinations of eleven ones which are Tr_Cnt, Tr_Area, Str, and Moist 
versus Mic. In Figure 18, the feasible region acquired by superposing the lilac colored 
contour plots in Figure 16 III. Colomn is seen in red color, and, in Figure 19, the 
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Figure 16. 
BForce as response and Mic, Mat, Len, Unf, SFI, Elg, Rd., and b as variables, seven combinations.
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Figure 17. 
BForce as response and Mic, Mat, Tr_Cnt, Tr_Area, Str, and Moist as variables, four combinations.

Figure 18. 
Feasible region for BForce as response of seven combinations.
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feasible region acquired by superposing the lilac colored contour plots in Figure 17 III. 
Colomn is seen in red color, both conforming yarn breaking strength higher than 450 
cNs. Two feasible regions formed because when all the colored contour plots were put 
on top of each other there occurred to be two regions. To get a better understanding of 
the feasible regions, they are separated into two figures.

Examining the I. Colomns of Figures 16 and 17, it can be discussed that the 
behavior of each eleven combination is different from each other. This means each 
fiber property has a different influence on the yarn breaking strength, while one has 
an increasing impact at its high values the other possesses a decreasing one or increas-
ing impact at both high and low values the other a decreasing one. General speaking; 
the curvature of response surface looks downwards in five combinations which 
are Mic-Mat, Mic-b, Mic-Tr_Cnt, Mic-Tr_Area, and Mic-Str, while upward looking 
curvature of response surfaces are in six combinations which are Mic-Len, Mic-Unf, 
Mic-SFI, Mic-Elg, Mic-Rd, and Mic-Moist. The downwards looking curvatures indi-
cate high values of yarn breaking strength at their top sections, the upwards looking 
curvatures indicate high values of yarn breaking strength at their side sections. The 
relationship between the fiber properties outgiving downwards and upwards curva-
tures needs to be discussed. The downwards curvatures come from fiber properties 
fineness, maturity index, yellowness, fiber breaking strength, trash count, and trash 
% area. The first four properties are dependent on agricultural factors so it is reason-
able to behave similar in their curvatures. The last two properties are dependent 
on harvesting factors and they also behave the same as agricultural factors. The 
relationship between the agricultural factors and the harvesting factors is another 
aspect of investigation aroused in this research. The upwards curvatures come from 
fiber properties fineness, length, fiber length uniformity index, short fiber index, 
fiber breaking elongation, reflectance, and moisture content. All properties except 
moisture content are dependent on agricultural factors so it is reasonable to behave 
similar in their curvatures. However, the opposite curvature behavior than the down-
wards curvature needs to be investigated. Moisture content property is dependent on 
storing and transporting factors. The relationship between the opposite observated 
agricultural factors and the storing and transporting factors is also another aspect of 
investigation. Another discussion of the response surface drawings is the attitude of 
the edges of the curvatures. The shape, length, height, inclination, and deflection 
of the curvatures seem to be important and should be evaluated. These arguments 
aroused in this research and will be analyzed in imminent investigations.

Figure 19. 
Feasible region for BForce as response of four combinations.
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Examining the II. Colomns of Figures 16 and 17, it can be discussed that these 
impacts can apparently be seen in different shades of color in which different yarn break-
ing strength values are specified. Considering both the response surface drawings and 
the contour plots, it is attained that yarn breaking strength is higher than 450 cNs when;

• Cotton fiber maturity (Mat) is inbetween 0,908–0,967 and cotton fiber fine-
ness (Mic) is less than 4,63; meaning that cotton fibers are mature and fine;

• Cotton fiber length (Len) starts to get longer than 30.02 mm and cotton fiber 
fineness is higher than 4,5, and, length starts to get shorter than 29,38 mm and 
fineness is less than 4,94; meaning that long and fine to coarse cotton fibers, 
and, short and fine cotton fibers have the similar impact on both sides;

• Cotton fiber lot uniformity (Unf) starts to increase at 87,2 and cotton fiber 
fineness is higher than 4,5, and, uniformity is less than 83,1 and fineness is less 
than 48,4; meaning that uniformity other than 83,1–87,2 range with fine to 
coarse cotton fibers have the similar impact on both sides;

• Cotton fiber lot short fiber index (SFI) is less than 7,0 and cotton fiber fineness 
is less than 5,25; meaning that cotton fiber lots should contain less short fibers 
and be fine;

• Cotton fiber elongation (Elg) is inbetween 9,1–10,9 and cotton fiber fineness is 
higher than 4,5; meaning that cotton fibers should elongate and be fine unless 
coarse as in the middle of the contour plot;

• Cotton fiber reflectance (Rd) starts to increase at 69,5 and less than 65,8 and cot-
ton fiber fineness is higher than 4,5; meaning that cotton fibers should possess 
reflectance other than 65,8–69,5 range and be fine unless coarse as in the middle;

• Cotton fiber yellowness (b) is other yellownesses that start to increase at 8,48 
and cotton fiber fineness is higher than 5,02; meaning that cotton fibers should 
be slightly yellow and fine to coarse;

• Cotton fiber lot trash count (Tr_Cnt) starts to increase at 68 and cotton fiber 
fineness is less than 4,87, and, trash count starts to decrease at 28 and fineness 
is higher than 4,98; meaning that trash count other than 28–68 range with fine 
and coarse cotton fibers, respectively, have the similar impact on both sides;

• Cotton fiber lot trash % area (Tr_Area) is higher than 1,4 and cotton fiber fine-
ness is less than 4,89; meaning that cotton fiber lots should contain rather high 
trash % area and be fine;

• Cotton fiber breaking strength (Str) starts to increase at 30.5 cNs and cotton 
fiber fineness is less than 4,69, and, fiber breaking strength starts to decrease 
at 27,8 cNs and fineness is higher than 5,21; meaning that strong and fine, and, 
less strong and coarse cotton fibers have the similar impact on both sides;

• Cotton fiber moisture content (Moist) starts to increase at 7,5 and cotton fiber 
fineness is less than 4,92, and, fiber moisture content starts to decrease at 6,76 
and fineness is higher than 4,8; meaning that normal to high moisture and 
fine cotton fibers, and, less moisture and coarse cotton fibers have the similar 
impact on both sides.
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The information the feasible regions provide is achieved by reading backwards 
from the feasible regions in Figures 18 and 19. For each variable (fiber properties), 
the feasible region borders are corresponded with that variable’s scale in the contour 
plots one by one and the value ranges of the variables are determined. The results are 
given in Table 5. Cotton fiber lots retaining fiber properties within these ranges will 
reach to yarn Ne20–19.21 T/inch having yarn breaking strength higher than 450 cNs.

The results obtained is discussed in two different points of view:

• In a factory where cotton Ne20–19.21 T/inch ring spun yarn is produced, cotton 
lots have to be supplied and then the fiber properties have to be tested and 
results obtained. Then, the new fiber property results have to be crosschecked 
with the fiber properties given in Table 5 and see if they fall in between 
these ranges. If they do, this means the Ne20–19.21 T/inch yarn which will 
be produced from those lots will possess a breaking strength higher than 450 
cNs. If some of them do not fall in between these limits, then we have to read 
backwards from Figure 18 or Figure 19 to figure out what the yarn breaking 
strength (BForce) will be in the new produced yarn;

• In a factory where cotton Ne20–19.21 T/inch ring spun yarn is produced, cotton lots 
will be ordered with the property value ranges in Table 5, and cotton bales possess-
ing these properties will be bought. In order to do so, there has to be a system in the 
country where every cotton bale will have its fiber property test results stuck on 
them in a central warehouse, so the sales of the bales will be according to the values 
in the factory’s order, the bales possessing these features will be chosen and sold to 
the factory. Furthermore, lots with much better fiber properties can be ordered.

In this research, one yarn property (breaking strength-BForce) is studied while 
yarn irregularity property (U%) was studied in our previous work [24, 37] however 
the same work can be done for different yarn properties such as tenacity (cN/tex; 
Rkm), breaking elongation (%), yarn irregularity (CVm%), hairiness (H Index), 
product of yarn count and tenacity multiplication (CSP), constant of variation of 
count (CVC%), constant of variation of twist (CVTwist%) constant of variation of 
tenacity (CVTenacity%), and imperfections (thin places, thick places, neps (piece/

Variable Range

From Figure 16 Mic 4,58 – 4,69

Mat 0,890 – 0,908

Len 27,5 – 28,25

Unf 81,5 – 82,9

SFI 5,5 – 6,41

Elg 8,83 – 9,42

Rd 64,17 – 66,2

b 6,88 – 7,4

From Figure 17 Tr_Cnt 68,9–100

Tr_Area 2,25 – 3,00

Str 31,22 – 34,00

Moist 8,18 – 9,5

Table 5. 
Range of fiber properties for reaching yarn Ne20–19.21 T/inch breaking strength higher than 450 cNs.
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km)), comparisons of these properties, ring and rotor yarns, fabric properties, 
different machine settings, etc. The variables can be chosen from the point of view of 
the important properties and it can be worked with less or more effecting variables to 
perform feasible regions. When choosing the effecting variables, the opposite can be 
done, so that the yarn properties can be the effecting variables, a fiber property may 
be the response variable, and the feasible regions can be accomplished vice versa, the 
concept being knowing what will be reached at the end before starting the produc-
tion, therefore the advantages of this work is obvious. The originality of this concept 
is that if all this work will be incorporated into a computer program for statistical 
quality control, then the same research will be done for every different yarn property 
and for every fiber lot arriving the factory. New feasible regions will occur in due 
time, when the factory will make different settings in machines or renew machines 
in production downstream they will compare the changes in the feasible regions and 
conclude if the new ones help for better or worse. The developed computer program 
can also be used in many different industrial applications which will yield to more 
developed evaluative comments for the feasible regions in due time.

4. Conclusions

In industry, it is important to predict a specific property of an end product from 
the known properties of raw material. There are many statistical methods for predic-
tion in literature but response surface designs with feasible region is not benefitted 
much, even it is an effective and versatile tool in prediction. In this research, the 
concept of using response surface designs with feasible region is accomplished in 
textile engineering quality control and is concluded that response surface designs 
with feasible region is important from the point that it is a quick, practical, and com-
prehensive tool for predicting properties of an end product from the raw material.

Yarn breaking strength property is studied by response surface designs with fea-
sible region and this property is predicted from the fiber properties, fibers the raw 
material forming the yarn. The data used in this research is obtained from a com-
pany producing 100% cotton yarn in Uşak-Turkey, the company bought the cotton 
lots from Adana-Turkey, and the company carries out these measurements regularly 
during their daily production, so the important point here is that real production 
data are used and is guaranteed that the results achieved from this research will be 
suitable for production.

MINITAB program is used obtain response surface drawings and contour plots 
where response is the 100% cotton yarn breaking strength (BForce) and the variables 
are cotton fiber properties, fineness/micronaire index (Mic), maturity index (Mat), 
length (Len), fiber length uniformity index (Unf), short fiber index (SFI), fiber break-
ing strength (Str), fiber breaking elongation (Elg), moisture content (Moist), reflec-
tance (Rd), yellowness (b), trash count (Tr_Cnt) and trash % area (Tr_Area), revealing 
the relationship between the yarn breaking strength and fiber properties, yarn in bobbin 
form. The desired value of yarn breaking strength is decided higher than 450 cNs. After 
obtaining the response surface drawings and contour plots, the areas in contour plots 
conforming desired values higher than 450 cNs were marked in lilac color, the colored 
contour plots were put on top on each other in PHOTOSHOP program, the intersecting 
area of gave the two feasible regions which are marked in red. Then, the borders of the 
feasible region is read backwards by corresponding the feasible region with that vari-
able’s scale in the contour plot for each different cotton fiber property. This procedure 
concludes the determination of the range of values of fiber properties which will reach 
to yarn Ne20–19.21 T/inch having the desired value higher than 450 cNs for the response 
yarn breaking strength.
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The behavior of the response surface drawings is different in each eleven combi-
nation. It is concluded that each fiber property has a different influence on the yarn 
breaking strength, such as, whilst one has an increasing impact at its high values 
the other possesses a decreasing one, or, increasing impact at both high and low 
values the other decreasing, naming them downwards and upwards looking cura-
vutures. Analyzing the downwards and upwards looking curvatures generally, it is 
concluded that fineness, maturity index, yellowness, fiber breaking strength, trash 
count, and trash % area have curvatures looking downwards, the first four being 
dependent on agricultural factors and the last two dependent on harvesting factors. 
Both agricultural and harvesting factors having similar effect on response, yarn 
breaking strength. On the other hand, fineness, length, fiber length uniformity 
index, short fiber index, fiber breaking elongation, reflectance, and moisture con-
tent have curvatures looking upwards, all except moisture content are dependent on 
agricultural factors, moisture content depends on storing and transporting factors. 
In this case both agricultural, and, storing and transporting factors having similar 
effect on response, yarn breaking strength. The reason why some conclude in down-
wards look and some conclude upwards look needs further research. Besides, the 
behavior of the edges of the curvatures such as their shape, length, height, inclina-
tion, and deflection are divergent and demand research in detail. Future research 
will be continued on the relationships between the agricultural, harvesting, storing, 
and transporting factors, the opposite manner of the curvatures, attitude of the 
edges of the curvatures, which all aroused in this research.

The information provided by the feasible region is evaluated in two different 
ways; first, the fiber property results of a new arriving cotton fiber lot to the fac-
tory can be compared with the value ranges of fiber properties achieved for yarn 
Ne20–19.21 T/inch yarn breaking strength higher than 450 cNs in this research and 
conclude if the desired value for yarn breaking strength will be achieved at the end 
of yarn production, conversely if the value ranges do not match, the new yarn break-
ing strength can also be determined by reading backwards from the feasible region; 
and the second, when ordering cotton fiber lots to the factory, to give the limits of 
cotton fiber properties and buy the cotton bales encompassing those values from a 
central warehouse, which needs a new system of cotton fiber trade in the country.

Response surface designs with feasible region serve to the main goal of predict-
ing a property of the end-product (response) from the known properties of the raw 
material (variables), where in this research 100% cotton yarn breaking strength 
(BForce) is exercised the response and the cotton fiber properties forming the yarn 
are the variables, in our previous research yarn irregularity property (U%) was exer-
cised. The information acquired by response surface designs with feasible region will 
help the manufacturer to be aware of what yarn breaking strength will be reached at 
the end-product with the known properties of the raw material cotton fibers while 
they are still in the bales before starting yarn production, so will run the factory 
more efficiently, will yeild less waste, will achieve less costs and higher profit, have 
better relationships with customers, will have positive effects on the economy of 
the country and the world. The same work can be done for all different properties 
of textiles where the variables can be chosen from the point of what is aimed at the 
end products, being responses. Further work will be done to achieve these goals, also 
by chosing different desired values. On the other hand, working response surface 
designs in textile engineering quality control is an original concept, and will be 
incorporated into a computer program for statistical quality control, and this will 
give the opportunity to get response surface drawings and contour plots and feasible 
regions for every different yarn property and for every fiber lot arriving the factory, 
as well as in different fields of textiles, leading to standardization at the far end, also 
to be convenient to be utilized in many different industry branches.
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Chapter 13

Application of Response Surface 
Methodology in Food Process 
Modeling and Optimization
Solomon Worku Kidane

Abstract

Modeling and optimization is an important task in food manufacturing. It 
enables one to understand and describe processes which in turn help establish 
quantified relationship between input and output variables. Modeling and optimi-
zation help to make informed decision on a process with the objective of improv-
ing efficiency and minimizing cost while maintaining quality. Response surface 
Methodology (RSM) has been employed in modeling and optimizing several food 
processing operations including baking, cooking, roasting, drying, extrusion, fer-
mentation and many others. Moreover, RSM has been extensively used in product 
formulation and ingredient optimization. This chapter describes the application 
of RSM in food process modeling and optimization. The steps to be followed, the 
experimental designs that can be used and the interpretation of response surfaces 
developed are described. Moreover, selected application of RSM in food process 
modeling and optimization are reviewed and presented.

Keywords: Food process modeling, optimization, response surface

1. Introduction

Improving system performance without increasing cost of production and 
process time while maintaining the required quality attributes is the main objective 
of food processing and manufacturing. Finding the optimum processing condition 
and recipe (formulation) for food products of high quality and high marketability 
is paramount importance for successful product. The method used for coming up 
optimal processing condition and combination of ingredients with the best output 
is called optimization [1, 2]. Modeling precedes optimization and helps establish a 
quantitative relationship between independent and dependent/response variables. 
In the food industry, models are used for exactly the same purpose as in the scien-
tific world. They help practitioners and scientists to think about processes that are 
too complicated to understand in every detail [3].

Modeling and optimization of processes including food processes has been done 
through focussing on the effect of changes in one parameter on a response keeping all 
other factors constant. This is called one-variable-at-a-time technique [4–6]. The major 
limitation of this method is that the interactive effects among the variables are not 
accounted for and there is a lack of explanation of the complete effect of the factors on 
the response or an overview of the variables’ behavior within the entire experimental 
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space. Moreover, one-variable-at-a-time method increases the number of experimental 
runs required to conduct the research, which eventually leads to increased cost and 
time to do the research [4, 5, 7]. In order to address this limitation, optimization studies 
should be conducted by applying procedures like response surface methodology 
(RSM) where multiple factors are considered at a time. RSM has been found to be an 
effective method for food product modeling and optimization [2, 5, 8].

RSM is a collection of statistical and mathematical techniques useful for devel-
oping, improving, and optimizing processes. It also has important applications 
in the design, development, and formulation of new products as well as in the 
improvement of existing product designs [2, 5, 8, 9]. The most extensive applica-
tions of RSM are in the industrial world, including the food industry, particularly 
in situations where multiple input variables potentially influence the quality 
characteristics of the product or the process. RSM has been extensively used in 
modeling and optimizing food processing operations and formulation of products. 
Major food process operations like drying, extrusion, fermentation, baking and 
cooking operations have been modeled and optimized using RSM [1–5]. Moreover, 
food product formulations and product design and development has been carried 
out using RSM [1, 2, 5]. Several experimental designs including factorial designs, 
central composite design with its variants, D-optimal design, and mixture designs 
have been used with RSM [5, 7].

Besides analyzing the effects of the independent variables, RSM generates an 
empirical model which describes the process under study. The term Response Surface 
Methodology was derived from the graphical view created after fitting the math-
ematical model [1, 2, 5, 7]. The objectives of this chapter were to present a brief 
historical and theoretical overview of RSM, describe its application in food process 
modeling and optimization and product formulation, highlight interpretation of 
response surfaces and graphical optimization techniques (overlay plots) and review 
previous works where RSM has been used. Moreover, in this chapter the steps to 
model and optimize food processes and formulations using RSM are presented and 
different experimental designs used in RSM are also described.

2. Theory and steps in carrying out RSM

Though RSM was developed in the 1950s, its application in food process opera-
tions began in 1960s [2, 7]. The RSM’s major advantage is generating large amount 
of information from a reduced number of experimental runs that are required to 
evaluate multiple parameters and their interactions [6]. The relationship between 
the independent variables and the response can be represented by Eq. (1) [1]

 ( )1 2 3 ny x , x , x xf= + ε  (1)

where y is the response, f is the unknown function of response, x1, x2, … xn 
denote the independent variables and n is the number of independent variables, 
ε is error that represents other sources of variability which is not explained by the 
mathematical relationship (by the function, f).

The modeling and optimization procedure using RSM is normally carried out in 
stages. Though different steps or stages are reported in literature, all the steps out-
lined in different literature have similarities or commonalities. The steps in general 
include (1) identification of independent variables and their levels, (2) selection 
of the experimental design, (3) selection of a regression model and prediction and 
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verification of model equation, (4) graphical presentation of the model equation 
and (5) prediction and determination of optimal operating conditions [1, 2, 6–8].

2.1  Selection/identification of key process or independent variables  
and their levels

Many factors often affect food manufacturing process, both recipe/ingredient 
related and process parameter related. The independent variables to be studied are 
selected based on experience, research results obtained from literature or preliminary 
experiments [5]. If there are too many variables involved, as is the case in most new 
food product development, screening procedure should be used to identify those that 
critically influence the responses of interest. Screening designs allow the researcher to 
look at the effects of several variables each of which takes on two levels with less num-
ber of runs [5, 7]. Those significant variables are then selected for further optimization. 
Screening designs like Plackett-Burman and Saturated fractional factorial designs are 
commonly used in food processing and formulation [2, 10]. Some specifically designed 
preliminary experiments are conducted using screening designs and they enable the 
food researcher to estimate the effect of each factor and to select the most significant 
and critical variables from the potential variables with minimum experimental efforts.

2.2 Selection of the experimental design

An important aspect in applying RSM is the design of experiments. After selection 
of the food quality attributes of interest (response) and identifying the significant 
independent variables, the next step of statistical food product design and develop-
ment is to design an appropriate experiment. Some computer packages offer optimal 
designs based on the special criteria and input from the user. These designs differ from 
one an other with respect to their selection of experimental points, number of runs and 
blocks. The 3n factorial, the central composite design (CCD), the Box–Behnken Design 
(BBD), the D-optimal designs (constrained designs) and mixture designs are com-
monly used in RSM [2, 5, 11, 12]. The following sections introduce the designs briefly.

2.2.1 Full factorial (3n factorial design)

A 3n factorial design is suitable for supporting the building of a quadratic model, 
if there are less than four significant variables (n ≤ 4) selected for modeling in 
the food systems and chemical processes [6]. A 3n experimental design supplies 3n 
degrees of freedom, in which one is fixed for determining the total average value β0 
(constant term) in the model. The remaining (3n - 1) degrees of freedom then allow 
estimation and calculation of the effects of each factor, the interactions between 
and among factors, and the curvature in the system. A 3n factorial design is con-
structed by the combination of all the possible test levels of each variable. It can be 
divided into four subgroups: a 2n factorial plan with 2n trials, 2n central points of all 
the surfaces, border middle points and one central point (in practice, this should be 
repeatedly performed) (Table 1 and Figure 1) [2, 9].

2.2.2 Central composite designs (CCD)

The Central Composite Designs (CCD) is the foundation of the RSM and is 
popularly used to estimate parameters of a full second-degree model in all scientific 
research areas [2, 5, 9]. One of the advantages of CCD is its efficiency with respect 
to the smaller number of runs required with each factor having 3 or 5 levels (Table 1  
and Figure 2) [13]. The other advantage of CCD is that it can be constructed in 
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Figure 1. 
Graphical presentation of 3n factorial design (the dots are the design/experimental points) [6].

Run no. 33 factorial design Central composite design Box–Behnken design

X1 X2 X3 X1 X2 X3 X1 X2 X3

1 0 −1 0 −1 −1 1 0 1 −1

2 1 1 0 −1 −1 −1 0 −1 1

3 1 0 0 −1 1 −1 −1 0 1

4 1 −1 1 1 1 1 0 1 1

5 −1 1 0 1 −1 −1 1 0 −1

6 0 1 0 1 1 −1 −1 −1 0

7 1 1 1 1 −1 1 1 1 0

8 −1 −1 −1 −1 1 1 −1 0 −1

9 1 0 −1 0 0 +α 0 −1 −1

10 0 0 −1 0 -α 0 1 −1 0

11 0 0 1 -α 0 0 −1 1 0

12 1 −1 0 +α 0 0 1 0 1

13 −1 1 −1 0 +α 0 0 0 0

14 1 1 −1 0 0 -α

15 0 1 −1 0 0 0

16 0 1 1

17 −1 −1 1

18 1 −1 −1

19 −1 0 −1

20 0 −1 1

21 −1 0 1

22 −1 1 1

23 −1 0 0

24 −1 −1 0

25 1 0 1

26 0 −1 −1

27 0 0 0

Table 1. 
Number of runs for designs with three factors used in RSM.
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a sequential program of experimentation by building onto information gathered 
previously from a 2n factorial design. If a linear model based on a 2n factorial design 
turns out to be insignificant, then some extra trials can be designed, according to 
the principles of a CCD, to repair the model. All these data will be used to build a 
quadratic model. This is also known as the build-up principle of the CCD. Normally, 
a quadratic model would meet the needs for accuracy in practical product develop-
ment and process modeling [6, 8, 9].

2.2.3 Box-Behnken design

The Box–Behnken Design (BBD) comprises a specific subset of the factorial 
combinations from the 3n factorial design. These designs are formed by combining 
2n factorials with incomplete block designs [2]. The resulting designs are usually 
very efficient in terms of the number of required runs, and they are either rotatable 
or nearly rotatable [13]. In addition, in a BBD, the experimental points are situ-
ated on a hypersphere equally distant from the central point (Figure 3) (Table 1). 
Applying this design is popular in food processes due to its economical design. BBD 
is appropriate to evaluate interaction between factors and especially to study pro-
cesses without extreme points (where high levels of factors involved in the process 
is difficult to implement) such as high temperature and pressure next to each other 
[2, 9]. Several studies employed BBD to optimize food process operations.

Figure 2. 
Graphical presentation of central composite design for two factors (a) and three factors (b) [6] ((•)points of 
factorial design; (°) axial points; (□) centre points).

Figure 3. 
Graphical presentation of the Box–Behnken design for three factors [6].
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2.2.4 D-Optimal design (constrained designs)

The factorial designs are not always applicable for some food processes because 
of functional or technical restriction. At times there are combinations of some fac-
tor levels that are not practically possible to conduct the experiment. Examples of 
such are combinations of high levels of all the factors or low levels of all the factors 
in a given experiment. For example, in a roasting operation combining the highest 
temperature and the longest time may result in a product that is over roasted which 
is not fit for sensory evaluation whereas the high temperature can be combined with 
other shorter roasting times. Every trial under factorial design must be performed 
and the trial number increases rapidly beyond affordable limit when the number of 
factors increase. On the other hand, though CCD offers a smaller number of trials, 
it requires the exact setting of the test levels at the defined values and cannot be 
changed or is not flexible to handle constraints. D-optimal design was developed to 
overcome these shortcomings or exclude practically unsound scenarios [6, 13]. In 
D-optimal design, the test level of each variable can be selected flexibly and a vari-
able can be tested at as many levels as the researcher wants. The number of levels 
of the different factors can be different or same. D-optimal designs are computer-
generated. “D-optimal” means that these designs are selected from the list of valid 
candidate runs that provide as much orthogonality between the columns of the 
design matrix as possible. D-optimal designs have been used in optimizing food 
ingredients (D-optimal mixture designs) and process conditions [12, 14–16].

2.3 Selection of a regression model, prediction and model verification

Building a model is one of the most important steps in food process and product 
design. After the experiments have been conducted and the data collected, the 
intended model is fitted to the data by using regression analysis least square mini-
mization technique. The two important criteria for selecting a usable and precise 
model from the alternative equations are: the model with the highest precision for 
accurate application and the model with the simplest form for easy application [5]. 
Polynomials have been used extensively in empirical modeling of chemical, bio-
logical, and food research systems. They provide a simple curvilinear relationship 
between a number of variables, possess a clearly defined optimum, and use simple 
computational algorithms by using the least square minimization method for 
estimation of the model coefficients in the model. Low-degree polynomials, such 
as a first-degree polynomial with interaction terms or a quadratic polynomial, are 
the most appropriate models to adequately describe food processes [1, 2, 5, 8]. The 
second order model can be written as follows [2, 5]:

 2
0

1 2 1

n n n

j j jk j k jj j
j j k j

Y X X X Xβ β β β
= < = =

= + + +∑ ∑ ∑  (2)

where β0, βj, βjj and βjk are regression coefficients for intercept, linear, qua-
dratic and interaction terms respectively and Xj, and Xk, are coded independent 
variables.

Following the estimation of regression coefficients, the estimated response 
could be estimated/predicted using the model equation. Moreover, one must check 
whether the model adequately describes the relationship between the depen-
dent and the response variables, i.e., fits well to the experimental data. Several 
techniques could be used to check the adequacy of the developed model. These 
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techniques include residual analysis, prediction error sum of squares (PRESS) 
residuals, and testing of the lack of fit. The overall predictive capability of the 
model is commonly explained by the coefficient of determination (R2). However, R2 
alone is not a measure of the model’s accuracy. R2 indicates the percentage of vari-
ability in the response explained by the changes in the independent variables [9].

2.4 Graphical presentation of the model equation

Model building is not the only and ultimate objective of food process and product 
design. The interest of food product and process designers focus on the effect of 
different factors on the quality attributes. The question usually is which variables 
and in which ranges have significant effects on specific quality attributes or response 
variables. The other question could be under what conditions should food be processed 
to get a pre-defined quality attribute. Only a significant and precise model can supply 
reliable and essential information for the food researcher. Generally, two approaches 
are used to extract this information from the model: the graphical and numerical 
method. The predictive models are used to generate contours and response surfaces 
within the experimental range [13]. The response surface plot is the theoretical 
three-dimensional plot (3D surface) showing the relationship between the response 
and the independent variables (Figures 4a and 5a). The two-dimensional display 
of the surface plot is called contour plot (Figures 4b and 5b). In the contour plot, 
lines of constant response are drawn in the plane of the independent variables. It is a 
two-dimensional screen of the surface plot, in which, ranges of constant dependent 
variables is drawn in the plane of the independent variables. Indeed, the contour plots 
improve the researcher’s understanding of the shape of a responses surface [1, 2, 9].

Proper interpretation of contour plots is an important part of the optimiza-
tion exercise. When the contour plot displays ellipses or circles, the centre of the 
system refers to a point of maximum (Figure 4) or minimum (Figure 5). response. 
Sometimes, contour plot may display hyperbolic or parabolic system of the con-
tours. In this case, the stationary point is called a saddle point and it is neither a 
maximum nor a minimum point (Figure 6). These plots give useful information 
about the model fitted but they may not represent the true behavior of the system. It 
is important to keep in mind that the contours or the 3D surfaces represent contours 
or surfaces of estimated response and the general nature of the system that arises as 
a result of a fitted model, not the true structure [1, 5, 8].

Figure 4. 
Graphical presentation of 3D surface (a) and contour plot (b) where there is a maximum response.
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2.5 Prediction and determination of optimal operating conditions

Prediction of food quality attributes enables the researcher to estimate the 
response variable given the independent variables in the experimental region where 
no trials have been conducted. Prediction also helps in calculating the possible inde-
pendent variables for a given response value. Apart from prediction, researchers are 
also interested in optimization which is an important step in statistical food process 
and product design. Optimization gives more detailed information about the level 
combinations of the independent variables that will result in optimum food quality 
attributes. This information from the optimization is reliable only if the model built 
is significant and adequately describes the relationship between the independent 
and the response variables.

In food and beverages, the researcher must often deal with multiple quality attri-
butes (physicochemical properties and sensory attributes) as desirable responses. 
There are several aspects that complicate the process of choosing a best alternative 

Figure 5. 
Graphical presentation of 3D surface (a) and contour plot (b) where there is a minimum response.

Figure 6. 
Graphical presentation of 3D surface (a) and contour plot (b) where there is a saddle point point (no 
maximum and no minimum).
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when considering multiple attributes to the decision-making. There are almost 
no perfect practical decisions where it is possible to get the optimal result for each 
response or criterion in a single choice. Therefore, for most situations, it is necessary 
to make trade-offs between the different objectives among the quality attributes. 
As a result, optimizing based on multiple objectives should provide mechanisms 
for incorporating the experimenter’s priorities and preferences [9]. An optimum 
product may be achieved with different combinations of levels of the variables. 
The optimal levels of the independent variables that give the ‘best’ product can be 
determined using numerical and graphical techniques [5, 13].

2.5.1 Numerical optimization

The numerical method is most universal optimization approach. Though it 
cannot show overall (visual) information about the system, it performs compli-
cated mathematical optimizations and gives specific combinations of levels of the 
independent variables that gives the best result. The minimum or maximum point 
of a second order equation is the point where the first derivative of the function is 
equated to zero [1, 2]:

 ( ) 2 2
1 2 0 1 1 2 2 11 1 22 2 12 1 2If ,y f x x x x x x x xβ β β β β β= = + + + + +  (3)

The maximum or minimum point is found by equating the partial derivative 
of the polynomial equation (Eq. (3)) with respect to the independent variables as 
shown in Eqs. (4) and (5) [1, 2]:
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The partial derivatives equated to zero are solved to find the values of x1 and x2. 
The values of x1 and x2 determined are the coded values of the independent vari-
ables that give the maximum or minimum value of the response.

Food processors and developers usually are interested in optimization of mul-
tiple responses simultaneously. A common approach to optimize multiple responses 
is to use simultaneous optimization technique which makes use of desirability func-
tion. The desirability function approach is one of the most widely used methods in 
industry for the optimization of multiple-response processes. The general approach 
is first to convert each response yi into desirability function di that varies over the 
range 0 to 1 [13]. If the objective or target T for the response Y is a maximum value, 
the individual desirability functions are structured as (Eq. (6)) [9, 13]:

 

0
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r
Y L

Y Ld L Y U
T L

Y T

<
 − = ≤ ≤ − 
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If the target T for response y is minimum the individual desirability functions 
are structured as (Eq. (7)):
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where r is weight, L is lower value and U is upper value. Then, for m 
responses, the design variables are chosen to maximize the overall desirability D 
(Eq. (8)) [9, 13]

 ( )
1

1 2 3
m

mD d d d d= × ×   (8)

2.5.2 Graphical optimization

Graphical optimization is preferred when the process variables are few. In 
graphical optimization the contour plots for each response are superimposed 
(overlayed) to obtain an overlay plot [9, 13]. Figure 7 shows an overlay plot for the 
two responses plots (contour plots). These are contours for which desired values 
for response 3 ranges from 65 to 68 units and the desired values for response 4 
ranges from 98 to 110 units. These ranges of the two responses were judged to be 
acceptable. If these ranges represent important attributes that must be met by the 
process, the shaded portion of the overlay plot (Figure 7) indicates that there are a 
number of combinations of factor A and factor B that result in a satisfactory process 
and a food product that meets the targeted objectives. The experimenter has the 
opportunity to visually examine the overlay plot to determine appropriate operating 
conditions, and select a region that is most desirable given other practical consider-
ations are feasible. According to the overlay plot (Figure 7) ranges of factor A and B 
that give best results are from about 61.5 to 69 and from 22 to 25 units, respectively.

Figure 7. 
Overaly plot of two responses (response 3 and 4).
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When there are more than three independent variables, overlaying (superimpos-
ing) contour plots becomes difficult because the contour plot is two dimensional, 
and n - 2 of the independent variables have to be held constant to construct the 
overlay plot. Often a lot of trial and error is required to determine which factors to 
hold constant and what levels to select to obtain the best view of the surface [9].

3. Case study of roasting process

3.1 The process and variables

In coffee roasting operation roasting time and temperature are critical param-
eters in terms of affecting the quality of roasted beans and the quality of the brewed 
coffee. In this case study roasting time ranging from 20 min to 40 min and roasting 
temperature ranging from 160–200°C were used. An experiment was designed 
using Design-expert (Version 13). Central Composite Design was used with the lev-
els (low, middle, upper and star levels) as indicated in the table below (Table 2) and 
a total of 13 runs were generated. The response variables studied are acceptability 
tests in terms of color, aroma, flavor, taste and overall acceptability measured using 
a 9-point hedonic scale ranging from “1 = Dislike extremely” and “9 = like extremely”.

3.2 Data analysis and interpretation of response surface

Polynomial equations were fitted to the data and response surfaces were gener-
ated for each response variable as presented in the Figure 8a–e. All the sensory 
attributes increase with increase in roasting time and temperature followed by 
a decrease in the sensory attributes of the brewed coffee as roasting time and 
temperature increased further. Such responses are naturally expected because 
short roasting time and low roasting temperature result in under-roasted beans 
which influence the acceptability scores negatively. Similarly, longer roasting time 
combined with high roasting temperature may result in over-roasted beans which 
definitely affect the acceptability score of brewed coffee adversely [17].

3.3 Graphical and numerical optimization

Graphical optimization gives an overview or range of operating conditions 
which results in all the response variables to be within the desired value. To 
determine a region for optimal roasting time and temperature aimed at obtaining 
an acceptable product in terms of color, flavor, aroma, taste, and overall accept-
ability, the contour plots of the five responses are superimposed to come up with an 
overlay plot (Figure 8f). This optimum region provides the coordinates of possible 
optimal levels of roasting time and temperature. The criteria for the optimal region 
were test score between 7 (like moderately) to 9 (like extremely) for each attribute. 
Thus, roasting temperature ranging from 169–188°C and roasting time of 27 min 
to 36 min could be used to obtain an acceptable brewed coffee. Using the criteria 

Factors Coded levels

−1.414(−α) −1 0 1 +1.414(+α)

Temperature (°C) 151.7 160 180 200 208.28

Time (min) 15.87 20 30 40 44.14

Table 2. 
Actual and coded values of factor levels.



Response Surface Methodology in Engineering Science

250

of maximizing all the sensory attributes, best results were obtained using roasting 
time of 30 min and roasting temperature of 177°C with a desirability value of 0.694.

4.  Selected applications of RSM in the food process modeling and 
optimization

4.1 Application RSM in optimizing baked products

Baking is a method of preparing food that uses dry heat, typically in an oven. 
Several studies have been conducted to optimize the baking conditions including 

Figure 8. 
Response surface of the different quality atributes (a–e) of brewed coffee as a function of coffee bean roasting 
time and temperature and (f) overlay plot.
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baking temperature and time and the ingredients used to come up an acceptable 
product. Some of the studies include the effect of inulin on textural and sensory 
characteristics of sorghum based high fiber biscuits using response surface 
methodology [18], effect of different ingredients on the mixing and fermentation 
times required [19], the effect of the interaction of red rice flour and the microbial 
transglutaminase enzyme in the production of prebiotic gluten-free breads [20], the 
effect of hydroxypropylmethyl cellulose, yeast β-glucan, and whey protein levels 
[21], the effect of whole oat flour, maltodextrin and isomalt on textural and sensory 
characteristics of biscuits, optimization of composite flour biscuits [22], gluten-free 
bread fortified with soy flour and dry milk [23], enzymatic treatment using RSM 
on the quality of bread flour [24] and many others have been reported in litera-
ture. These and other studies on baking process used RSM to model and optimize 
baking processes. Full factorial designs, CCD, BBD were among the experimental 
designs used.

4.2 Application of RSM in optimization of cooking and roasting parameters

Thermal processes like cooking and roasting are commonly used food pro-
cessing unit operations. Critically important in these operations is finding the 
optimal combinations of the operating conditions. RSM has been extensively 
and successfully used to optimize the process parameters. Some of such studies 
are optimization of cooking protocol for rice bean to improve the efficiency of 
conventional process [25], of high-pressure processing of black tiger shrimp 
(Penaeus monodon) [26], process optimization for high-pressure process-
ing of black tiger shrimp (Penaeus monodon) [27], development of sensory 
acceptable, low-salt, shelf-stable frankfurters [28], optimization of the effect 
of frying temperature, and frying time on some physicochemical, textural, and 
sensory properties of wheat chips [29], optimization of initial water content, 
saturated steam pressure and processing time for roasted chick pea [30], 
optimization of microwave roasting of peanuts [31], optimization of leavened 
dough sunflower oil frying process conditions [32], optimization of roasting 
time and temperature of coffee beans [17] have been studied are reported. RSM 
experimental designs and numerical and graphical optimization were used in 
the studies.

4.3 Application of RSM in formulation of products

One important area in in food processing is development of new formula-
tion for products using various ingredients. Deciding on the relative proportion 
of the ingredients calls for application of scientific procedure or experimental 
design. RSM has been effectively used to optimize ingredients or raw materi-
als. Such studies include wheat dextrin yoghurt formulation [33], fat-reduced 
ice cream formulation employing inulin as fat replacer [34], the effect of 
Homogenized Infant Foods [35], optimization of honey, vinegar and tomato 
powder to make sweet and sour chicken meat spread [36], optimization of 
inulin, cocoa powder, and sucrose to develop a dessert made with soymilk [37], 
optimization of a stable palatable oil-in-water emulsion made with soy protein 
and red guava juice [38] and optimisation of soy protein and pink guava juice to 
develop soy-based desserts [39].

Special designs for formulation studies called mixture designs have been widely 
used together with RSM to deal with food formulation related problems. Some 
studies reported are optimization of pasteurized milk with soymilk powder and 
mulberry leaf tea using user defined mixture design [40], optimization of diverse 
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chloride salts on the growth parameters of L. pentosus using D-optimal mixture 
design [12], optimization of natural fermentative medium for selenium-enriched 
yeast by D-optimal mixture design [14], optimization of wheat, sprouted mung 
bean and sorghum composite flour bread using D-optimal mixture design [16], 
optimization of blending ration of three different fruits in jam making using 
augmented simplex mixture design [15], optimization of sugar, peanut and choco-
late using constrained mixture design to develop chocolate peanut spread [41] and 
formulation of yoghurt using augmented simplex-centroid mixture design [42], 
were reported in literature.

4.4 Application in RSM in drying, extrusion and fermentation processes

Some common operations in the food industry like extrusion, drying, fer-
mentation etc. have been successfully modeled and optimized. Development of 
functional yoghurt via soluble fiber fortification [43], optimization of ripening 
temperature, ripening time, the level of rennet on the quality of cheese [44], 
bleaching condition on soyabean oil [45] has been performed using RSM. The 
effect of stevia and inulin on physicochemical and rheological properties of 
mango nectar [46], optimization of high-pressure process to extend shelf life of 
apple juice [47], Optimizing the thermal assisted high-pressure process param-
eters for a sugarcane based mixed beverage [48], optimization of ultrasonication 
parameters on chemical and microbiological properties of sour cherry juice [49] 
has be done using RSM,

Some examples of optimization fermentation process using RSM are the effect 
of fermentation conditions on the phytochemical composition, sensory qualities 
and antioxidant activity of green tea infusion [50], the effect of steaming time 
(20–50 min) and fermentation time (12–48 hr) [51]. Drying operations have also 
been modeled and optimized using RSM which included optimization of drying 
conditions on the quality of fruit cubes [52], the effect of spray drying condition on 
the quality of apricot juice powder [53] the effect of hot air and microwave drying 
condition [54].

Extrusion is a versatile operation in the production of wide range of extruded 
products and extraction. Extrusion conditions like temperature, feed moisture 
content and screw speed are the dominate parameters and are extensively stud-
ies. Studies in extrusion using RSM included optimization extrusion conditions 
of soybean flour and achda [55], antinutritional factors and protein and starch 
digestibility of lentil splits [56] optimization of carrot pomace powder [57], and 
physical and functional properties of extruded snack foods [58]. The effect of 
banana peel and rice bran extrusion for value addition has also reported [59]. 
Optimization of extraction conditions for extraction of olive oil [60], flavonoids 
from shallot skin [61], and phenolic compounds from fruits [62] using RSM have 
also been reported.

5. Conclusion

Response surface methodology has been extensively and effectively used to 
model and optimize food processes. It is important to follow the steps and use 
proper experimental designs in order to obtain valid results. Modeling and opti-
mization of both processing conditions and of ingredients in food formulations 
has been done widely by applying RSM. The advancement in statistical packages to 
design experiments and analyze data has contributed immensely in statistical and 
computer-aided food product design.
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