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Preface

Energy systems throughout the world are in a period of rapid change. 
Unfortunately, energy systems are a major contributor to gaseous emissions through 
the combustion of fossil fuels. Levels of greenhouse gases in the atmosphere must 
be controlled if climate change is to be mitigated. Almost one billion people are 
without any access to electricity and many more have a power supply that is fre-
quently interrupted, often for hours at a time. Any discussion of energy systems 
must address more than electricity with the energy required for heating and trans-
port exceeding that used for generating electricity in many countries. It is estimated 
that around three billion people do not have access to clean energy for cooking and 
rely on open fires and traditional biomass, with damaging consequences for their 
health and the local ecosystems.

When public supplies of gas and electricity gas were first introduced more than 100 
years ago, town gas was made from coal in local gasworks and electricity was gener-
ated in small power stations that served only a few square kilometres. The operation 
and management of these historic local energy systems was the responsibility of the 
local town or city council. Over time and as the technology improved, larger and 
more powerful electricity-generating stations and sources of gas were needed, and 
interconnected gas and electricity pipe and cable networks now cover large areas 
of many countries. The local gasworks were shut down and replaced with supplies 
of natural gas piped from remote gas wells and electricity generating stations were 
moved out of the cities to allow larger generators to be used and to improve urban 
air quality. The concept of having large central power stations located far away from 
centres of population and a strong transmission grid together with extensive dis-
tribution networks has dominated electricity supply since 1950. A similar approach 
has been adopted for the supply of gas. Bulk supplies of natural gas are transported 
by pipeline or in ships, and high-pressure transmission pipes feed lower-pressure 
distribution networks. Large organisations are needed to manage and finance these 
large complex systems and thus strong gas and electricity utilities, often publicly 
owned, have emerged.

Over the last 10–15 years, the possibility of reverting, at least in part, to smaller, 
local energy systems has become an important topic of research in many countries. 
This change of emphasis has been driven by multiple factors, including technical, 
financial, and societal pressures. These pressures vary country by country but are 
already changing the ways that energy consumers behave and how energy grids are 
developed and managed. 

In a low-carbon energy system, electricity generation relies increasingly on renew-
able energy sources, particularly the sun and wind. These energy sources are diffuse 
and dispersed over wide areas, and the wind turbines or solar PV systems are con-
nected to the local distribution networks to collect the power. Renewable sources 
of energy are only generated when the sun or the wind are suitable and thus do not 
have the important attribute of fossil fuels of naturally storing large quantities of 
energy in chemical form. The demand and supply of an electricity system must 
always balance, and for an electricity system powered by renewables, this is a major 



Preface

Energy systems throughout the world are in a period of rapid change. 
Unfortunately, energy systems are a major contributor to gaseous emissions through 
the combustion of fossil fuels. Levels of greenhouse gases in the atmosphere must 
be controlled if climate change is to be mitigated. Almost one billion people are 
without any access to electricity and many more have a power supply that is fre-
quently interrupted, often for hours at a time. Any discussion of energy systems 
must address more than electricity with the energy required for heating and trans-
port exceeding that used for generating electricity in many countries. It is estimated 
that around three billion people do not have access to clean energy for cooking and 
rely on open fires and traditional biomass, with damaging consequences for their 
health and the local ecosystems.

When public supplies of gas and electricity gas were first introduced more than 100 
years ago, town gas was made from coal in local gasworks and electricity was gener-
ated in small power stations that served only a few square kilometres. The operation 
and management of these historic local energy systems was the responsibility of the 
local town or city council. Over time and as the technology improved, larger and 
more powerful electricity-generating stations and sources of gas were needed, and 
interconnected gas and electricity pipe and cable networks now cover large areas 
of many countries. The local gasworks were shut down and replaced with supplies 
of natural gas piped from remote gas wells and electricity generating stations were 
moved out of the cities to allow larger generators to be used and to improve urban 
air quality. The concept of having large central power stations located far away from 
centres of population and a strong transmission grid together with extensive dis-
tribution networks has dominated electricity supply since 1950. A similar approach 
has been adopted for the supply of gas. Bulk supplies of natural gas are transported 
by pipeline or in ships, and high-pressure transmission pipes feed lower-pressure 
distribution networks. Large organisations are needed to manage and finance these 
large complex systems and thus strong gas and electricity utilities, often publicly 
owned, have emerged.

Over the last 10–15 years, the possibility of reverting, at least in part, to smaller, 
local energy systems has become an important topic of research in many countries. 
This change of emphasis has been driven by multiple factors, including technical, 
financial, and societal pressures. These pressures vary country by country but are 
already changing the ways that energy consumers behave and how energy grids are 
developed and managed. 

In a low-carbon energy system, electricity generation relies increasingly on renew-
able energy sources, particularly the sun and wind. These energy sources are diffuse 
and dispersed over wide areas, and the wind turbines or solar PV systems are con-
nected to the local distribution networks to collect the power. Renewable sources 
of energy are only generated when the sun or the wind are suitable and thus do not 
have the important attribute of fossil fuels of naturally storing large quantities of 
energy in chemical form. The demand and supply of an electricity system must 
always balance, and for an electricity system powered by renewables, this is a major 



challenge. The cost of battery energy storage remains and so it is hard to see how 
costs of the transition to a low-carbon electricity system can be controlled unless 
customer load is closely integrated into its operation. The engagement of customers 
with their energy supply then becomes very important and helps explain the cur-
rent interest in microgrids and local energy systems. 

It is cheaper to store energy as heat or in compressed gas than as electricity, and the 
integration of heat and gas systems with electricity networks is a promising avenue 
of research. This is often described as providing flexibility to the electricity system 
and can be arranged conveniently at a local level. It is a key attribute of local energy 
systems.

The book describes recent research undertaken, mainly at Cardiff University, to 
address important topical questions of microgrids and local energy systems. It 
provides up-to-date, new information in an accessible form as well as comprehen-
sive references. 

The book is divided into two sections. The first section ”Microgrids” begins with a 
chapter reviewing the electrical protection of microgrids using several case stud-
ies. This chapter is followed by a study of the power converters used and the use of 
multi-objective optimization for the selection of component ratings. This section 
of the book concludes with a chapter on the use of peer-to-peer energy trading in 
microgrids and again uses case studies to demonstrate the techniques.

The second section of the book addresses local energy systems, including heat and 
gas networks as well as electrical systems. The first chapter in this section discusses 
district heating and cooling systems and their control. The second chapter in this 
section addresses the important question of energy storage. This is followed by a 
description of the local neighbourhood generators used to supplement the utility 
electricity supply in Iraq and some adjacent countries. A final chapter discusses 
regulatory impediments to micro-wind generation in the United States.

I express my sincere thanks to all the chapter authors, particularly the early career 
researchers who played such an important role in writing some chapters. I am also 
grateful to the staff at IntechOpen. 

Nick Jenkins
Department of Engineering,

Cardiff University,
Cardiff, UK
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Chapter 1

Protection of Microgrids
Janaka Ekanayake

Abstract

The concept of microgrids goes back to the early years of the electricity industry
although the systems then were not formally called microgrids. Today, two types of
microgrids can be seen: independent and grid connected. The protection requirement
of these two types differs as the protection needs of an independent microgrid are
intended for protecting components and systems within the microgrid, whereas a
grid connected microgrid demands both internal and external protection. The first
part of this chapter is dedicated to independent microgrids. How protection devices
such as residual current circuit breakers, miniature and moulded case circuit brea-
kers, and surge protective devices should be selected for an example microgrid is
discussed while referring to the relevant standards. In the next section, the protection
of a grid connected microgrid is discussed. Particularly, micro-source protection,
microgrid protection, loss of mains protection and fault ride-through requirements
are discussed while referring to two commonly used distributed generator connection
codes. An example with simulations carried out in the IPSA simulation platform was
used to explain different protection requirements and calculation procedures. Finally,
grounding requirements are discussed while referring to different interfacing trans-
former connections and voltage source inverter connections.

Keywords: microgrid, micro-sources, protection, grid connected, independent,
islanding

1. Introduction

Remote locations which are far from grid electricity and islands have developed
independent grids to supply power to the local populations. Even though they were
not formally called microgrids, they met most of the criteria for today’s microgrid
systems. With the advancement of renewable energy technologies and energy stor-
age, the concept of microgrid emerged mainly for grid connected systems that are
controlled and operated as a smaller grid.

WG6.22 of CIGRE [1] defines microgrids as “electricity distribution systems
containing loads and distributed energy resources (such as distributed generators,
storage devices, or controllable loads), that can be operated in a controlled, coordi-
nated way either while connected to the main power network or while isolated.” A
microgrid can offer a number of benefits to those connected to the microgrid as well
as to the local utility. As micro-sources are connected closer to loads, the distribu-
tion network losses are reduced considerably. The optimum use of Distributed
Energy Resources (DERs) within a microgrid further increases the efficiency of
their operation. Further, microgrid connected facilities can continue in operation
during a grid outage thus increasing the reliability and quality of supply. They can
relieve grid congestion and improve operation of the utility grid.
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Based on the purpose and regulatory regime in which they operate, microgrids
can be categorise as:

a. “Off-grid” or “independent” – a microgrid that is not connected to the utility
grid and serves a remote location or an island;

b. “Campus” or “Customer” – a microgrid connected to the local grid, supply
power to one or more premises, and maintain some level of service in
isolation from the grid; and

c. “Community” or “Utility” – a microgrid integrated into the utility network
serving multiple customers within a community.

In this chapter, for the purpose of protection, “independent” (category a) and
“grid-connected” (category b or c) will be used. When the microgrid is in “inde-
pendent”mode, its protection should disconnect the faulty portion of the microgrid
with minimum disruption to the loads connected to the microgrid. When a
microgrid is in the “grid connected” mode, it should protect microgrid components
when a fault is within the microgrid and isolate or provide fault ride through when a
fault is in the utility network to which it is connected. Further, the microgrid
protection should be coordinated with the utility network protection while having
minimum impact on network protection.

2. Fundamental requirements of protection of a microgrid

Protection is installed to detect fault occurrence and isolate the faulted equip-
ment. This is achieved by a fuse or a circuit breaker (CB). When using a fuse and/or
CB for protecting a circuit, the following should be considered:

• Selectivity or discrimination: This is the ability of the protection system to
disconnect only the faulted section of a plant and to leave the rest of the power
system operating.

• Stability: This refers to the requirement of a protection scheme not to operate
for remote or “out-of-zone” faults.

• Speed of operation: Fast protection reduces the risk of damage to plant and
personnel, but it is more difficult to make fast-acting protection stable for out-
of-zone faults and to provide correct discrimination.

• Sensitivity: This is the level of over-current at which the CB will operate.

• Main protection: This is the primary protection system on any circuit or item of
the plant.

• Backup protection: This protection is design to operate in the event of failure of
the main protection and to cover certain items of plant, which have a low
probability of failing. Backup protection is generally slower than main
protection and may isolate more than one circuit.

The example circuit shown in Figure 1 is used to describe the above in more
detail. For a fault at the location shown, it should be cleared by fuse F1 not by CB3.
This is called selectivity. F1 and CB3 should be able to discriminate whether the fault
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is in its jurisdiction or not. This jurisdiction (or region of operation) of a fuse or a CB
is called the zone of protection. CB3 should be able to detect that the fault shown in
the figure is out-of-zone. Further, CB3 should provide backup protection, in case F1
is unable to clear the fault.

3. Fault current contribution of different micro-sources and
implications for protection

Microgrids utilise hybrid energy sources consisting of renewable energy sources
and conventional power plants such as combined heat and power and diesel gensets.
In contrast, conventional power plants usually employ synchronous generators.

Figure 1.
Grid connected microgrid.
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During a fault, as shown in Figure 2, if the microgrid is connected to the utility grid,
then there will be fault currents from the utility grid and also from the
micro-sources (marked in red lines with arrows). In an independent microgrid that
is not connected to the utility grid then the only sources of fault current will be the
micro-sources.

Figure 2.
Fault current within a grid-connected microgrid.
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3.1 Fault current contribution from synchronous generators

The fault current contribution from a synchronous generator decreases expo-
nentially after the fault occurs and settles down to a steady-state level. The fault
current of a synchronous generator into a three-phase fault depends on the rotor
construction. For a cylindrical pole machine, the direct axis has the same value of
reactances as the quadrature axis and the fault current contribution to a three-phase
fault is usually described by an expression of the form [2–4]:

I tð Þ ¼ EF
1
X
þ 1

X0 �
1
X

� �
e�t=T0 þ 1

X00 �
1
X0

� �
e�t=T00

� �
cos ωtþ λð Þ � EF

X00 e
�t=Ta cos λð Þ

(1)

where.

X synchronous reactance

X0 transient reactance

X00 sub-transient reactance

EF pre-fault internal voltage

T0 transient short circuit time constant

T00 sub-transient short circuit time constant

Ta armature (dc) time constant

λ angle of the phase at time zero

ω system angular velocity

The armature time constant (Ta) is not a fixed value but depends on the location
of the fault. It is given by

Ta ¼ X00 þ Xeð Þ
ω Ra þ Reð Þ (2)

where.

Xe external reactance (to the fault)

Re external resistance (to the fault)

Ra armature resistance

The first three terms of Eq. (1) represent a symmetrical decaying ac fault current
and the fourth term a dc offset.

Table 1 shows the parameters of a large (GL) and a small (GS) synchronous
generator. The main difference is the resistance of GS is much higher than that of GL

and the time constants of GS is much lower than GL. For a three-phase fault at the
terminal of the machine, the armature time constant of GL is 163 ms and that of GS

is 5.9 ms. Figure 3 shows the envelope of the current immediately after the terminal
fault for both machines. As can be seen GS has a shorter transient compared to GL.
However, as GL is connected far away from the microgrid, its contribution for a
three-phase fault within the microgrid is much smaller and the presence of Re and
Xe minimises the armature time constant and the period of transient.
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During the fault, the generator terminal voltage decreases rapidly, and as the
field current is usually derived from the generator terminal, the field current also
decreases. This limited field current capability reduces the airgap flux thus reducing
the fault current contribution of the synchronous generator. The fault current will
fall to zero within a fraction of a second or within a few seconds at the most, thus
generator protection device such as a moulded case circuit breaker (MCCB) may
not detect the fault. This fault current without field forcing is shown by the red line
in Figure 4. For the correct operation of the protective devices, field forcing, which
is maintaining the field current throughout a fault condition, is often required. Fault
current with field forcing is shown by the blue line. Reference [6] highlights a
number of field forcing methods such as shaft mounted permanent magnet gener-
ator as a pilot exciter and auxiliary winding design that enables to obtain the field
current from both current and voltage of the generator.

3.2 Fault current contribution from asynchronous generators

Fixed speed wind farms and some small hydro plants employ asynchronous
(induction) generators as their power source. In these generators, the airgap flux is
formed by the induction effect, and when the stator supply is lost, the airgap flux
also diminishes. Therefore, as Figure 5 shows typical fault current shows a high
initial current and a rapid decay to zero. Eq. (3) is used to describe the fault current
contribution of an asynchronous generator to a three-phase fault at its terminals.

Parameter Larger generator (GL) Smaller generator (GS) [5]

Rated voltage 15 kV 400 V

Rated Apparent Power 21.4 MVA 16 kVA

Base impedance (Ω) 10.5 10

X (pu) 2.04 3.82

X0(pu) 0.36 0.26

X00(pu) 0.22 0.1

Ra(Ω) 0.045 0.54

Field Resistance (Ω) 0.18 9.79

T0 1.4 s 41 ms

T00 18 ms 6 ms

Table 1.
Comparison of parameters of a large and small synchronous generator.

Figure 3.
Fault current at the terminal of the synchronous generator. (a) for GL and (b) for GS.
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I tð Þ ¼ V1

X00 cos ωtþ λð Þe�t=T00 þ cos λð Þe�t=Ta

h i
(3)

where.

X″ ¼ X1 þ X0
2Xm

X0
2þXm

; T″ ¼ X″
ωR0

2
; Ta ¼ X″

ωR1
.

R1 is the stator resistance.

X0
2 and R0

2 are the stator referred rotor reactance and resistance.

Xm is the magnetising reactance.

V1 is the magnitude of the network voltage.

ω ¼ 1� sð Þωs ≈ωs (as s is very small).

Any external impedance involved must be added to the stator impedance.

3.3 Fault current contribution of converter connected sources

Solar plants and variable speed fully rated wind farms are interfaced to the
microgrid through a voltage source converter (VSC). The VSC effectively creates a
synthesised ac voltage behind an inductor. The VSC employs an inner control loop
which is usually a current controlled regulator. During a network fault, in between
the time of disconnecting the upstream protection and islanded detection of VSC, the
inner control loop of the VSC regulates the positive-sequence component of its output
current to a constant value. Therefore, most short circuit analysis platforms such as
ASPEN. CAPE, and ETAP model VSCs as a voltage controlled current source [7].

VSC usually employs Insulated-gate bipolar transistors (IGBTs) and these will be
damaged even when short duration high currents flow through them. When a

Figure 4.
Characteristic of the generator protection for terminal faults [6].
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transient current approaches a damaging level, the IGBTs are protected by control-
lers that turn off the IGBTs. Therefore, the fault current contribution from a con-
verter connected distributed generator is very low.

The VSC’s response to negative-sequence imbalance, such as a line-to-line or
line-to-ground fault, depends on the inverter’s control algorithms. Often the VSC
provides a constant positive sequence current with very little negative and zero
sequence current. This is shown in Figure 6, obtained from a line-to-ground fault
near a 2 kW solar PV plant (simulated using a MATLAB/SIMULINK model).

4. Protection of independent microgrids

4.1 Protection for safety

When designing and implementing an electrical installation of a microgrid, the
safety of the people or livestock occupying that buildings or houses connected to the

Figure 5.
Fault current of an induction generator with a three-phase fault at its terminals (phase shown with minimum
DC offset).

Figure 6.
The solar inverter fault current for a line-to-ground fault (fault is from 2 to 3 sec). (a) Inverter current (A) –
Top and terminal voltage (V) – Bottom of the faulty phase. (b) Inverter current (A) – Top and terminal
voltage (V) – Bottom of the healthy phase.
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microgrid, the safety of equipment connected to the microgrid, and the safety of the
electrical installation of the microgrid should be considered.

In order to provide protection against electric shock resulted from contact with a
conductor which forms part of a circuit and would be expected to be live, basic
protection such as the insulation of live parts, the provision of barriers, obstacles or
enclosures to prevent touching, and placing out of reach are commonly employed.

4.2 Over-current and short circuit protection

A protective device should automatically interrupt the supply to the line con-
ductor or equipment in the event of a fault. For automatic disconnection, a Residual
Current Device (RCD) such as a Residual Current operated Circuit Breaker (RCCB)
or an over-current protective device such as fuses, Miniature Circuit Breakers
(MCB), Moulded Case Circuit Breakers (MCCB) or Residual Current operated
Circuit Breaker with integral Over-current protection (RCBO) could be used.

4.2.1 Commonly used protective devices

4.2.1.1 Fuses

A High Breaking Capacity (HBC) or High Rupturing Capacity (HRC) fuse is
used to protect various equipment in a microgrid. When the fault current flows
through the fuse, it’s fuse wire heats up and melts. The time that corresponds to this
process is called pre-arcing time. Even if the fuse wire melts, the current continues
to flow in the form of an arc. That time is called the arcing time. In an HBC fuse in
order to quench the arc, a powered filling is used, as shown in Figure 7.

When selecting a fuse for microgrid equipment, two currents should be
considered:

• Rated current: The current that the fusing element can take without melting.

• Breaking capacity: The maximum current the fusing element can break
without any damage to the fuse.

Figure 8 shows the time-current characteristic of a fuse. As can be seen, the
operating time is inversely proportional to current.

4.2.1.2 Miniature circuit breakers (MCB)

An MCB has a magnetic coil and a bimetal strip (Figure 9). For a prolonged
over-load current, the bimetal strip starts bending and breaks the circuit after some
time. A magnetic coil is an instantaneous element that breaks the circuit immedi-
ately after a high current is detected. This acts on a short-circuit current.

Figure 7.
HBC fuse.
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Due to the presence of bi-metal strip and magnetic coil, an MCB shows two
different characteristics for over-load and short-circuit currents, as shown in
Figure 10. In that figure, the PQ characteristics are due to the bi-metal strip and the
QR characteristics are due to the magnetic coil.

4.2.1.3 Residual current devices

Residual current devices are used for rapid disconnection of the source of elec-
tricity. Their sensitivity can be 10, 30, 100 or 300 mA. Figure 11 shows part of the
operating mechanism in an RCCB. The current in the live wire passes through coil A
and that of neutral wire passes through coil B. If phase current and neutral currents
are equal, then the flux produced by coils A and B will cancel out. If an earth fault
occurs in part of the installation or a person or animal comes into contact with the
live wire, the current in one coil differs from that of the other. Then the flux of the
two coils will be out of balance resulting in a net magnetic flux in the toroid. This
resultant flux links with the fault detection coil and the emf induced will cause the
circuit breaker to break the circuit.

Figure 8.
Operating characteristic of a fuse.

Figure 9.
Open-up section of an MCB.
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4.2.1.4 Moulded case circuit breaker (MCCB)

Functionally an MCCB is very similar to an MCB, except the rated current and
breaking capacity is much higher. MCCBs are available in three types: Type B, C
and D. Type B is used when the power factor of the equipment being protected is
closer to 1. Type C is used for inductive loads and Type D is used for motor loads.
Figure 12 shows the symbol of an MCCB and its time-current characteristics. As
indicated in the symbol, the MCCB has a circuit breaking element ( ), a thermal
element for over-current protection ( ), and a magnetic element for short circuit
protection ( ). A modern MCCBs comes in various frame sizes, and the current a
frame can normally carry is the rated current of the MCCB.

4.2.2 Protection of solar plants

Figure 13 shows a typical medium-size solar PV plant. The dc circuits are
protected by array fuses, and string fuses and disconnectors. A string fuse with a
disconnector should be employed for each string. As the fuses used in the strings are
subjected to constant sun irradiance and high temperatures, they should be de-rated
in many applications by applying the temperature correction factor specified by the

Figure 10.
MCB characteristics.

Figure 11.
Simplified diagram of an RCCB.
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manufacturers. A PV array fuse is only required if there is another source of short
circuit current such as a battery system.

IEC 62548 [8] and IEC60364–7-712 [9] provide guidance for protection against
over-currents in solar plants. When there are more than two strings in a PV plant, a
fuse is required to protect a string from reverse currents due to a short circuit of
part of that string. The above IECs state that if Ns � 1ð Þ � ISC (where Ns is the
number of parallel strings and ISC is the short circuit current of a PV sub-array at
standard test conditions) is greater than the series fuse rating specified in the
manufacturer’s data sheet (as per IEC 61730–2 [10]), then string fuses should be
employed. String fuses should be selected such that 1:5� ISC < In < 2:4� ISC and
In ≤ string fuse rating (where In is the rating of the fuse).

4.2.3 Protection of wind power plants

The electrical protection of small wind turbine generators is addressed in
IEC61400–1 [11]. The wind turbine generator should have a disconnection switch

Figure 12.
Symbol of an MCCB and its time-current characteristics.

Figure 13.
Typical protection arrangement for a PV plant.
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and the rated current of fuses or the setting current of other over-current protective
devices such as MCB and MCCB should be selected as low as possible but adequate
for starting the wind turbine generator. Further, the rated short-circuit breaking
capacity should be at least equal to the prospective fault current at the point of
installation. The action of the bi-metallic strip in MCBs and MCCBs should intro-
duce a time delay that affords the generator time to start and settle into the normal
running current without unnecessary tripping.

4.3 Surge protection

Lightning or switching surges can enter into different expensive equipment in a
microgrid and destroy or cause it to mal-function. To provide protection against
surges, surge protection devices (SPD) are employed. An SPD is a metal oxide
varistor or an avalanche breakdown diode or a gas discharge tube. An SPD diverts
the surge into the ground, thus providing protection to the device to which it is
connected.

4.4 Case study

An islanded microgrid installed in the north of Sri Lanka that feeds power to a
remote island that has 120 families is considered. The microgrid has a wind farm,
ground-mounted solar plant, battery bank with a grid forming inverter and a
backup diesel generator. Some photos from the microgrid are given in Figure 14
and the rating of these components is given in Table 2.

A simplified diagram was created from the single line diagram of Eluvithive
microgrid and Figure 15 shows this simplified network and associated protective
devices.

In the event of a network fault, the dc link voltage of the wind turbine will rise
rapidly because the inverter is prevented from transforming all the active power
coming from the wind generator. Therefore, in order to maintain the dc link voltage
below its upper limit, the excess power is dissipated in a chopper circuit shown.
Here the excess energy is dissipated into a resistor connected to the dc link as heat.
When the dc-link voltage reaches a critical value, the dc-link is short circuited for a
short period of time through the chopper. During the activation of the chopper, the
dc-link discharges keeping the dc-link voltage below a critical value.

As can be seen from the figure, the wind turbine is protected by a 3 pole over-
current protective device (MCCB 1). Each wind turbine is rated at 220 V, 50 Hz but
operating at a variable voltage and variable frequency mode. According to the wind
turbine specification (WINDSPOT 3.5 kW [12]), the power generation at the cutout
wind speed (25 m/s) is 4214 W. The corresponding current is 4214=

ffiffiffi
3

p � 220
� � ¼

11:06 A. The current rating of MCCB 1 was selected as 125% of generator rated
current, i.e. 13.8A. Even though a 16 A MCB is adequate when considering the load
current rating, the wind turbine manufacturer uses a 25 A MCCB. The selection was
based on the short circuit capability of MCBs. They have a breaking capacity less than 5
kA and at the terminal of the generator, the short circuit current may be higher than
that. Therefore, the smallest MCCB, having a rated current of 25 A and a braking
capacity of 10 kA, is employed. Also, note that as the current from the generator has a
variable frequency, an MCCB suitable for operating at variable frequency was selected.

Since the grid side of the wind turbine is a single phase, the maximum current on
that side is 19.15 A, thus requiring an overcurrent protective device of 23.9 A (1.25 x
19.15). Therefore, an MCCB having a rated current of 25 A and a braking capacity of
10 kA was used for MCCB 2.
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Table 3 provides the specifications of the solar panels that are essential for
determining the protective devices. In that table STC stands for standard test
condition, i.e. irradiance of 1000 W/m2 and ambient temperature of 25°C.

Figure 14.
Some photos from Eluvithive microgrid. (a) Map of the island, (b) distance view of the island, (c) solar panel
and microgrid assembly, (d) solar inverters, (e) solar inverters and multi-cluster panel, (f) diesel generator,
wind turbine inverters and dump loads, (g) wind turbines, and (h) Li-ion batteries.
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As there are three parallel-strings, as described in Section 3.2.2, Ns � 1ð Þ � ISC =
2 x 8.81 = 17.62 A. As this is greater than PV module’s series fuse rating, 15 A, string
fuses are required. The current rating of the fuse should be such that
13:2 1:5� 8:81ð Þ< In < 21:1 2:4� 8:81ð Þ. Therefore 15 A fuses are employed.

The output current of the inverter is 15� 103=
ffiffiffi
3

p � 400
� � ¼ 21:6 A, and the

MCCB rating was selected as greater than 125% of the output current, i.e. 27 A.
Therefore, for MCCB 3, 32 A, 4 pole, 10 kA, MCCB was used. A similar procedure
was used to select MCCBs for other places.

Source Unit capacity Number of units Total capacity

Diesel Generator 30 kW 1 30 kW

Wind Plant 3.5 kW 6 21 kW

PV plant 250 Wp 180 45 kWp

Li-ion batteries 13 kW/27.5 kWh 4 52 kW/110 kWh

Table 2.
Different sources and capacity of microgrid components.

Figure 15.
Example isolated microgrid.

STC Power (Wp) 250

STC Open circuit voltage Voc (V) 37.6

STC short circuit current Isc (A) 8.81

Series string fuse rating (A) 15

Table 3.
Details of each of the solar panels.
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As shown in the figure, Surge Protection Devices (SPD) are employed to protect
sensitive electrical equipment like the inverter, monitoring devices and PV mod-
ules. Their requirement depends on the length of the dc cable between the array and
inverter (Ldc) and the length of the ac cable between the inverter and main
distribution board (Lac). Table 4 specifies these requirements.

5. Protection of microgrids operating in parallel with the grid

There should be adequate protection to ensure the safe operation of the compo-
nents within a microgrid and external circuit to which the microgrid is connected.
As discussed in Section 3, fuses, MCBs, MCCBs, and RCCBs are used for small
microgrids. For large microgrids protection relays and associated circuit breakers
are used. A typical microgrid connection with associated protection is shown in
Figure 16.

In Figure 16, a number of fault locations could be identified:

• Fault F1: This is a fault within the micro-source, and the generator protection
should clear the fault.

• Fault F2: For a feeder fault within the microgrid, both micro-sources and the
main grid will provide fault currents. Fault current provided by MS2 is cleared
by the relays associated with CB8. Fault current from the grid and MS1 is
cleared by the relays associated with CB6. As the coordination of relays should
maintain for grid connected and islanded modes, careful studies should be
carried out to ensure proper coordination. Two alternative settings could be
used with modern numerical relays, one for the grid connected mode and the
other for the islanded mode.

At junction box Inverter dc side Inverter ac side

Criteria Ldc < 10 m Ldc > 10 m Lac < 10 m Lac > 10 m

Type of SPD No need SPD1 Type 1 SPD2 Type 2 No need SPD3 Type 2

Table 4.
SPD requirement [7].

Figure 16.
Protection of grid connected microgrid.
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• Fault F3: When a fault occurs in the main grid at the location shown, it is
detected by the overcurrent relays associated with CB3 and CB4 and isolates
the fault by switching these two circuit breakers. Under such condition, the
microgrid experiences a Loss of Mains (LoM) and adequate LoM protection
should be employed to isolate the microgrid from the main grid.

• Fault F4: As the fault is at the far end of the radial network, the protection relay
CB10 will clear the fault with considerable time delay. During this period the
voltages of the busbar C and D may experience voltage dips, and the micro-
sources should be able to ride-through the fault and come back to normal
operation when CB10 isolates the fault.

The different protection requirements under the above fault conditions are
specified in country-specific standards. In the UK, the basic protection require-
ments for microgrids containing micro-sources of 16 A or less and connected to LV
distribution networks are spelt out in the Engineering Recommendation G98 [13].
The protection requirements for a larger microgrid but with less than 50 MW
sources and connected to distribution MV networks are given in the Engineering
Recommendation G99 [14]. For all distributed energy resources (DER) connected
to distribution networks in the USA, the protection requirements are given in
IEEE1547: 2018 [15]. G99 specify protection requirements under four generator
types classified based on the rated power and the connection point voltage. These
categories are given in Table 5. IEEE 1547 also categorises generators as category I,
II and III based on the abnormal operating performance, mainly voltage and fre-
quency ride-through capabilities. As the recommended protection arrangement
varies with the connection arrangement of the transformer and the generator, the
readers are directed to the relevant standard for more details.

5.1 Protection of micro-sources

For an internal fault in a large generator, differential protection is usually
employed. Figure 17(a) shows that if both ends of the stator windings are accessi-
ble, differential protection provides phase and earth fault protection. If only one
side of the stator is accessible, earth fault protection can be achieved as shown in
Figure 17(b). In some cases, differential protection covers both generator and
generator transformer. In such a case, a fault F1 shown in Figure 16 is cleared by the
differential protection scheme.

5.2 Protection of the microgrid

For a fault at location F2 of Figure 16, micro-sources MS1 and MS2 deliver fault
current. As shown in Figure 18, an overcurrent relay (marked as 51) associated with
the micro-sources can clear the fault. Suppose the micro-source is a small

Type Output Power Voltage to which the DER is connected

A 0.8 kW to 1 MW < 110 kV

B 1 MW to 10 MW < 110 kV

C 10 MW to 50 MW < 110 kV

D > 50 MW > 110 kW

Table 5.
Different types defined in G99.
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synchronous generator. In that case, as discussed in Section 2.1, excitation should be
maintained during a fault using a field forcing technique for the over-current
protection to work satisfactorily.

A better scheme for providing over-current protection of the network from a
small generator is to use a voltage-restrained or voltage-controlled over-current
relay (51 V) (also shown in Figure 18). This relay requires both current and voltage
signals to operate. The voltage restrained approach causes the pick-up current to
decrease with decreasing voltage, as shown in Figure 19(a). When the voltage is at
its rated value, the pick-up setting of the relay is high. As the voltage decreases (due
to a fault), the pick-up value of the relay is decreased proportionally. The voltage-
controlled approach has a high pick-up value when the voltage is above a preset
voltage, and the pick-up current is reduced to a lower value for voltage below the
preset voltage (Figure 19(b)).

5.3 Protection for LoM

When the microgrid becomes disconnected from the grid due to an external
fault as F3 in Figure 16, IEEE 1547 and G99 specify a number of ways to provide
LoM protection. Some of the protection functions are associated with generators,
whereas some other functions are associated with interface protection associated

Figure 17.
Differential protection of generator. (a) Earth and phase fault protection and (b) restricted earth fault
protection.
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Figure 18.
Overcurrent protection for phase and earth fault protection.

Figure 19.
Operating characteristic of voltage restrained and voltage controlled relays. (a) Voltage restrained
and (b) voltage controlled.
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with the utility-tie CB at the point of connection or point of common coupling.
Figure 20 shows the typical LoM protection functions associated with the generator
as specified in G99. For completeness, the protection functions described under the
previous section are also included in the figure by blue colour lines.

Figure 20.
Typical protection requirement for DER.

Parameter IEEE1547:2018 G99

Category Setting (pu &
Hz)

Time delay
(sec)

Setting
(pu & Hz)

Time delay
(sec)

Under-voltage
(pu)

Stage 1 I 0.70 2.0 0.80 2.5

II 0.70 10.0

III 0.88 21.0

Stage 2 I & II 0.45 0.16

III 0.50 2.0

Over-voltage
(pu)

Stage 1 I & II 1.10 2.0 LV – 1.14
HV – 1.10

1.0
1.0

III 1.10 13.0

Stage 2 I, II, III 1.20 0.16 LV – 1.19
HV – 1.13

0.5
0.5

Over-frequency
(Hz)

Stage 1 I, II, III 62 0.16 52 0.5

Stage 2 I, II, III 61.2 300

Under-
frequency (Hz)

Stage 1 I, II, III 58.5 300 47.5 Hz 20

Stage 2 I, II, III 56.5 0.16 47.0 0.5

LV: 50–1000 V ac LL
HV: > 1000 V LL

Table 6.
Over and under voltage and frequency limits.
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Loss of Mains may cause frequency or voltage to be outside the normal operating
ranges. When the voltage and frequency are outside the limits defined in Table 6,
the micro-source is tripped within the respective clearing time. For this, under-
voltage (27), over-voltage (59), under-frequency (81/O), and over-frequency
(81/U) protection relays are used.

As per the G99, interface protection includes over, and under-frequency relays
operating for the 2nd stage settings (Table 4), over and under-voltage relays
operating for the 2nd stage settings, and a special relay employed for LoM
protection.

IEEE 1547: 2018 and G99 state that under and over frequency and under and
over voltage relays will not provide adequate protection for LoM, and additional
means is required. G99 states that additional LoM protection is required for Type A,
B and C power generating modules. Depending on the situations, rate of change of
frequency (ROCOF), reverse active power, and reverse reactive power relays may
be applied to provide LoM protection. However, if reverse power occurs during
normal operation, then the reverse power relay cannot be used for LoM protection.
Further, if the microgrid contains micro-sources that can generate reactive power
and reverse reactive power flows are experienced during normal operation, then the
reverse reactive power relay cannot be used for LoM. Then the ROCOF relay is the
only relay that remains for protecting against LoM.

ROCOF relay senses df=dt over a number of cycles and operates when it is
greater than a predetermined value. The ROCOF relay should ignore slow changes
of df=dt and only should respond to rapid changes. The rate of change of the
frequency is determined by the inertia constant1 of the distributed generator and
captive load and governed by the following equations:

dω
dt

¼ 1
J
Tm � Teð Þ (4)

The inertia can be expressed in per unit as an H constant

H ¼
1
2 Jω

2
S

Srated
Ws=VA½ � (5)

where Srated is the base MVA.
ωS is the angular velocity (rad/s) at synchronous speed.
Thus

dω
dt

¼ ωS
2

2HSrated
Tm � Teð Þ ¼ ωs

2H
Pm � Peð Þ (6)

where ωsT
Srated

¼ P is the per unit (pu) power.
Since ωs ¼ 2πf , from (6) the ROCOF can be obtained as:

df
dt

¼ f
2H

Pm � Peð Þ (7)

where Pm and Pe are pu quantities on generator base.
A sudden connection or disconnection of a load and a fault in the network may

cause a sudden shift in the terminal voltage vector of a DER with respect to its

1 Inertia constant is the ratio between the kinetic energy and the apparent power of the rotating

machine.
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normal operating voltage. A relay that measures the voltage phase changes in
consecutive cycles and compares the value with a preset value could be used to
provide LoM protection. Such relay is called a vector shift relay. Even though the
voltage vector shift relay is recognised in G98 as an acceptable method of providing
LoM protection, it can be over-sensitive and operate incorrectly. Present revisions
of G99 state that the voltage vector shift technique is not an acceptable LoM
protection.

5.4 Fault ride-through for remote faults

As discussed before, a remote fault (such as fault F4 in Figure 16) may create
temporary voltage disturbances. Under such conditions, the micro-sources should
ride the fault and resume operate immediately after the remote fault is cleared. As
per IEEE 1547, if the temporary voltage is between the lower and upper red lines in
Figure 21, then the micro-source should ride-through the fault by maintaining
synchronism with the grid and without tripping the generator breaker. When the
remote fault is cleared, the active current output should be restored to at least 80%
of the pre-disturbance active current level within 0.4 s. A similar requirement is
specified in G99. The ride-through requirement for G99 Type C & D generators is
also shown as the blue line in Figure 21.

IEEE 1547 also specifies a rate of change of frequency (ROCOF) ride-through.
Micro-sources should ride-through and not trip for frequency excursions having
magnitudes of ROCOF less than 0.5 Hz/s for Category I, 2.0 Hz/s for Category II
and 3.0 Hz/s for Category III DERs.

5.5 Case study

An example microgrid is shown in Figure 22. In that network all the line
impedances are given on 200 MVA, 11 kV base. The transformer reactances and
generator impedances are given on their own base. This network is used to demon-
strate the operation of the microgrid under different faults.

Figure 21.
Fault-ride through requirements.
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5.5.1 Fault on utility network: Islanding of the microgrid

A fault at F3 (at 1 s) is cleared by CB3 and CB4 and the microgrid may continue
to operate depending on the active and reactive power balance within the
microgrid. Table 7 gives the voltages of different busbar before and after islanding.
As can be seen from the table, even after islanding, the voltages of the busbars will
be maintained within limits.

Figure 23 shows MS1 terminal voltage and generator frequency when the
microgrid is islanded due to a fault at F3. During islanded operation, the total
generation within the microgrid is P = 5 MW and Q = 1.5 Mvar whereas the total
demand is P = 4.3 MW and Q = 1.5 Mvar. Therefore, the surplus of generation
(without considering the losses) after islanding is 700 kW. For MS1 on 5 MVA base,
the inertia constant is 2.5 MWs/MVA. From Eq. (7), the rate of change of frequency
can be calculated as follows:

df
dt

¼ f
2H

Pm � Peð Þ ¼ 50
2� 2:5

� 700
5000

¼ 1:4Hz=s (8)

From Figure 23, it is computed that the rate of change of frequency is 0.036 Hz/
s. This is because, when accounting for the losses surplus is much less that 700 kW.
Further, when considering the reactive power balance, there is no significant dif-
ference to vary the voltage. Therefore, neither under-voltage or over-frequency
relays will detect the islanding situation. Typically, the ROCOF relay on a small
microgrid is set to operate for 1–3 Hz/s, and with the penetration of micro-sources
are increasing it is reduced. For example, in the GB ROCOF setting has recently

Busbar Voltage (pu) before islanding Voltage (pu) after islanding

A 1.02

B 1:016∠� 0:06o

C 1:015∠� 0:06o 0:966∠� 3:53o (C0)

D 1:018∠� 0:01o 0:969∠� 3:49o

E 1:018∠� 0:02o 0:97∠� 3:47o

Table 7.
Voltages of different busbars before and after islanding.

Figure 22.
Example grid-connected microgrid.
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changed from 1.25 Hz/s 0.125 Hz/s. With a such setting, the ROCOF relay will not
operate. Therefore, the microgrid can continue to operate in islanding mode pro-
vided that there is no significant change in the generation and load.

5.5.2 Fault external to microgrid: fault-ride-through of generator in microgrid

Figure 24 shows the voltage at the busbar D for a fault at F4 with grid connec-
tion, which is introduced at 1 s and cleared at 2 s. As can be seen, the voltage is well
within the ride-through requirements specified in Figure 21, and therefore MS1
should ride-through the fault.

5.5.3 Fault internal to microgrid: operation of protection in grid-connected
and islanded mode

For a fault at F2 (busbar E), the fault current through CB6 without MS1 is 4.5 kA,
and with MS1, it is 7.76 kA. Therefore, the micro-source MS1 aid the protection by
reducing the operating time of CB6. With the protection coordination settings for

Figure 23.
The voltage and frequency of MS1 terminal. (a) Generator busbar voltage and (b) generator frequency.
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grid connected mode, the protection of CB6 may have mal-operate if the microgrid
becomes islanded. In islanded mode, the fault current flowing through CB6 for a fault
at F2 reduces to 3.38 kA. The following section explains this issue further.

In grid connected operation, relays at CB9 and CB3 should be coordinated with
the fuse F800, which is a 800 A fuse. Then CB5 and CB6 should be coordinated with
CB3. These settings are given in Tables 8 and 9.

In Table 8, full load current in line BC was obtained using load flows carried out
in IPSA simulation platform with MS1 and MS2 disconnected. This is the case that
introduces the highest current through the line. Similarly, the current through CF
was obtained. The possible fault currents at each end of lines (neglecting load
currents) was obtained by applying faults at busbars B, C and F. In order to select
the primary current rating of the current transformer (CT), and overload current of
125% was considered. The secondary current rating is based on the relay to which
the CT is connected and assumed as 5A. Usually, the plug setting (PS) is selected
higher than the overload current and less than the fault current and 100% is
selected for both relays, i.e. relay at CB3 and CB9. Plug setting multiplier (PSM) is
the fault current divided by the plug setting, and it is calculated for each relay for
faults at the sending and receiving end of the line.

CB9 should be coordinated with the 800 A fuse, the fuse operating current was
obtained for a LV side fault at busbar F. That is for a fault current of 28.83 kA on the
LV side of the transformer, from the fuse characteristic, it was found that the
operating time is 5 ms. Assuming a grading margin of 0.25 s, the minimum operat-
ing time of relay at CB9 is 0.255 s (0.25 + 0.005). Assuming an extremely inverse
characteristic [16] for the relay at CB9, the operating time of the relay CB9 was
calculated as follows.

The operating time of the relay ¼ 80� TMS= PSM2 � 1
� �

(9)

¼ 80� TMS= 28:32 � 1
� � ¼ 0:255 s

where 28.3 is the PSM of the relay at CB9 for a fault at F (see Table 8).
Therefore the time multiplier setting (TMS) of the relay = 2.55.
As the maximum possible TMS for a typical overcurrent relay is less than 1.5, the

PS of the relay was increased to 130%. Then the PSM = 5650/(1.3 x 200) = 21.7 and
the new TMS = 1.49. Select TMS as 1.5 (in many relays, TMS can set only in discrete
steps; for this example, it was assumed that the step size is 0.025).

Figure 24.
Voltage at busbar D.
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With PS of 130% and TMS of 1.5, the operating time of the relay at CB9 for a
fault near busbar C was calculated as follows.

PSM ¼ 8070= 1:3 x 200ð Þ ¼ 31:0 (10)

Operating time of the relay ¼ 80� 1:5= 312 � 1
� � ¼ 0:125 s (11)

By considering the grading margin of 0.25 s, the operating time of the relay at
CB3 for a fault near the busbar C should be 0.375 s. Assuming the relay is very
inverse [16], the TMS was calculated as follows.

The operating time of the relay ¼ 13:5� TMS= PSM� 1½ �
¼ 13:5� TMS= 16:1� 1½ � ¼ 0:375 s

(12)

TMS = 0.419, select 0.425.
Even though the above settings work ok for the given fault, when implementing

the protection coordination system in the IPSA simulation platform, the curves of
relays at CB9 and CB3 intercept. Therefore, the PS of the relay at CB3 was increased
to 150%, and the resultant curves are shown in Figure 25.

Table 9 shows the PSM calculation for lines CD and DE for a fault at F2
(busbar E).

With the setting of the relay at CB3 calculated for the previous coordination, the
operating time of that relay for a fault at C is 0.58 s. To maintain the correct grading
margin, for a fault at the end C, the relay at CB5 should operate at less than 0.33 s,
i.e. 0.58–0.25 s. Then assuming that CB5 is a very inverse relay, the TMS was
calculated as follows.

Line BC CF

Line End B C C F

Full load current (A) 382.3 A (when MS1 and MS2 are not operating) 142.4 A

Fault current (kA) 8.46 8.07 8.07 5.65

CT ratio1 500:5 200:5

Plug setting (PS) 100% = 500 A 100% = 200 A

PSM = FC/PS 16.9 16.1 40.4 28.3
1Assuming 125% of overload current.

Table 8.
Data for selecting the relay for the coordination path F800-CB9-CB3.

Line CD DE

Line End C D D E

Full load current (A) 195 A (when MF1 and MF2 are operating) 28 A

Fault current (kA) 8.16 8.09 8.09 7.52

CT ratio1 300:5 50:5

Plug setting (PS) 90% = 270 A 90% = 45 A

PSM=FC/PS 30.2 29.9 179.8 167.1
1Assuming 125% of overload current.

Table 9.
Data for selecting the relay for the coordination path CB3-CB5-CB6.
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13:5� TMS= 30:2� 1½ �<0:33

∴TMS<0:71
(13)

Therefore, TMS was selected as 0.7.
With the calculated setting of the relay at CB5, the operating time of the relay for

a fault at D was calculated as 13:5� 0:7= 29:9� 1½ � ¼ 0:33 s. Then the relay at CB6
should operate less than 0.077 s (0.33–0.25 s) for a fault at busbar D. Assuming that
CB6 is a very inverse relay, the TMS was calculated as follows.

13:5� TMS= 179:8� 1½ �<0:077

∴TMS< 1:02
(14)

Select TMS as 1.0.s.
Figure 26 shows the coordination of CB3-CB5 and CB6. Also shown the opera-

tion of CB6 when MS1 is in operation when MS1 is not in operation, and during an
islanded mode for a fault at F2. As can be seen, the operating time of the relay under
islanded condition is highest.

6. Earthing requirements

6.1 Effective earthing approaches for transformer connected micro-sources

Micro-sources are operated in parallel with the utility grid and are connected
through a transformer. It is important that the proper earthing of this interfacing

Figure 25.
Relay and fuse characteristic for a fault after 800 a fuse.
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arrangement. Figure 27 shows possible transformer connection arrangements. It
was assumed that the generator is star earthed in all four configurations.

6.1.1 Earthed star: delta connection

This is connection A shown in Figure 27. This arrangement provides isolation of
the generator from microgrid/utility side ground faults. As discussed in Ref. [17],
high zero sequence impedance resulting from this configuration may interfere with
the normal flow of fault currents on the microgrid, thus upset protection coordina-
tion, nuisance fuse operations, and false operations of upstream protective devices.
These problems can be reduced by using a grounding-impedance in the neutral
grounding connection of the transformer as per IEEE/ANSI C62.92 [18]. The
grounding-impedance should be selected such that the ratio of zero sequence
reactance (X0) to positive sequence reactance (X1) less than or equal to 3 and the
ratio of zero sequence resistance (R0) to positive sequence reactance less than or
equal to 1. This can be easily achieved if the utility side of the interfacing
transformer is star-earthed.

6.1.2 Star-star connection

This is connection B shown in Figure 27. In order to provide effective grounding
of the generator with respect to the utility grid, X0/X1 ≤ 3 and R0/X1 ≤ 1 [18]. In
this configuration, interferences, especially triplen harmonics, transfer from the
grid side to the micro-source side and vice versa.

Figure 26.
Relay coordination.
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6.1.3 Delta: earthed star and Delta–Delta connections

These are connections C and D shown in Figure 27. If the network on the utility
side is ungrounded or delta, then these configurations might create ground over-
voltages during faults. To explain this, a part of the microgrid shown in Figure 28 is
used. If the HV side voltage is interrupted, the substation CB opens, and the
microgrid may go into the islanded mode. This was a common incident in the
Moragahakanda hydropower plant in Sri Lanka. This particular power plant has 4
generators totalling 25 MW and is connected to a 33 kV network. During the first
two years of operation, this power station operated as an island with captive loads
when the Naula grid, to which the power station is connected, failed. This was later
mitigated using a transfer trip arrangement that sends the tripping command to
Moragahakanda when the Naula trips.

During the above operating scenario, during a single phase to ground fault the
virtual neutral formed in the delta shifts to the original position of phase C as in the
phasor diagram shown in Figure 29. Then phases-A and -B may experience an

Figure 27.
Possible transformer connection to a micro-source.

Figure 28.
Single-phase fault on the islanded microgrid.
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over-voltage as high as 173% of the original voltage. In practice, this is limited by the
faulty impedance and the impedance shown to the fault from the earthing trans-
former. However, the over-voltages created by such a fault may damage the loads
connected to the 33 kV network.

Connection arrangement C can be used with a substation having a Star-earthed,
as shown in Figure 30. The transfer trip provides fast disconnection of the micro-
source, thus preventing any over-voltages appearing on the circuit.

6.2 Effective earthing approaches for VSC connected micro-sources

When paralleled with strong voltage sources (i.e., synchronous generators),
VSCs have little impact on neutral grounding, and conventional methodologies of

Figure 29.
Phasor diagram for the situation shown in Figure 28.

Figure 30.
Typical earthing arrangement for the transformer connection C.
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grounding calculation can be utilised. In most cases, VSCs interconnected with a
system providing a strong short-circuit source can be ignored in grounding calcula-
tions because of their relatively small short-circuit current contribution compared
to that provided by synchronous generators in an interconnected power system.
There are certain circumstances where VSCs can become dominant within a sub-
system when that sub-system becomes isolated from the main grid. These circum-
stances involve distribution feeders or systems having sufficient micro-source
capacity to support significant energisation of the sub-system when islanded from
their normal source.

As most solar inverters are single phase or three-phase three wire, there are no
zero sequence currents from them. Therefore, for a transient over-voltage condition
that occurs due to single phase fault, it is accurate to assume that the VSC as a
positive sequence current source. This is shown in Figure 31. Due to the earth fault,
if the substation breaker opens and the inverter continues to provide a positive
sequence current, then the voltage on health phases is I0 times the equivalent load
impedance between that phase and neutral. A series of tests done on a number of
inverters show that this voltage is often greater than 1 pu voltage [19]. When the
generation to load ratio is high, a supplementary ground source may be used to
reduce the transient over-voltages. IEEE/ANSI C62.92.6 [20] indicates that the
supplementary ground sources might interface with the feeder protection coordi-
nation, and therefore, case-specific analysis is required.

7. Conclusions

With the formation of generation clusters connected to distribution networks,
there is a high possibility of adopting smaller controllable structures such as
microgrids operating in parallel to the main utility grid. Even though independent
microgrids are in operations since the early ages of electricity generation, the idea of
grid connected microgrid immerged more recently.

The protection of independent microgrids is somewhat similar to the protection
of special installations. In them, the RCCDs are used to protect against direct and
indirect contacts, MCBs or MCCBs are used to protect against overload and short
circuit currents, and SPDs are used to protect against over-voltages.

The protection of grid connected microgrids depends on the complexity of the
microgrid. Internal faults of micro-sources and their interfacing transformers are
protected by a differential protection scheme. Overcurrent protection for faults

Figure 31.
Representation of a VSC for a single-phase fault on a distribution network.
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within the microgrid network and outside is provided by properly coordinated
overcurrent protection devices. As micro-sources provide limited fault current
voltage operated or voltage restrained overcurrent devices are used. The applicable
standards such as IEEE 1547: 2018 and G99 state that under an islanding situation
due to a fault outside the microgrid, the microgrid should cease to operate with the
times specified in the standards. To provide loss of main protection, under- and
over-voltage and under- and over-frequency relays are employed. However, as
these relays do not provide adequate protection under LoM, ROCOF relays are used
to disconnect the microgrid. For remote faults outside the microgrid, micro-sources
should ride-through the fault, and ride-through requirements are specified in the
standards.

For correct operation of the microgrid, attention should be paid to the grounding
arrangement. The grounding varies with the interfacing arrangement, i.e. trans-
former connection arrangement or voltage source connection arrangement. In
many cases, effective earthing should be maintained as per IEEE/ANSI C62.92.
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Chapter 2

Power Electronic Converters for
Microgrids
Wenlong Ming

Abstract

Power electronic converters are indispensable building blocks of microgrids.
They are the enabling technology for many applications of microgrids, e.g., renew-
able energy integration, transportation electrification, energy storage, and power
supplies for computing. In this chapter, the requirements, functions, and operation
of power electronic converters are introduced. Then, different topologies of the
converters used in microgrids are discussed, including DC/DC converters, single-
phase DC/AC converters, three-phase three-wire, and four-wire DC/AC converters.
The remaining parts of this chapter focus on how to optimally design and control
these converters with the emerging wide-bandgap semiconductors. Correlated
tradeoffs of converter efficiency, power density, and cost are analyzed using
Artificial Neural Networks to find the optimal design of the converters.

Keywords: power electronics, DC/AC, DC/DC, control, topology, wide-bandgap
semiconductor, multi-objective design

1. Introduction

Power electronic converters are essential building blocks in a microgrid, which
enable the connection into microgrids of renewable energy resources, energy stor-
age systems, and electric vehicles (EVs), [1–3]. A power electronic converter con-
sists of power semiconductor switches, passive components (inductors, capacitors,
transformers, etc.), and a control unit to manage the power conversion and power
flow. The main role of power electronic converters is to convert power from one
form to another. In addition, power electronic converters can achieve flexible
control of active/reactive power fed into the microgrid [4], maximum power point
tracking (MPPT) of photovoltaic (PV) cells [5], and wind turbines [6]. The flexible
controllability of power electronic converters in microgrids also enables high-level
computation and optimization of the microgrid operation and management [7, 8].

Typical power electronic converter-based microgrids are shown in Figure 1.
This shows a hybrid AC/DC microgrid, which consists of an AC microgrid and a DC
microgrid interconnected by an interfacing converter. The microgrid works in grid-
connected mode when the utility grid is connected to the AC bus and in stand-alone
mode when the utility grid is disconnected.

In an AC microgrid, power electronic converters are used to convert DC power
(from PV cells, batteries, EVs, etc.) or variable frequency AC power (from wind
turbines) into 50/60 Hz AC power so that the power can be fed into the AC bus and
supply loads. In a DC microgrid, power electronic converters are used to convert
AC power or DC power with different voltages into DC power with the same
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voltage as the DC bus of the DC microgrid. As shown in Figure 1, power electronic
converters can also be used as the interface between AC and DC microgrids to
manage the power flow [9].

Power electronic converters in microgrids use various topologies, according to
different applications. Based on the input and output power, power electronic
converters can be classified as DC/DC converters and DC/AC converters. DC/DC
converters convert the input DC voltages and currents into controlled output DC
voltages and currents. DC/AC converters convert DC inputs into controlled AC
outputs or vice versa. In microgrids, the DERs can be either DC power or variable
AC power.

The control of the power electronic converters ensures that the microgrid func-
tions well in all circumstances [9–11]. In the grid-connected mode when a microgrid
is connected to the utility grid, converters in the microgrid operate in grid-feeding
mode to provide active and reactive power from distributed generators to the
microgrid [12]. In the stand-alone mode when a microgrid is isolated from the
utility grid, converters in the microgrid operate in grid-forming or grid-supporting
modes to provide AC voltage and frequency support to the microgrid [13]. Besides,
converters connected to the energy storage systems and EVs also need to work in
battery charging mode to charge the batteries [14]. The different operation modes
of power electronic converters require different control algorithms. Converters in
the microgrid need to switch between different operations modes according to the
status of the microgrid and distributed generators [15, 16].

The design of power electronic converters attempts to meet the system require-
ments of efficiency, power density, costs, and reliability [17]. However, these fac-
tors usually contradict each other. For example, an increase in reliability usually
implies higher equipment costs. The power density of a converter can be increased
by increasing the switching frequency, which, however, inevitably brings increased
switching losses and reduces the overall efficiency. Therefore, tradeoffs must be
made between these factors, which requires a multi-objective optimization to find
the Pareto-optimal solutions so that the designers can choose the most suitable
solution to meet the requirements of a specific application [18].

The rest of this chapter is organized as follows. Firstly, topologies of power elec-
tronic converters for microgrids are introduced, including their working principles
and applications. Then, an advanced design methodology of power electronic

Figure 1.
Power electronic converters in microgrids.
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converters based on multi-objective optimization considering the cost, efficiency, and
power density is presented. Finally, the control algorithms of power electronic
converters for different operation modes in the microgrid are summarized.

2. Converter topologies

2.1 DC/DC converters

DC/DC converters are used to create either a higher or lower constant DC
voltage at the output without being affected by possible fluctuations of the DC
input voltage or of the load current. These converters are essential for the operation
of devices in various industry areas such as renewable energies, automotive, battery
chargers and aerospace.

They use semiconductors that behave like switches that are opened and closed to
convert an input voltage level into a different one, applying a series of control
signals. Generally, the way the voltage is converted is by forcing energy to be stored
in an inductor or capacitor When the polarity is reversed, the energy stored is
discharged creating a voltage at the converter output.

Among the different control methods, the most popular one is pulse width
modulation (PWM), which regulates the output voltage through adjusting the on
and off times of the semiconductors. A Duty Ratio D is defined as the ratio between
the on and off time of the semiconductors in a switching period. The output voltage
is regulated by controlling the value of D, which is between 0 and 1 [19].

2.1.1 Buck converter

The buck converter is shown in Figure 2. creates an output voltage that is lower
than the input voltage Vin. The average output voltage Vo is a function of the duty
ratio according to the expression:

Vo ¼ D Vin (1)

The voltage Vo is controlled by varying the duty ratio D of the switch S. This is a
linear relationship for ideal conditions. When the switch is on, the diode is reverse
biased and so the input current flows through the inductor L. When the switch is
off, the diode conducts so the energy stored in the inductor passes through the
diode supplying part of this stored energy to the load. The capacitor at the output is
used to keep the average value of the output voltage constant [20].

2.1.2 Boost converter

The boost converter in Figure 3 shows the circuit topology, where the main
function is to obtain a higher DC voltage at the output than its input DC voltage. It
contains at least one semiconductor switch and elements to store energy.

+
- Vin R

L

C

+

-

Vo
S

Figure 2.
Buck converter.
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When the switch S is closed, the inductor stores energy from the source, at the
same time the load R is fed by the capacitor (C). When the switch is open, the only
path of the current is through the diode, and current flows to the capacitor and the
load [21].

Vo ¼ Vin

1�D
(2)

Since the output voltage is inversely proportional to (1�D), a higher duty ratio
gives a higher output voltage.

2.1.3 Buck-boost converter

A buck-boost converter is used if the desired output voltage may be higher or
lower than the input DC voltage.

Figure 4 shows a buck-boost converter, which is a cascaded connection between
a buck converter and a boost converter. In steady-state, the ratio between the input
and output voltages is the product of the ratios of both converters as:

Vo

Vin
¼ D

1�D
(3)

When the switch is closed, the input provides power to the inductance and the
diode is reverse biased. When the switch is open, the energy stored in the induc-
tance is transferred to the output while the input does not provide power to the
load. As in the previous converters, in steady-state the capacity of the output
capacitor is large enough so that the output voltage Vo is constant [22]. The output
voltage is reversed inside.

2.2 DC/AC single-phase converters

A DC/AC converter also known as an inverter is capable of transforming DC
into AC. A single-phase inverter is shown in Figure 5. It is often used, for small
loads and power supplies.

Single-phase inverters are fundamental parts of solar PV generating systems that
convert from DC into AC, allowing the power generated to be supplied to a network
with fixed voltage and frequency [23]. Another application is in battery storage

+
- Vin

L

C R

+

-

Vo
S

Figure 3.
Boost converter.

+
- Vin CL R

+

-

Vo
S

Figure 4.
Buck-boost converter.
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systems, which are able of accumulating energy for later use when there is not enough
solar resource to cover the load demand, using a single-phase inverter to obtain the
voltage level and the frequency necessary to be connected to the main grid [24, 25].

Single-phase inverters when connected to the grid under unbalanced conditions,
can propagate second-order harmonics from AC to DC side. The power for the grid
side Pg is defined as:

Pg ¼ VgIg ¼ VI cos 2ωt ¼ VI 1þ cos 2ωtð Þ
2

¼ VI
2
þ VI

2
cos 2ωt (4)

Vg and Ig represent the grid voltage and current respectively, meanwhile, the
angular grid frequency f is defined as ω ¼ 2πf . As second-harmonics are present in
the DC side, large DC capacitance is required to support second-order ripples [26].

2.3 Three-phase DC-AC converters

The principle for operating three-phase DC-AC converters is similar to that of a
single-phase converter. The essential difference is that instead of having a single
modulated signal, there are three sinusoidal modulated signals out of phase 120°
between them. These signals are compared with a triangular signal for the control of
the switches at three phases. The voltage signals obtained in the phases with respect
to the neutral are identical to those of the single-phase modulation, but instead of
having a single signal, there are three signals out of phase by 120°. Therefore, the
same theory can be applied for single-phase converters.

A conventional two-level three-phase inverter consists of six switches generat-
ing an output voltage with two values with respect to the negative terminal of the
input capacitor as shown in Figure 6 [27].

The development of 3-level or multilevel technology has been influenced by the
development of new wide-bandgap materials for the construction of semiconduc-
tors as IGBT and MOSFET, allowing high voltage and current operation and higher
switching frequency obtaining lower harmonic distortion at the output [28].

CDCVin
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Figure 5.
Singe-phase DC/AC inverter.
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Figure 6.
Three-phase two-level DC/AC inverter.
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A popular three-level inverter is the Neutral Point Clamped Converter. This
inverter can be considered as the origin of the recent multi-level inverter and has
been widely studied and applied. The topology is shown in Figure 7.

In this type of inverter, each leg consists of four switching devices clamped by
two diodes. The DC bus voltage is divided by two capacitors connected with the
clamped diodes, granting the neutral point (o). The output voltage in each phase
can take three levels, Vin/2, 0, and Vin/2.

The diodes connected to the midpoint are the elements that set the blocking
voltages of the switches to a fraction of the DC bus voltage; therefore, they are the
key elements of this topology. This topology can be extended to more levels but the
number of switching devices used is greatly increased [29].

2.4 Three-phase four-wire converters

Three-phase four-wire converters consist of three half-bridges that distribute
phases A, B, and C, and an additional leg allows the path of the neutral currents.

One of the most attractive applications of these inverters is electric vehicle EV
chargers, allowing both charging the EV in the grid to vehicle G2V mode and
vehicle to grid mode V2G. The V2G mode can generate an autonomous network by
obtaining energy from the EV battery to the grid when there are high energy
demands or blackouts, being EV chargers susceptible to power quality problems
when there is an imbalance due to loads in the grid [30].

Ideally, the operation of a distribution system is that all the loads that are
connected are of the same magnitude which results in the balanced operation of the
system. However, any practical system is always operating in unbalanced condi-
tions, leading to overheating, losses and malfunction in transformers, protection
systems and cables connected to the network.

Three common topologies being used in microgrids for four-wire systems are
Split DC-Link, four-leg three-phase inverter, and independently-controlled
neutral leg.

2.4.1 Three-phase four-wire inverter with Split DC-link capacitor

This basic typology consists of only six switches S1-S6 as seen in Figure 8.
containing a neutral point being clamped to the DC bus inverter, resulting in two
voltage levels through the DC-link capacitors.

Zero-sequence current causes voltage ripple at the midpoint of the inverter,
therefore large capacitors are required to reduce the voltage ripples. To share the
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Figure 7.
Three-phase three-level DC/AC neutral-point-clamped inverter.
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input DC voltage evenly, the voltages of the two divided DC link capacitors must be
controlled [31].

One of the disadvantages of this typology is that large neutral currents, are
reflected in voltage ripple in the capacitors.

2.4.2 Three-phase four-wire DC/AC inverter with neutral leg

Figure 9 shows the configuration of this inverter, where switches S1-S6 feed the
ABC phases, while switches SN1 and SN2 provide the neutral current line. An
advantage of this converter is that the capacitor does not need to be bulky to reduce
the second-order ripples in the DC-link, but its control strategy is more complex
than the previous converter. Additionally, there is a 15% gain in AC output voltage
with respect to the DC voltage. As the additional leg cannot be controlled indepen-
dently, the control complexity of maintaining balanced voltages on the AC lines as
well as maintaining the neutral point can be experienced great stress on the DC
terminals causing electromagnetic interference (EMI) [32].

2.4.3 Three-phase four-wire DC/AC inverter with an independently-controlled
neutral leg

Similar to the three-phase neutral leg inverter, the topology in Figure 10 is
configured with eight switches in total, being S1-S6 for ABC phases and SN1-SN2 for a
neutral current path to the mid-point between the two DC link capacitors. A large
amount of capacitance is not required as there are no high current levels through the
DC link capacitors.

This topology is highly preferred for use in unbalanced load conditions since the
current flowing through the inductor allows the DC link to remain neutral.
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Figure 8.
Three-phase four-wire DC/AC inverter with split DC-link capacitors.
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Figure 9.
Three-phase four-wire DC/AC inverter with the neutral leg.
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Its control strategy also allows the phases to be controlled independently as well
as the neutral leg, avoiding stress on the DC link and other interferences. Another
aspect is that by not presenting neutral current through the DC link capacitors;
small capacitors can be used and power density will be increased [32].

3. Design of wide-bandgap semiconductors based power electronics
converters

3.1 Benefits of wide-bandgap semiconductors

Wide-bandgap (WBG) semiconductors such as silicon carbide (SiC) and gallium
nitride (GaN) have superior material properties for power electronics compared to
conventional Silicon (Si) as shown in Figure 11. The semiconductor properties have
been characterized by the electric field, energy gap, electron velocity, melting
point, and thermal conductivity.

Power switches based on WBG semiconductors have better switching and con-
duction performance over a wide range of temperatures in comparison to Si-based
devices. For instance, they have a faster switching speed, lower switching losses,
higher breakdown voltages, and higher operating temperatures. Therefore, WBG
devices are considered promising solutions for high-efficient power electronics
designs. These properties enabled the devices to achieve better performance for
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Figure 10.
Three-phase four-wire DC/AC inverter with an independently-controlled neutral leg.

Figure 11.
The properties (and implications for operation) of Si, SiC, and GaN.
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applications that require high voltage operation, high temperature, and high
switching frequency.

3.2 Design challenges of WBG power converters

A well-designed power electronic converter should have high efficiency, small
volume, and lightweight, low cost, and low failure rate. However, the challenge is the
trade-off between these performance measures. For example, if a design is focused
only to achieve higher efficiency, which impacts the power density, reliability, and
cost. The performance parameters must be simultaneously optimized, such as maxi-
mizing efficiency while reducing volume, reliability, and cost as much as possible.
Typical technical performance measures are efficiency, volume, cost, and reliability
as depicted in Figure 12. These measures are mainly determined by the design of the
converter including selections of topology, modulation scheme, components, and
layout. By carrying out the careful design of the converter, the converter will have
high power density, as well as reduced volume, weight, and cost.

3.3 Multi-objective design of WBG power converters

Multi-objective design is used to optimize the efficiency and volume of WBG
power converters. To achieve this, Pareto fronts are determined. A Pareto front is the
absolute limit of performance trade-off for a given set of converter specifications
(topologies, control schemes, and components). Detailed mathematical modeling of
the converter components is required for determining the Pareto fronts.

3.3.1 Modeling of power loss and volume of the inverter

In a single-phase inverter, the DC-link current is composed of both DC compo-
nents and second-order ripple current. The second-order ripple current is occurred
due to the unbalanced nature of single-phase systems. The conventional DC/AC
inverter (see Figure 5) requires additional active or passive components to reduce
the magnitudes of second-order ripple current. Instead, differential inverters can
reduce the ripple current without adding extra components. As a result, Differential
inverters are popular solutions for applications where reduction of second-order
ripple current is critical and hence the differential inverters are modeled in this study.

Figure 11 shows the GaN switch-based differential inverter topology used to
study the multi-objective design. The differential DC/AC inverter topology is

Figure 12.
The trade-off between design and performance parameters.
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developed using two bidirectional DC/DC buck converters. In this study, the objec-
tives are to optimize the efficiency and power density of a DC/AC buck inverter. To
start with, the efficiency and power density of four major components within an
inverter are modeled including the power GaN FETs, inductors, capacitors, and heat
sinks. Their efficiency and power density are further determined by the variables
including switching frequency f sw, the inductor ripple ΔiL, the switch area Asw, and
the junction temperature ΔTj. Therefore, it is of great importance to model the
efficiency and power density based on these variables for each component.

3.3.2 Power GaN FETs

The power loss models of the GaN FETs are based on the on-state resistance
RDS,on, the output capacitance Coss and the thermal junction-to-case resistance RθJC

of the switches. The output capacitance Coss represents the parasitic capacitance of
the power GaN FETs. The value of Coss is provided in the datasheet of GaN FETs.
When the energy is stored into the output capacitor, current discharges through the
body diode causes power loss [33]. These variables are scaled by their reference
values with respect to the area of the switch. The switching loss of the inverter is the
sum of the turn-on and turn-off loss of all the switches [33]. The switching loss of the
higher side switches PSH,sw H ¼ 1, 3ð Þ (see Figure 13) is obtained as,

PSH,sw ¼ V in f sw
2

Iout sin ωtð Þ þ icomp � ΔiLa

2

� �
tCR þ tVFð Þ

�

þ Iout sin ωtð Þ þ icomp þ ΔiLa

2

� �
tVR þ tCFð Þ

� (5)

Where, icomp is the second-order current component and ΔiLa is the inductor
current ripple. tCR and tCF are the rise and fall times for the current in the switch. tVR
and tVF are the rise and fall times for the voltage in the switch.

The switching loss of the lower side switch PSL,sw L ¼ 2,4ð Þ can be derived as:

PSL,sw ¼ VSD f sw
2

Iout sin ωtð Þ þ icomp þ ΔiLa

2

� �
tCR þ tVFð Þ

�

þ Iout sin ωtð Þ þ icomp � ΔiLa

2

� �
tVR þ tCFð Þ

� (6)
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Structure of a differential DC/AC buck inverter.
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From (5) and (6), the total switching losses Ptot,sw of the inverter are calculated
as the sum of PSH ,sw and PSL,sw. The switching losses of higher side switches depend
on the input voltage V in, and lower side switches depend on the diode voltage VSD.
Hence, the lower side switches produced lesser switching losses compared to the
higher side switches as VSD is much smaller than V in.

The conduction loss depends on the RMS current flowing through the switch
IRMS,sw, the on-state resistance RDS,on and the change in junction temperature ΔTj.
It will be varied according to the duty cycle of the switches S1 � S4. After
applying the mathematical simplifications, the total conduction loss Ptot,cond can be
written as:

Ptot,cond ¼ R ∗
DS,onA

∗
sw

Asw

� �
1þ ΔTj
� �

I2out sin
2 ωtð Þ þ i2comp þ

Δi2La

12

 !(

þ I2out sin
2 ωtþ πð Þ þ i2comp þ

Δi2Lb

12

 !) (7)

The power losses of the output capacitance Coss, depend on the input voltage and
the switching frequency as:

Ptot,Coss ¼ 2
C ∗
ossAsw

A ∗
sw

� �
V2

in f sw (8)

The reverse recovery loss of the lower side switches is not negligible for cascode
devices. The total reverse recovery loss Ptot,rr is calculated as:

Ptot,rr ¼ 2
Q ∗

rrAsw

A ∗
sw

� �
V in f sw (9)

The gate losses depend on the switching frequency, the gate-source voltage VGS
and the gate charge Qg. The total gate loss of four switches Ptot,g is calculated as:

Ptot,g ¼ 4
Q ∗

g Asw

A ∗
sw

� �
VGS f sw (10)

In cascode GaN FETs, the current flowing through the body diodes of the lower
side switches incur the conduction loss during the reverse recovery time trr [32].
The total power loss Ptot,bd of the body diodes can be written as,

Ptot,bd ¼ 2VSD f swtrr Iout sin ωtð Þ þ sin ωtþ πð Þð Þ þ 2icomp
� �

(11)

The volume of the switches can be calculated as:

volsw ¼ 4hswAsw (12)

Where, hsw is the height of the switch package.

3.3.3 Output inductors

The inductor power loss consists of the core loss and the AC and DC resistance
loss which can be expressed as [34].
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Pind ¼ aL1 f
α
swΔi

β
L

� �
core_loss

þ aL2 f swΔi
γ
L

� �
AC_loss þ aL3I2outΔi

λ
L

� �
DC_loss (13)

Where, aL1, α, and β are the Steinmetz coefficients; aL2 and aL3 are the constants
which are used to approximate the values of DC winding resistance; γ and λ are the
real values used to reduce the non-linearity. The approximated inductor volume is
calculated as:

volind ¼ aL4LI2peak þ aL5LIpeak þ aL6Ipeak (14)

Where, aL4, aL5, and aL6 are the polynomial coefficients of the inductor which
must be a positive value. L is the inductor value. Ipeak is the peak current of the
inductors.

3.3.4 Output capacitors

The power loss of the capacitor is calculated as:

Pcap ¼ I2RMS,C tan δ
2π f 2ωC

(15)

Where, IRMS,C is the RMS current flow through the capacitor, tan δ is the loss
factor, f 2ω is the frequency of second-order ripple power and C is the value of the
capacitance. The total volume of the capacitors volcap is calculated as:

volcap ¼ aC1CV2
C þ aC2CVC þ aC3VC (16)

Where, aC1, aC2 and aC3 are the polynomial coefficients of the capacitors which
must be positive values. The voltage VC is the voltage across the capacitor.

3.3.5 Heat sinks

The volume of the heat sink is calculated as:

volheat sink ¼ VθSA

PD
ΔTj � PD

R ∗
θJCA

∗
sw

Asw
þ RθCS

� �� �
(17)

Where, VθSA is the volumetric resistance, PD is the power dissipated by the GaN
FETs, ΔTj is the temperature difference between the junction and the ambient, R ∗

θJC

is the thermal resistance from junction to the case of the semiconductor, and RθCS is
the thermal resistance from the case to the mounting surface of the semiconductor.

3.3.6 Formulation of the multi-objective model

To formulate the multi-objective model, the total power loss Ptot,loss and volume
voltot are calculated as:

Ptot,loss ¼ Ptot,sw þ Ptot,cond þ Ptot,Coss þ Ptot,rr þ Ptot,g þ Ptot,bd þ Pind þ Pcap (18)

voltot ¼ volsw þ volind þ volcap þ volheat sink (19)

Using (18) and (19), the objective function and inequality constraints can be
obtained as:
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minimize f Ptot,loss, voltotð Þ
subject to fsw,min ≤ fsw ≤ fsw,max

Asw,min ≤Asw ≤Asw,max

ΔiL,min ≤ΔiL ≤ΔiL,max

ΔTj, min ≤ΔTj ≤ΔTj,max (20)

From (20), the optimal value of the power loss and volume of the inverters is
determined following the iterative process shown in Figure 14. The optimized
efficiency and power density of the design are then calculated. The outcome of the
multi-objective design is the Pareto-front showing the optimized efficiency and
power density of the designed inverter.

3.4 Performance evaluation

The multi-objective design approach was implemented in MATLAB/Simulink
and examined a 1 kW GaN-based inverter. The performance of the inverter was
examined in terms of efficiency and power density. The minimum and maximum
values of the design variables used for the multi-objective design are given in
Table 1. The values of design variables are selected from industrial design
standards.

A 900 V GaN FET manufactured by Transphorm was used. A P11T60 series of
high current toroid type fixed inductors designed by MPS Industries were used. A
MKP1848C series of polypropylene film capacitors from Vishay BC Components

Ini�alise the inverter specifica�ons and the design 
space constants

Select the boundary of the design constraints

Define the input values of the design parameters

Start the itera�on

Power loss model

Semiconductor loss
Inductor loss
Capacitor loss

Volume model

Switch and heat sink
Inductor 
Capacitor 

Calculate the efficiency and power density

Calculate the power loss and volume

seulavtnereffidroftaepeR

Figure 14.
Flow chart of multi-objective design.

Design variable Min. value Max. value

Switching frequency fsw 30 kHz 200 kHz

Current ripple ΔiL 0.1 Iout,max 0.45 Iout,max

Switch area Asw 0.94 A*
sw 1.07 A*

sw

Change in temperature ΔTj 1 °C 25°C

Table 1.
Design constraints of the inverter.
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was used. The values of the maximum output current Iout,max, and reference
switching area A*

sw are 6.15 A and 45.6 mm2. The values of the inductor are
L = 390 μH, the capacitor is C = 48 μF and the switching frequency is fsw = 100 kHz.
These are selected according to the outcome of the multi-objective design approach.

3.4.1 Performance evaluation

The Pareto-front performance of efficiency and power density of the power
inverter is generated by the multi-objective design and is given as the green curve in
Figure 15.

One design based on the Pareto-front performance was chosen to validate the
method. The selection of efficiency and power density was made based on different
applications. For instance, the selected efficiency and power densities are 98.4%
and 4.6 kW/dm3 which are typical for PV inverters. For the corresponding design,
the power loss and volume are obtained as 15.93 W and 218.32 cm3. The breakdown
of power loss and volume of each component is given in Figure 16. With the total
power loss, switches contribute 52%, inductors contribute 33% and capacitors con-
tribute 15%. Likewise, with the total volume, heat sinks and switches contribute
34%, inductors contribute 34%, and capacitors contribute 32%.

3.4.2 Experimental verification

A prototype of the inverter was built using the components sized using the
multi-objective design. The prototype is shown in Figure 17(a). The prototype was

Figure 15.
Efficiency vs. power density.

Figure 16.
Power loss and volume.
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operated at different output power levels to obtain the efficiency and power loss
and the result is given in Figure 17(b). The efficiency was measured by a Yokogawa
WT1806E precision power analyzer. It was observed that the maximum efficiency
of the prototype is 98.02%. The power density was 4.54 kW/dm3 from the volume
of the inverter which is given in Figure 17(a). Therefore, the efficiency and power
density match the results obtained by the proposed design approach in Section
3.4.1. The errors of efficiency and power density obtained from both are only 0.38%
and 0.06 kW/dm3 respectively.

4. Converter control

For the converter system, an important question is how to design a good con-
troller for the system so that the system can run stably while meeting the required
performance indicators. In this section, typical approaches to the control of both
DC/DC and DC/AC power electronic converters used in microgrids are presented.

The control of converters usually has a hierarchical control structure (see
Figure 18). The switching-level, converter-level, and application-level control
are introduced in this section. For the switching-level control, typical pulse-width
modulation (PWM) methods are introduced. For the converter-level control, the

Figure 17.
(a) Hardware prototype, and (b) efficiency and power loss.
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design of the current controller is discussed. For the application-level control,
control modes used for different applications are discussed.

4.1 Control of DC/DC converters

4.1.1 Switching-level control

PWM is the most used technique to control switching power devices in DC/DC
converters. For example, to control a conventional buck DC/DC converter, a mod-
ulation wave vm is generated from the control loop and compared with the
sawtooth-wave carrier vc as shown in Figure 19. The driving signal s (0 or 1) is sent
to the driver according to (21).

If vm > vc, s ¼ 1

If vm < vc, s ¼ 0 (21)

The larger the modulation wave, the larger the duty cycle, and thus the higher
the output voltage. For other types of DC/DC converters such as the Dual-active-
bridge (DAB) converter, the phase-shift PWM is favored to achieve zero-voltage-
switching (ZVS) to reduce the losses [35].

4.1.2 Converter and application-level control

The DC/DC converters are used in the field of DG integration such as solar PV
systems [36]. They transfer the power from DGs to DC microgrids. Types of
DC/DC converters include buck, boost, and buck-boost converters.

Figure 20 shows a general control schematic for controlling the output
voltage of a DC/DC converter. A double-loop controller is used for the DC/DC
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Figure 19.
PWM modulation scheme.
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Output DC voltage control.
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converter. The control mode is to control the output DC voltage. The output
from the voltage controller is the reference for the current controller. The modula-
tion wave Vm is calculated from the current PI controller. Then, the PWM signal
can be generated by the modulator as discussed in 4.1.1 to drive the power
electronic switches.

For parallel-connected DC/DC converters in low-voltage DC microgrid. Droop
control is also popular for DC/DC converters to achieve autonomous equal power-
sharing. A virtual resistance RV can be used to automatically distribute the power
among the parallel converters. The droop curve and the control scheme are shown
in Figures 21 and 22.

For PV energy integration, the DC/DC converter can be used for the MPPT
control [37] as shown in Figure 23. A DC/DC converter is connected between the
PV array and the load to trace the maximum powerpoint. In this case, the controller
controls the input power through an MPPT algorithm. The output of the MPPT
algorithm is a DC voltage reference. The input DC voltage of the DC/DC is then
controlled according to this reference.

The load at the output side can be the passive load or the active load such as an
AC/DC converter for connecting the PV system to an AC grid. In this case, the grid
side AC/DC converter is responsible for regulating the DC link voltage.
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Figure 21.
Droop cure for virtual resistance-based control.
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Figure 22.
Virtual resistance-based control schematic.
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4.2 Control of DC/AC converters

4.2.1 Switching-level control

Typical DC/AC converters used for connecting distributed generators (DGs) to
the distribution networks are two-level (2 L) and three-level (3 L) converters, as
shown in Figure 24.

Figure 25(a) and (b) show the sinusoidal PWM (SPWM) based modulation for
2 L and 3 L converters, respectively.

For the PWM modulation of 2 L converters in Figure 25(a), the switching on
and off of a IGBT device is determined by the comparison between the sinusoidal
modulation wave (red dash line) and the carrier (gray triangle wave). For the
modulation of 3 L converter in Figure 25(b), the carrier disposition (CD) based
modulation is commonly used. The CD modulation algorithm can be further
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Figure 24.
SPWM for 2 L-converters, (a) a 2 L-converter, and (b) waveform of SPWM.
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categorized as phase disposition (PD) and phase opposite disposition (POD)
methods. For the PD modulation, triangle carriers over and down the zero reference
have the same phase (as shown in Figure 25(b)), whereas the phase of the lower
carrier is opposite to the upper carrier for POD modulation. It can be observed that
the phase voltage vxo switches between Udc

2 and 0 when the modulation wave (red
dash line in Figure 25(b)) is positive, and between 0 and � Udc

2 when modulation
wave is negative.

4.2.2 Converter-level control

The decoupled current controller of the converter-level control is shown in
Figure 26. Through the coordinate transformation from static frame (i.e. abc
frame) to the synchronous rotating frame (i.e. dq frame), the active and reactive
power is decoupled and can be controlled independently. Also, the control loop
presents linear characteristics on the dq frame. Hence, the voltage-oriented vector
control strategy is commonly adopted. The dq current controllers are based on PI
regulators. The parameters of the PI regulators can be designed based on a second-
order transfer function for a linear system. The decoupling terms �ωLiq and ωLid
are added to decouple the current components at the d-axis and q-axis. Voltage
feedforward edq is used to improve the dynamic performance of the current con-
troller.

For the grid-connected converters, the PLL is required to achieve synchroniza-
tion to the grid frequency. The design of PLL in the αβ frame is presented in
Figure 27. The vector cross product is used to extract the error between the real
phase angle of the grid voltage and the estimated phase voltage. The error passes
through the PI regulator so that it can be eliminated.

The controller presented in Figure 26 regulates positive-sequence current and
works effectively if the voltage of the connected grid is balanced. However, if the
voltage imbalance occurs, both positive-sequence and negative-sequence currents
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will exist. Dual current controller regulating both positive-sequence and negative-
sequence currents will be needed as shown in Figure 28.

The ultimate objective of using such dual current control to regulate currents of
both sequences is to either i) achieve balanced output current [38], or ii) cancel the
2nd order power ripple caused by the interaction of positive-sequence current and
negative-sequence voltage [39]. For i), balanced three-phase currents can be
obtained by setting negative-sequence current references to zero. However, the
interaction of positive-sequence current and negative-sequence voltage will result
in a 2nd order power ripple at the grid side although the currents are controlled
balanced through i):

p ¼ P0 þ Pc2 cos 2wtð Þ þ Ps2 sin 2wtð Þ
q ¼ Q0 þQc2 cos 2wtð Þ þ Qs2 sin 2wtð Þ (22)

This power ripple could increase odd AC harmonics to the grid. Thus, the
approach for ii) is injecting proper negative-sequence current to counteract such a
power ripple. The expected injecting currents are expressed as:

ip ∗d
ip ∗q

in ∗d

in ∗q

2
666664

3
777775
¼ 2

3

vpsd vpsq vnsd vnsq
vpsq �vpsd �vnsq vnsd
vnsq �vnsd �vpsq vpsd
vnsd vnsq vpsd vpsq

2
666664

3
777775

�1 P ∗
0

Q ∗
0

P ∗
s2

P ∗
c2

2
666664

3
777775

¼ 2
3

vpsd vpsq vnsd vnsq
vpsq �vpsd �vnsq vnsd
vnsq �vnsd �vpsq vpsd
vnsd vnsq vpsd vpsq

2
666664

3
777775

�1 P ∗
0

Q ∗
0

0

0

2
666664

3
777775

(23)

Where, P ∗
s2 and P ∗

c2 are the sine and cosine terms of the 2nd order power ripples.

In this scheme, the positive-sequence components Fp
αβ ¼ Vp

αβ Ipαβ
h i

and the

negative-sequence components Fn
αβ ¼ Vn

αβ Inαβ
� �

need to be extracted from Fαβ ¼
Vαβ Iαβ½ �. Fp

αβ and Fn
αβ can be obtained by misplaced subtraction as:
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Fp
αβ tð Þ ¼ 1

2
Fαβ tð Þ þ jFαβ t� T=4ð Þ� �

Fn
αβ tð Þ ¼ 1

2
Fαβ tð Þ � jFαβ t� T=4ð Þ� �

(24)

Thus, the phase angles θpe and θne in Figure 28 can be obtained by phase locking
the Vp

αβ and Vn
αβ separately.

In addition to the current controller in Figure 26, more control blocks can be
added to reduce the harmonics that are generated by the nonlinear characteristics of
converters. For example, carrier-based PWM methods can introduce the odd har-
monics (i.e. 5th, 7th, 11th, and 13th), and the DC drift of neutral point voltage can
cause even harmonics (i.e. 2nd and 4th). Therefore, the reduction of harmonics is
required for converters. This can be achieved using the resonant (RES) controller
[40]. The combined PI-RES controller at dq frames is shown in Figure 29.

A Nth order RES controller tuned at dq frames can compensate the (1-n)th and
(1 + n)th harmonics in the stationary frame. For example, a 6th order RES controller
can compensate the 5th and 7th harmonics. More RES controllers can be paralleled
with the PI controller according to the compensating requirements.

4.2.3 Application-level control

At the application-level control, the control modes of the converters can be
classified into three modes: grid-forming, grid-feeding, and grid-supporting modes
[41]. The characteristics of the three modes are illustrated in Figure 30.

Converters in grid-forming mode should provide the AC voltage (reactive
power) and frequency support (active power) for an AC grid. They act as voltage
sources with low output impedance. The grid-forming converters can be also oper-
ated without being connected to the main grid.

Converters in grid feeding are operated as current sources and generate constant
active and reactive power to the demand. However, as the operation of grid-feeding
converters depends on at least one grid-forming converter, this type of converter
cannot work without being connected to the main grid.

As for the microgrid, the power capacity of the DGs is limited. Thus, choosing
one as the grid-forming converter may not be a good choice. Power-sharing
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methods to share the burden to each DG are preferred for the distribution networks
integrated with renewable energies. To this end, the converters can work under
grid-supporting mode and have a joint contribution to the voltage and frequency
support. The basic power-sharing methods include centralized methods, master–
slave methods, and distribution methods such as the droop methods [42]. The
droop methods can automatically distribute the power to the DGs according to the
droop curves, thus, communication is not required. Droop control for the grid-
supporting converters is a promising power control strategy in the distribution
network.

For the grid-forming converter control in Figure 31, the reference frequency f ∗
0

is given for the synchronization. The control is performed at dq frames. Feedback
control is used to guarantee that the output voltage is equal to the given value. The
outputs from the voltage PI controllers are the references for the current controller
as mentioned in the previous section. The grid-forming mode is normally not used
when being connected to the main grid, in which condition the grid-forming func-
tion is always performed by the synchronous generator of the power plants.

The control schematic for the grid-feeding converter is shown in Figure 32. The
outer loop is the PI-based active and reactive power control loop. The active power
and reactive power are calculated by the measured Iabc and Vabc. The outputs of the
power control loops are the given values of the current control loops. Synchroniza-
tion is required in this scheme, which is achieved using the PLL. The obtained phase
angle θe is used for the transformation of voltage and current. The grid-feeding
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converter is always fed by the DGs which have more stochastic characteristics such
as the PV and wind farms [41].

For the grid-supporting converter shown in Figure 33, the control scheme is the
combination of the grid-forming and grid-feeding control methods. The kp,q is used
to adjust the droop slope. The converter behaves more like a voltage source if kp,q
increases. Otherwise, if kp,q decreases, the converter has more characteristics of the
current source. The operation points ( f ∗,P ∗ ) and (V ∗,Q ∗ ) in Figure 33 are
regulated by the secondary controller (system-level controller) [41].

5. Conclusion

Renewable energy resources, energy storage systems, and electric vehicles (EVs)
are emerging in microgrids. A great many of the new energies are not naturally AC
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sources and cannot be connected to the grid. Power electronic converters build a
bridge for the connection between renewable energies and microgrid.

Converter types include DC/DC and DC/AC converters. For the DC/DC con-
verters, typical topologies are a buck, boost, and buck-boost converters. For the DC/
AC converters, three-phase two-level and three-level converters are most widely
used. In particular, the three-phase four-leg converters are used for the unbalanced
load conditions. The neutral leg and current are independently controlled so that
the dc capacitors can be choosed smaller to achieve lower cost and volume.

WBG devices have been used in the power converters. The design of WBG
power converters should consider efficiency, volume, and weight, cost, and failure
rate. To maximum these performance indices, the multi-optimization method is
utilized. The optimized design solution is found according to the Pareto-front curve.
To illustrate the design method, the optimization of efficiency and power density is
particularly analyzed and validated through a prototype.

Control is an essential part of the power conversion. The typical control methods
are discussed from the switching-level layer to the application-level layer following
a hierarchical structure. PWM is a common modulation method. The current con-
trollers are performed on the dq frame to achieve independent control of active and
reactive power. Also, different control modes, such as grid-feeding, grid-forming,
and grid-supporting control, are presented to accommodate different applications.
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Chapter 3

Peer-to-Peer Energy Trading in
Microgrids and Local Energy
Systems
Yue Zhou and Jianzhong Wu

Abstract

Peer-to-peer (P2P) energy trading is an innovative approach for managing
increasing numbers of Distributed Energy Resources in microgrids or local energy
systems. In P2P energy trading, prosumers and consumers directly trade and
exchange power and energy with each other. The development of P2P energy
trading is described in five key aspects, that is, market design, trading platforms,
power and ICT infrastructure, regulation and policy, and from a social science
perspective. A general multiagent framework is established to simulate the behav-
iour of and interaction between multiple entities in P2P energy trading. A general
evaluation index hierarchy is proposed to assess various P2P energy trading mech-
anisms. Finally, a residential community that is set in the context of Great Britain is
studied using multiagent simulation and hierarchical evaluation methods. Both the
technical and economic benefits of P2P energy trading are demonstrated.

Keywords: Peer-to-peer energy trading, Distributed energy resource, Local energy
system, Microgrid

1. Introduction

Traditional electric power systems operate in a unidirectional way, i.e. electricity
is generated by large centralised generators, transmitted through transmission and
distribution networks, and finally delivered to end users. Accordingly, electricity is
sold through a wholesale market and large centralised generators sell electricity in
bulk to energy suppliers (sometimes called ‘retailers’), who will further re-sell it in
small amounts to end users.

However, the connection of Distributed Energy Resources (DERs) changes the
landscape radically. DERs include distributed generators (especially renewable
energy generators such as solar panels and wind generators), energy storage sys-
tems and flexible demand. DERs may cause reversed power flow, and both power
systems and electricity markets become bidirectional. End users, who have the
capability of generating electricity on site (called ‘prosumers’, which is a word
combining ‘producer’ and ‘consumer’), are able to feed electricity back to the bulk
power grid and obtain payment from energy suppliers.

Typical schemes to remunerate power fed from renewable sources into the bulk
power grid are ‘net metering’ and ‘Feed-in Tariff (FiT)’ schemes. In net metering,
the surplus generation that is fed back to the bulk power grid is recorded and then
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deducted from the electricity consumption of the same prosumer over a period of
time (e.g., a month or a year). In the FiT scheme, the generation that is fed into the
bulk power grid is remunerated at a fixed export price.

However, with rapidly increasing connection of DERs, net metering or FiT
schemes impose financial pressure on the power utilities and any customers who do
not install DERs. As a consequence, many countries are reducing their support for
distributed renewable generation through these schemes. In this context, prosumers
are seeking alternatives to selling surplus generation to the bulk power grid. Peer-
to-peer (P2P) energy trading is an emerging solution, where prosumers and con-
sumers exchange energy with each other in microgrids or Local Energy Systems
(LES) [1].

2. Key aspects of peer-to-peer energy trading

As a promising scheme to tackle high penetration of DERs, P2P energy trading
has attracted increasing attention and investment in many countries of the world. A
rapidly increasing number of academic papers, research projects and industrial
practice have emerged on P2P energy trading around the world [2]. P2P energy
trading is a comprehensive scheme involving multiple spatial scales, multiple time
scales and multiple conceptual layers, as summarised and illustrated in Figure 1.

Conceptual layers
P2P energy trading is a broad concept, beyond the power engineering domain.

To implement P2P energy trading, various components are needed, including the
electricity infrastructure to physically deliver the electricity traded, ICT infrastruc-
ture for supporting information exchange and advanced control, trading platforms
for participants to negotiate and trade with each other, market design to set the
trading rules, and laws and policies to regulate and guide the trading. Social science
perspective is also valuable, which can help better understand participants’ behav-
iours and situations to improve the design and fairness in P2P energy trading.

Spatial scales
As shown in Figure 1, spatially, a hierarchical structure can be established for

P2P energy trading in power systems. At the bottom level, prosumers and con-
sumers can trade with each other within a microgrid/LES (e.g., in a community
area). However, the generation and demand might not completely match with
each other, resulting in the potential needs of the trading between microgrids/LES
to consume/supply each other’s energy surplus/deficit. If the power and energy

Figure 1.
P2P energy trading with multiple spatial scales, time scales and conceptual layers.
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still cannot be balanced, electricity needs to be imported from / exported to
upper-level power networks. With this hierarchical P2P energy trading structure,
power and energy can be balanced layer by layer in a bottom-up manner, so that
the capacity and losses of electricity transmission equipment can be reduced. In
this chapter, we focus on P2P energy trading between prosumers and consumers
in microgrids and LES.

Time scales
P2P energy trading spans a wide range of time scales as well. Similar to tradi-

tional energy trading in the electricity wholesale market, trading contracts can be
made from well in advance (i.e., long-term/mid-term trading, such as year/month-
ahead), day-ahead, intraday, to real time. After the delivery time, settlement needs
to be conducted to examine whether and to what extent the participants in P2P
energy trading have followed the pre-made contracts, and then to execute the
financial payment/penalty accordingly.

2.1 Market design

Market design specifies the rules that the participants must follow to conduct
energy trading with each other, including the requirements for information to be
provided by the participants (e.g., the bids of the amount of energy and price in an
auction), the rules to match generation and demand, the pricing model and the
market settlement mechanism.

Currently, market design has attracted attention from both academia and
industry [2]. Many market concepts have been proposed, which can be largely
classified into three categories, i.e., centralised, decentralised and distributed mar-
kets. In a centralised market, there will be one central market coordinator, which
collects all the information needed from prosumers and consumers, conducts the
matching and pricing centrally, and settles the market or even directly controls
some devices of prosumers/consumers. Centralised markets are relatively easy to
design, being able to maximise the social welfare of all the participants and having
higher level of certainty in terms of the participants’ behaviours. However,
centralised markets are vulnerable to single-point failures, cause potential concerns
over participants’ privacy and autonomy, and have scalability issues if the number
of participants in the markets increases significantly.

The opposite type of markets is the decentralised ones, in which there is not a
central market coordinator, and all the prosumers and consumers directly negotiate
and trade with each other bilaterally, e.g., establishing a ‘bilateral contract network’
[3]. In contrast to centralised markets, decentralised markets protect participants’
privacy and autonomy and have good scalability, but it is more difficult to reach a
stable outcome which maximises the social welfare.

The compromise solution is distributed markets, where there is still a central
market coordinator, but collecting less information from the participants and inter-
vening with the participants in a more indirect way (e.g., through pricing signals
rather than direct control signals). A number of distributed market designs are
based on the Stackelberg game [4] or Alternating Direction Method of Multipliers
(ADMM) [5]. Generally, distributed markets combine the advantages and disad-
vantages of centralised and decentralised markets.

Although many mechanisms have been proposed, there are still many challenges
in the market design of P2P energy trading. Prosumers and consumers can be seen
as profit-driven entities, aiming to maximum profits / minimum costs in P2P energy
trading, but they often have conflicting interests, and thus how to model and
manage the complicated interaction among prosumers and consumers is a chal-
lenge. Game-theory methods, either cooperative or non-cooperative games, can be
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used to deal with this challenge [6]. Also, if multiple P2P energy trading markets are
allowed in the same area, the dynamics of forming and dissolving P2P energy
trading coalitions becomes an interesting and practical topic, which has not been
well explored yet. Furthermore, with increasing adoption of P2P energy trading in
the future, the relationship between P2P energy trading markets and existing elec-
tricity wholesale and retail markets needs to be re-defined and coordinated. The
current assumption that P2P energy trading markets are just price takers of bulk
retail / wholesale markets will no longer be the case (Box 1).

2.2 Trading platforms

Once proper design of P2P energy trading markets is in place, trading platforms
are needed for the prosumers, consumers and coordinators to exchange information
and negotiate with each other, make deals and transactions, and conduct other
relevant activities such as problem reporting and dispute resolution. Considering
that trading frequencies are usually high in P2P energy trading, the trading plat-
forms are usually web-based services, which can be accessed by the participants
through smart phones, tablets or personal computers in a convenient way.

The Mid-Market Rate (MMR) mechanism, first proposed in [7], is used as an example to demonstrate
P2P energy trading market design. MMR is a centralised market, where a central market coordinator is
needed for information collection, pricing and settlement. Spatially, the MMRmechanism operates within a
community microgrid. Temporally, MMR mechanism applies to time scales from day-ahead to hour-ahead
energy trading.

Consider an example microgrid with only one prosumer A and one consumer B.
First, assume A has surplus generation of PA = 5kWh to be sold, and B has the same amount of demand,

i.e. PB = 5kWh, to be supplied in a certain time slot.
Conventionally, A and B are individually metered and trade with the energy supplier. Assume the

energy price at which prosumers/consumers buy electricity is pbuy = 15 p/kWh and the price to sell
electricity to the energy supplier is psell = 5 p/kWh,. Then the net costs of them are (positive for cost,
negative for income)

CA_CONV ¼ �psell � PA ¼ �5� 5 ¼ �25 p (1)

CB_CONV ¼ pbuy � PB ¼ 15� 5 ¼ 75 p (2)

By contrast, in the MMR mechanism, A and B submit their surplus generation and electricity demand
to the market coordinator, which makes the price for P2P energy trading as

pP2P ¼
pbuy þ psell

2
¼ 15þ 5

2
¼ 10 p=kWh: (3)

The demand of B will be completely supplied by the surplus generation of A at pP2P. Therefore, the net
costs of A and B in the MMR mechanism will be

CA_P2P ¼ �pP2P � PA ¼ �10� 5 ¼ �50 p, (4)

CB_P2P ¼ pP2P � PB ¼ 10� 5 ¼ 50 p: (5)

The foundation of the MMR mechanism is the assumption that pbuy is larger than psell, which is usually
the case in most countries (e.g., in Great Britain, pbuy is about three times as high as psell). With this
assumption, we can see that |CA_P2P| > |CA_CONV| while |CB_CONV| > |CB_P2P|, indicating that the prosumer A
has higher income while the consumer B has lower cost in P2P energy trading, so both benefit. The MMR
mechanism takes the P2P energy trading price as the mean of the buying and selling prices issued by the
energy supplier.

Box 1.
An example of P2P energy trading market design – Mid-market rate (MMR) mechanism.
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A trading platform can be built based either on conventional centralised servers
and databases or on Distributed Ledger Technology (DLT). Blockchain, which is the
underlying technology of Bitcoin and many other cryptocurrencies, is the most
famous and widely used type of DLT. Blockchain has a number of features includ-
ing trustworthiness, transparency, redundancy, tamper-proof ability, and interme-
diary avoidance, which means it has good potential to be used for supporting P2P
energy trading. Furthermore, smart contracts, which are contracts in the form of
computer codes that can be automatically executed, can reduce the costs of con-
tracting, enforcement and compliance in P2P energy trading [8].

There have been many industrial projects using Blockchain for P2P energy
trading, such as the Brooklyn microgrid case in the U.S. [9]. In spite of the many
potential advantages and its increasing use, there are also many issues of using
Blockchain or wider DLT for P2P energy trading. DLT is still young and undergoing
rapid development, with a number of technical issues, e.g., the high computational
and energy costs of the ‘Proof of Work (PoW)’mechanism and the reduced level of
trustworthiness of other consensus mechanisms (Box 2).

A software platform for P2P energy trading, named as “Elecbay”, has been proposed in [1] and
introduced here as an example. The parties and their interaction within “Elecbay” are illustrated in
Figure 2.

The design of “Elecbay” learns from that of eBay, which is a famous e-commercial platform enabling
customer-to-customer or business-to-customer sales online. On “Elecbay”, electricity sellers list the
electricity to be sold as items, while electricity buyers browse all the listed items and place orders. Each
order specifies the amount, time duration and price of the electricity to be exchanged.

After the transactions are agreed between electricity buyers and sellers, they will be sent to network
operators to check whether the orders satisfy physical network constraints. Network operators can reject
the agreements that will cause problems to physical networks. Detailed mechanisms in this will be discussed
in Section 2.3.

The electricity to be sold by the sellers may not be enough to satisfy all the needs of the buyers, and vice
versa. Therefore, electricity suppliers cover this electricity imbalance (i.e., providing balancing service)
through buying/selling electricity from/to sellers/buyers.

Finally, at the settlement stage, “Elecbay” will distribute the payment collected from electricity buyers
among electricity sellers (for providing the electricity), network operators (for the use of networks) and
electricity suppliers (for dealing with the electricity imbalance). The “Elecbay” platform may keep a small
percentage of the payment as the service fee as well.

Box 2.
“Elecbay” – An example of P2P energy trading platform.

Figure 2.
The parties and their interaction within “Elecbay”.
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2.3 Power and ICT infrastructure

The transactions agreed between prosumers and consumers in P2P energy trad-
ing need to be physically delivered through electric power networks. This can be
private wires or public power networks, as illustrated in Figure 3.

If a prosumer and a consumer (or two prosumers) are connected purely by
private wires, as shown in Figure 3(a), the situation is simple and clear, where the
electricity can be transmitted just as agreed in P2P energy trading. However, this is
a rare scenario in the real world – electricity transmission and distribution busi-
nesses benefit from economies of scale and economies of density, so it is generally
not economic (and even illegal in some areas) to build private power networks.
Typical examples of private power networks include those in industrial parks,
newly built residential communities and microgrids in islands or remote areas.

Therefore, in most practical cases, prosumers and consumers are interconnected
with each other through public power networks, as shown in Figure 3(b). Electricity
in public power networks has unified power quality, and the electricity from different
sources cannot be physically distinguished. In this case, P2P energy trading is in
nature a virtual trading arrangement, similar to the bilateral electricity purchase
contracts between larger generators and consumers in conventional electricity mar-
kets. In spite of the similarities, a lot of new commercial mechanisms need to be set
up to allocate the network use charges and network losses, manage the operational
constraints, and provide incentives for long term network investment.

Information and communication technology (ICT) infrastructure is also needed to
achieve P2P energy trading. Metering infrastructure is needed for measuring the gen-
eration/consumption of prosumers and consumers in P2P energy trading for market
settlement and billing purposes. The smart metering infrastructure being deployed in
many areas of the world is useful in this regard. There is research showing that existing
communication technologies are sufficient to support P2P energy trading [10, 11].

2.4 Law, regulation, and policy

There have not been many formal and widely applied policies, laws or regulations
on P2P energy trading across the world. P2P energy trading and the corresponding
supporting technologies like Blockchain are still at an early stage and under rapid
development, so it may still be too early to make firm and widely applied policies.
Trials that rely on derogations from existing regulations have the advantages of being

Figure 3.
P2P energy trading through private wires and public power networks. (a) through private wires. (b) through
public power networks.
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very flexible and relatively easy to establish. However, with the rapidly increasing
penetration of DERs and increasing scale of P2P energy trading, establishing system-
atic policy, regulation and legal frameworks will be required (Box 3).

2.5 A social science perspective

P2P energy trading involves large numbers of small customers, who cannot be
treated in the same way as large generation companies or electricity suppliers,
which behave with almost perfectly economical rationality and have a high-risk
tolerance. Therefore, a social science perspective is of great importance in P2P
energy trading to design reasonable and effective market mechanisms and to better
understand, engage, satisfy, and protect customers (Box 4).

The following issues need to be addressed in future policy development:

• the formal role and responsibilities of participants of P2P energy trading (e.g., prosumers, consumers
and the P2P energy trading coordinators),

• the relationship between P2P energy trading and existing electricity markets (e.g., wholesale market,
retail market, capacity market and ancillary service market),

• the distribution of levies, taxes and network charges among the participants of P2P energy trading,

• appropriate subsidies and incentives for encouraging the development of P2P energy trading, and

• protection of vulnerable customers and energy equity in P2P energy trading.

Box 3.
A list of issues to be addressed in future policy development.

1. Is P2P energy trading all settled by cash?
No! In an ethnographic study in two off-grid villages in rural India, Singh et al. found that P2P
energy trading is not just an economic act but actually a complicated sociocultural process [12].
Besides the ‘in-cash’ return (i.e., money), there are ‘in-kind’ return (e.g., food, oil, cakes, and service
of irrigation) and ‘intangible’ returns (e.g., goodwill and friendship), involving the dynamics of
social relations.

2.Does P2P energy trading always happen in a marketplace?
No! In another ethnographic study conducted in an off-grid village in rural India, Singh et al. found that
P2P energy trading can not only happen in the regulated market realm mainly with rational
participants, but also as ‘a social and personal transaction of energy between giver and energy receiver’.
This was named as ‘mutual energy trading’, which is mutually structured and negotiated [13].

3.Do customers value ‘autarky’ or ‘autonomy’ more?
Based on the result of an online survey involving 248 German homeowners, Ecker et al. found that
most customers value ‘autarky’ (i.e., independence of power supply) more than ‘autonomy’ (i.e., the
ability to self-determine the source of energy) [14]. Ecker et al. inferred that this preference might
not be good news for deploying P2P energy trading, considering customers might price the
electricity they generate at a higher price than its actual worth. This inference remains to be
validated in practice.

Box 4.
Example social science questions in P2P energy trading.
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3. Simulation and evaluation of peer-to-peer energy trading

More and more P2P energy trading mechanisms with various focuses and
designs are being created by researchers and practitioners across the world.
Therefore, instead of focusing on any specific P2P energy trading mechanism which
might be upgraded or replaced quickly, a general simulation and evaluation frame-
work of P2P energy trading is described. This framework facilitates an understand-
ing of the interaction of various parties, and can be used to simulate and assess the
outcome of P2P energy trading for improving the mechanism design and
conducting feasibility analysis and impact assessment.

3.1 Multiagent simulation

P2P energy trading involves multiple parties with different interests and objec-
tives, and thus is suitable to be modelled and simulated by a multiagent system. The
overall picture of the multiagent simulation framework for P2P energy trading is
shown in Figure 4.

Figure 4 shows that the framework models the parties related to P2P energy
trading as agents and also describes their interactions. In the lower block, the parties
within the P2P trading community and their interactions are presented. Although
the term ‘community’ is used, it is not necessary to be a physical community, but
can be a virtual aggregation of the parties conducting P2P energy trading. The
participants of P2P energy trading include prosumers, distributed generators (e.g.,
small-scale PV power plants), community energy storage (e.g., batteries collectively
owned and shared by the customers in a community) and consumers. There is a
coordinator managing various aspects of P2P energy trading. This trading coordi-
nator could be a real entity, e.g., a company running this business, or a virtual one,
such as a smart contract sitting in a blockchain. Depending on the specific P2P
energy trading mechanisms, the participants need to exchange various types of
information (such as measurements, bids and offers, pricing signals, and control

Figure 4.
A multiagent simulation framework for P2P energy trading (DNO/DSO: Distribution network/system
operator; TSO: Transmission system operator).
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signals) with the coordinator (in centralised or distributed market designs) or with
other participants (in decentralised market designs).

The upper block of Figure 4 shows the external parties. Multiple P2P energy
trading communities can trade and share energy with each other, creating a hierar-
chical P2P energy trading structure [15]. The P2P energy trading community needs
to trade and share energy with the energy supplier (also called retailer) to balance
the electricity surplus or deficit. Furthermore, the P2P energy trading community
could provide various ancillary services, such as voltage support, congestion man-
agement and frequency support, for bulk power system utilities, such as distribu-
tion network operators (DNOs), distribution system operators (DSOs) and
transmission system operators (TSOs) (Box 5) [16].

A day-ahead P2P energy trading among prosumers adopting the MMR mechanism is presented as an
instance for demonstrating the multiagent simulation. For this instance, the framework in Figure 4 is
simplified as that in Figure 5.

As shown in Figure 5, using the MMR mechanism, the P2P energy trading coordinator decides the
internal P2P energy trading prices, based on the energy bids provided by the prosumers and the import /
export prices issued by the energy supplier. Four models are used to simulate the whole process of P2P
energy trading, which are detailed as below.

1.The P2P energy trading coordinator agent and the MMR pricing model

The agent representing the P2P energy trading coordinator takes the inputs from the prosumer
agents and energy supplier agent and generates the corresponding output, with the core being the
MMR pricing model linking the inputs and outputs, as illustrated in Figure 6.
In Figure 6, ICA is the set of inputs for the coordinator agent, where pSA ¼ pimt jt∈T

� �
∪ pext jt∈T
� �

is

the set of electricity prices issued by the supplier agent. pimt represents the price of buying electricity
from the supplier (i.e. import price). pext represents the prices of selling electricity to the supplier (i.e.

export price). T is the set of time slots considered and t is the index of a time slot. bPA ¼ bPAt jt∈T
n o

is the set of ‘energy tenders’ submitted by the prosumer agents, indicating the amount of energy to
be sold (if negative) or bought (if positive). The set OCA is the set of outputs for the coordinator
agent. pP2P ¼ pbt jt∈T

� �
∪ pstjt∈T
� �

is the prices for prosumers to conduct P2P energy trading with

each other. pbt is the buying price and pst is the selling price. eCA ¼ eCAt jt∈T
� �

is the amount of
electricity that the coordinator agent buys from / sells to the supplier agent (positive values for
buying and negative for selling) for balancing the supply and demand of the whole P2P energy
trading community.
Based on the ‘energy tenders’ from the prosumer agents, the P2P energy trading coordinator agent
calculates the amount of energy that it needs to buy from / sell to the supplier agent to address the
supply and demand imbalance within the P2P energy trading community:

eCAt ¼
XN
i¼1

bPAi,t (6)

where N is the total number of prosumers in the P2P energy trading community and i is the index of
a prosumer.
The P2P energy trading prices in the MMR mechanism, pP2P, are taken as the mean of grid import
and export prices, with some modification terms when there is supply and demand imbalance in the
P2P energy trading community, which needs to be balanced by the external supplier agent. Specific
formulas are presented in Appendix A.

2.The prosumer agent and the decision-making model

The prosumer agent optimises the schedules of its flexible devices and the energy tender submitted
to the P2P energy trading coordinator agent, in order to maximise its own economic benefits, as
illustrated in Figure 7. Note that a prosumer agent can include models of distributed generators,
energy storage and various electric loads, so being a general model that can describe other parties
such as community energy storage and consumers as shown in Figure 4.
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3.2 Evaluation index hierarchy

With the outcome of P2P energy trading obtained from the multiagent simula-
tion or measured from real implementation cases, an evaluation system is needed
for comprehensively assessing the performance of conducting P2P energy trading.

In Figure 7, IPA is the set of inputs for the prosumer agent, which includes the P2P energy trading
prices pP2P issued by the P2P energy trading coordinator agent. The set OPA is the set of outputs of

the prosumer agent, which includes the ‘energy bids’ bPA of the prosumer. The prosumer agent runs
an optimisation to decide its optimal operation schedule and energy bids. The formulation of the
optimisation problem is presented in Appendix B.

3.The energy supplier agent

The energy supplier is considered to act in a passive way, just to balance the electricity imbalances in
the P2P energy trading community. The P2P energy trading coordinator imports/exports electricity
from/to the energy supplier at the prices published by the energy suppliers. Flexible pricing schemes
can be included, such as time-of-use (TOU) pricing, critical peak pricing (CPP), real-time pricing
(RTP) and incline block pricing (IBP).

4.The implementation process and model

The implementation model specifies how the agents interact with each other, especially between the
P2P energy trading coordinator agent and prosumer agents. The decisions of the coordinator agent
and prosumer agents depend on each other, so iterations are used to describe their interaction. The
iteration process can be fully implemented in practice, or used to model the gaming process in the
agents’ mind when they make decisions.
The convergence of iteration is an issue. In some designs, game-theoretic analysis is used to prove the
existence of equilibria, where the iteration can converge, such as in [4]. However, game-theoretic
methods usually assume models with specific mathematical forms, which might not be the case in
practice. To address this issue, some heuristic methods, such as the ‘Step Length Control’ and
‘Learning Process Involvement’ proposed in [17], can be used to facilitate convergence. If
convergence still cannot be achieved, the iteration process can be set to end after a pre-set number of
iterations.
With the above formulation, P2P energy trading adopting the MMR mechanism can be simulated. A
numerical example is given in Section 4.

Box 5.
Mathematical models for simulating P2P energy trading adopting MMR mechanism.

Figure 5.
The multiagent simulation framework for P2P energy trading adopting MMR mechanism.
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The impact of P2P energy trading can include a wide range of aspects – for example,
a multi-dimension conceptual framework has been proposed to analyse blockchain-
based P2P microgrids from technological, economic, social, environmental and
institutional dimensions [17]. In this chapter, we will establish a general index
hierarchy with some key quantitative technical and economic indexes for assessing
the performance of P2P energy trading.

3.2.1 Technical indexes

From the perspective of microgrid/LES operators, one important motivation of
conducting P2P energy trading is to better coordinate and integrate a high

Figure 6.
The P2P energy trading coordinator agent.

Figure 7.
The prosumer agent.
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penetration of DERs. The potential technical capability of P2P energy trading is
mainly in the improvement of local power and energy balance, which can be
quantified in various ways.

3.2.2 Economic indexes

The economic performance of P2P energy trading can be measured from the
perspectives of individual participants as well as the whole microgrid/LES. Eco-
nomic benefits are direct incentives for conducting P2P energy trading, especially
for individual participants.

Local Power Balance Index

The local power balance facilitated by P2P energy trading can help release circuit congestion, reduce
circuit losses and improve the circuit utilisation within the microgrid/LES, and defer network
reinforcement for both the microgrid/LES and upper-level power networks. The local power balance can be
quantified by the peak-to-average ratio (PAR) within the microgrid/LES, as calculated by

ILPB ¼ Pmax
M

PM
(7)

where ILPB is the value of Local Power Balance Index; Pmax
M is the peak active power of the microgrid/

LES; PM is average active power of the microgrid/LES throughout the time horizon considered (usually one
day).

Local Energy Balance Index
Local energy balance indicates the extent to which local generation/demand can be consumed/ satisfied

within the microgrid/LES, also reflecting the independency of the microgrid/LES. The local energy balance
can be quantified by

ILEB ¼
PT

t¼1 PIm
t þ PEx

t

� �
PT

t¼1 PD
t þ PG

t

� � (8)

where ILEB is the value of Local Energy Balance Index; PIm
t and PEx

t are the total import and export

power of the microgrid/LES at the time step t; PD
t and PG

t are the total demand and local generation of the
microgrid/LES at the time step t; T is the total number of time steps considered (usually for one day).

Box 6.
Technical indexes for assessing P2P energy trading.

Coalition Stability Index

For each individual participant, the necessary condition for it to stay in the P2P energy trading
community, rather than directly trade with the conventional energy supplier, is that its economic benefit
obtained through P2P energy trading is no lower than those with the energy supplier. Therefore, the
coalition stability of the P2P energy trading community can be quantified by the percentage of participants
who have higher economic benefits in P2P energy trading than those with the energy supplier, i.e.

ICS ¼ NH

NP2P
(9)

where ICS is the value of Coalition Stability Index; NH is the number of participants who have higher
economic benefits in P2P energy trading than those with the energy supplier;NP2P is the total number of the
participants in the P2P energy trading community.

Total Benefits Index
The total economic benefits of all the participants brought by P2P energy trading, with the benefits

with the energy supplier as a reference value, are assessed by

ITB ¼ BP2P
M � BES

M (10)

where ITB is the value of Total Benefits Index; BP2P
M is the total economic benefits of all the participants

in the P2P energy trading community; BES
M is the total economic benefits of all the participants if trading

with the energy supplier otherwise. The economic benefits are measured by net electricity costs.

76

Microgrids and Local Energy Systems



3.2.3 Index normalisation and index hierarchy establishment

Based on the individual technical and economic indexes defined in the
previous subsections, an index hierarchy can be established to assess the overall
performance of P2P energy trading. To compare and synthesise different indexes,
the indexes need to be normalised with the following features: (i) the index value
being a number ranging from 0 to 1, and (ii) the index value ‘0’ representing ‘the
worst’ and ‘1’ representing ‘the best’. Specific normalisation of the indexes
presented in the previous subsections is given in the following box. The technical
and economic indexes presented in Boxes 6 and 7 are normalised as follows
(Table 1).

After normalisation, the indexes can be synthesised hierarchically by calculating
the weighted sum, as presented below and illustrated in Figure 8 [19]:

ITPI ¼
XNTI

i
αi � ITIi where

XNTI

i
αi ¼ 1, αi ≥0 (12)

Benefits Allocation Index
Another index is needed for reflecting how the total benefits brought by P2P energy trading are

allocated to each participant, which is defined as follows:

IBA ¼
XNP2P

i¼1

XNP2P

j¼1

Ci � C j
�� �� (11)

where IBA is the value of Benefits Allocation Index, and C represents the net cost of a P2P energy
trading participant (positive for cost and negative for income) throughout the time horizon considered. It is
seen that (11) calculates the summation of the cost difference between any two participants in P2P energy
trading.

Box 7.
Economic indexes for assessing P2P energy trading.

Category Index
name

Original index Normalised index Notes

Technical Local
Power
Balance

ILPB ¼ Pmax
M

PM
I ∗LPB ¼ 1� ILPB

σ
σ: Maximum peak-average

ratio from experience

Local
Energy
Balance

ILEB ¼
PT

t¼1
PIm
t þPEx

tð ÞPT

t¼1
PD
t þPG

tð Þ
I ∗LEB ¼ 1� ILEB

Economic Coalition
Stability

ICS ¼ NH
NP2P

I ∗CS ¼ ICS

Total
Benefits

ITB ¼ BP2P
M � BES

M I ∗TB ¼ ITB
Bmax
M �BES

M

Bmax
M : Maximum potential
benefits that could be

obtained (calculated through
centralised optimisation

[18])

Benefits
Allocation IBA ¼ PNP2P

i¼1

PNP2P

j¼1
Ci � C j
�� �� I ∗BA ¼ 1� IBA

2N2
P2P � max

i∈ 1, 2…Nf g
Ci

Table 1.
Normalisation of evaluation indexes for assessing P2P energy trading.

77

Peer-to-Peer Energy Trading in Microgrids and Local Energy Systems
DOI: http://dx.doi.org/10.5772/intechopen.99437



IEPI ¼
XNEI

i
βi � IEIi where

XNEI

i
βi ¼ 1, βi ≥0 (13)

IOPI ¼
XNsub

i
γi � Isubi where

XNsub

i
γi ¼ 1, γi ≥0 (14)

where ITPI, IEPI and IOPI represent the values of Technical Performance Index,
Economic Performance Index, and Overall Performance Index; αi, βi and γi are the
weighting coefficients; ITIi represents the i-th technical index (such as the local
power/energy balance index), and NTI is the total number of technical indexes; IEIi
represents the i-th economic index (such as Coalition Stability Index, Total Benefits
Index and Benefits Allocation Index), and NEI is the total number of economic
indexes; Isubi represents the i-th index below the ‘Overall Performance Index’ level
(such as Technical Performance Index and Economic Performance Index), and Nsub
is the total number of these indexes.

It is worth noting that the indexes and hierarchy presented are just examples,
and the methodology behind these examples is general and scalable. Firstly, more/
different indexes for assessing technical or economic performance can be defined.
Furthermore, other aspects beyond technical and economic performance, such as
social, environmental and institutional dimensions, can also be considered to be
assessed. More complicated methods can be used to synthesise the indexes at dif-
ferent levels, such as using the Analytic Hierarchy Process (AHP) method to decide
the values of weighting coefficients.

4. Case study

A case study using multiagent simulation and the evaluation index hierarchy
described in Sections 2 and 3 demonstrates P2P energy trading and its performance.
A residential community consisting of 20 houses in Great Britain (GB) was consid-
ered. P2P energy trading was conducted between the customers within the com-
munity, adopting the MMRmechanism. The simulation was conducted in MATLAB
and the optimisation was solved using CPLEX solvers.

4.1 Case design and parameters

For the 20 houses in the community, it was assumed that half of the houses had a
2 kW PV system for each house but did not have an electric vehicle, while each of
the other half owned an electric vehicle but did not have a PV system. The CREST
model [20], which is based on realistic GB statistics, was used to generate the
electrical and usage patterns of the domestic appliances, demand and PV generation

Figure 8.
Evaluation index hierarchy for assessing P2P energy trading.
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profiles of each house. The parameters and travel behaviour of the electric vehicles
were generated from a database reflecting realistic use in GB [21].

The customers were assumed to conduct P2P energy trading under the MMR
mechanism. They were assumed to do the trading day-ahead at the time resolution
of one hour, i.e., making energy trading agreements for each hour of the next day
one day in advance. For P2P energy trading, the ‘Learning Process Involvement’
technique was adopted as the implementation mechanism [19], with the learning
rate selected as 0.5 and the maximum iteration number being 300. The import and
export electricity prices provided by the external energy supplier were assumed to
be 14.57 pence/kWh and 5.03 pence/kWh, which are typical values in GB.

Two reference cases (i.e., ‘P2G’ and ‘Global Optimum’) were simulated and
compared with the P2P energy trading case (the ‘P2P’ case). The ‘P2G’ (‘Peer to
Grid’) is the current arrangement in GB, where customers separately trade with the
energy supplier at the import/export prices. In the ‘Global Optimum’ case, all the
customers were assumed to be fully controlled by a centralised entity, which
minimised the electricity cost of the whole community. The ‘Global Optimum’ case
is to provide a reference to examine the capability of P2P energy trading in tapping
the economic potential in the community.

When calculating the values of the evaluation indexes, equal coefficients were
taken at all the levels.

4.2 Simulation and evaluation results – technical performance

The resulting daily demand profiles of the whole community in the three cases
are presented in Figure 9, also with the community generation profiles and exter-
nal/internal electricity prices plotted. The index values regarding the technical
performance are shown in Table 2.

Figure 9(a) shows that the surplus PV power generation of some customers in
the community was not consumed by other customers in the community due to the
lack of coordination among customers when the customers separately traded with
the external energy supplier. Moreover, the peak power of the community of the
day was as high as 38.45 kW. By contrast, Figure 9(b) shows that, with the global
optimisation, the local energy balance was able to reach a very high level, and the
peak net power was reduced significantly to 10.14 kW.

Figure 9(c) shows the results with P2P energy trading. Compared to the ‘P2G’
case, much flexible demand was shifted to around noon to utilise the surplus PV
power generation, incentivised by the lower internal P2P buying prices during those
periods. This resulted in a much higher level of local energy balance as well as a
higher level of local power balance with the peak net power of the community in the
day being just 9.20 kW. Compared to the ‘Global Optimum’ case, the local energy
balance level of the ‘P2P’ case was slightly lower expectedly, but the peak net power
was also slightly lower (indicating an even better local power balance than the
‘Global Optimum’ case). This is because the price signals with the unit of £/MWh
just incentivise local energy balance but do not incentivise local power balance
directly. Therefore, additional measures, such as adding a ‘capacity charge’
element (i.e., with the unit being £/MW), can be taken (in the traditional retail
market or in the P2P energy trading market) to further incentivise the local power
balance.

Table 2 shows the quantified performance through the index values. Consistent
with the results shown in Figure 9, the values of Local Power Balance Index, Local
Energy Balance Index and Technical Performance Index in the ‘P2P’ case are
220.8%, 67.6% and 106.6% higher than those in the ‘P2G’ case. On the other hand,
the value of Local Energy Balance Index in the ‘P2P’ case is just 5.5% lower than that
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Figure 9.
The community demand and generation profiles with the external/internal electricity prices in the three cases.
(a) the ‘P2G’ case. (b) the ‘global optimum’ case. (c) the ‘P2P’ case.
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of the ‘Global Optimum’ case, showing that P2P energy trading under the MMR
mechanism had got very close to the global optimum in this respect.

4.3 Simulation and evaluation results – economic performance

The total net cost of the community is illustrated in Figure 10, showing that P2P
energy trading with the MMR mechanism significantly reduced the total net cost of
the community compared to the ‘P2G’ case, being very close to the global optimum
value.

Figure 11 shows that the daily net cost of any customer in the ‘P2P’ case was
lower than that in the ‘P2G’ case, indicating that P2P energy trading benefited every
customer to some extent and no customer would have the incentive to escape from
the P2P energy trading coalition.

The index values regarding the economic performance are calculated as
presented in Table 3. Note that the index values regarding the cost distribution
were not calculated for the ‘Global Optimum’ case, since how the total cost of the
community is allocated was not specified for the ‘Global Optimum’ case.

The numbers in Table 3 are discussed as follows. Consistent with the results in
Figures 10 and 11, the value of Total Benefits Index of the ‘P2P’ case is significantly
higher than that of the ‘P2G’ case, being only 8.5% lower than that of the ‘Global
Optimum’ case. No customer would be worse off in the ‘P2P’ case, so the value of
Coalition Stability Index takes the maximum value of 1.0000. By contrast, the value

Cases Local power balance
index

Local energy balance
index

Technical performance
index

P2G 0.1591 0.4657 0.3124

P2P 0.5104 0.7805 0.6454

Global Optimum 0.3189 0.8260 0.5724

Table 2.
Indexes values of the technical performance in the three cases.

Figure 10.
The daily net cost to the community in the three cases.
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of Benefits Allocation Index in the ‘P2P’ case is slightly lower than that of the ‘P2G’
case, showing that P2P energy trading with the MMR mechanism did not improve
the equity level in the community in terms of electricity cost. In summary, the value
of Economic Performance Index of the ‘P2P’ case is 27.95% higher than that of the
‘P2G’ case, showing clear economic benefits brought by P2P energy trading.

4.4 Simulation and evaluation results – overall performance

The performance of the three cases is summarised in Table 4. It is shown that
P2P energy trading has a significantly better performance from both the technical
and economic perspectives, compared to the existing arrangement where customers

Figure 11.
The cost distribution in the community in the ‘P2G’ and ‘P2P’ cases.

Cases Coalition stability
index

Total benefits
index

Benefits
allocation index

Economic
performance index

P2G 1.0000 0.0000 0.7738 0.5854

P2P 1.0000 0.9150 0.7060 0.8649

Global Optimum N/A 1.0000 N/A N/A

Table 3.
Indexes values of the economic performance in the three cases.

Cases Technical performance
index

Economic performance
index

Overall performance
index

P2G 0.3124 0.5854 0.4489

P2P 0.6454 0.8649 0.7552

Global Optimum 0.5724 N/A N/A

Table 4.
Comparison of the overall performance of the three cases.
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separately trade with the energy supplier, showing the great potential of P2P energy
trading.

5. Summary

P2P energy trading is an innovative approach for managing increasing numbers
of DERs in microgrids or local energy systems. In P2P energy trading, prosumers
and consumers directly trade and exchange power and energy with each other.
With proper design, P2P energy trading can create a triple win situation for
customers, microgrids/local energy systems and wider bulker energy systems.

P2P energy trading is an emerging area with rapidly increasing academic
research and industrial practice in many places of the world. P2P energy trading can
be conducted across multiple temporal scales (e.g., settlement markets and forward
markets with various time resolutions) and multiple spatial scales (i.e., within/
between/beyond microgrids/LES). The development of P2P energy trading can be
categorised into five key aspects, that is, i) market design, ii) trading platforms, iii)
power & ICT infrastructure, iv) law, regulation & policy, and v) social science
perspective.

Multiagent simulation and an evaluation index hierarchy were proposed to simu-
late and evaluate various P2P energy trading mechanisms. These techniques are
useful for both academic study and industrial practice. In the multiagent simulation,
relevant parties involved in P2P energy trading, such as market coordinators, energy
suppliers and prosumers, are modelled as agents, with their internal behaviour
models and interaction with other parties described. In the evaluation index hierar-
chy, quantitative indexes are defined to assess different aspects of P2P energy trading
(e.g., technical and economic aspects), and indexes are synthesised to reflect higher-
level performance. It is worth noting that the multiagent simulation framework and
evaluation index hierarchy described are actually open systems, which are easy to
extend and adjust for further development or specific applications.

Finally, P2P energy trading in a residential community in the context of GB was
demonstrated as a case study. The houses had PV panels, electric vehicles and other
typical appliances, trading and sharing electricity with each other in a day-ahead
manner. Simulation results showed that the adopted P2P energy trading mechanism
significantly improved the technical and economic performance of the community.
The case study also showcased the application of a multiagent simulation frame-
work and the effectiveness of the evaluation index hierarchy.

Appendix A – Pricing formulas in the Mid-Market Rate mechanism

The Mid-Market Rate mechanism makes the P2P energy trading prices using the
following formulas:

pbt ¼
pmean
t �Gt þ pimt Dt � Gtð Þ

Dt
Dt >Gt

pmean
t Dt ≤Gt

8<
: ∀t∈T, (A1)

pst ¼
pmean
t Dt ≥Gt

pmean
t �Dt þ pext Gt �Dtð Þ

Gt
Dt <Gt

8<
: ∀t∈T, (A2)

where
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pmean
t ¼ pimt þ pext

� �
2

∀t∈T, (A3)

Dt ¼
XN
i¼1

max bPAi,t , 0
� �

∀t∈T, (A4)

Gt ¼
XN
i¼1

min bPAi,t , 0
� ������

�����∀t∈T: (A5)

In (A1) and (A2), pbt and pst represent the prices at which the prosumers buy and
sell electricity in the P2P energy trading community. pmean

t is the average of the
import price pimt and export price pext issued by the supplier agent, as calculated in
(A3).Dt and Gt are the total electricity demand and supply in the P2P energy trading
community, as specified by (A4) and (A5) respectively. bPAi,t is the energy tender
submitted by the prosumer agent i, indicating the amount of energy to be sold (if
negative) or bought (if positive).

Appendix B – Optimal scheduling and bidding of prosumer agents

The prosumer agent runs an optimisation to decide its optimal operation sched-
ule and energy bids. If a prosumer with solar PV panels, an electric vehicle, an
electric water heater with a tank (as a flexible load) and inflexible electric loads is
considered for example, the decision-making model of this prosumer is as follows:

min
XT
t¼1

pP2Pt � Pnet
t � Δt (B1)

where

Pnet
t ¼ xHt þ xcht

ηch
þ xdist ηdis

� �
þ Pinflex

t � PPV
t ∀t∈T, (B2)

pP2Pt ¼ pbt P
net
t >0

pst P
net
t ≤0

(
∀t∈T, (B3)

subject to

Xt

k¼1

xHk Δtþ ρ �M � c � θini � θð Þ≥
Xt

k¼1

Qk ∀t∈T, (B4)

Xt

k¼1

xHk Δt≤ ρ �M � c � θ � θini
� �þ

Xt

k¼1

Qk ∀t∈T, (B5)

Qt ¼ ρ �mt � c � θset � θcoldð Þ ∀t∈T, (B6)

0≤ xHk ≤PH ∀t∈T, (B7)

SOCt ¼ SOCini þ 1
C

Xt

k¼1

xcht þ xdist

� �
Δt ∀t∈T, (B8)
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SOCtin ¼ SOCtout � ΔSOC ∀t∈T, (B9)

SOC≤ SOCt ≤ SOC ∀t∈T, (B10)

SOCT ¼ SOCini ∀t∈T, (B11)

0≤ xcht ≤Pch,Pdis ≤ xdist ≤0 ∀t∈T: (B12)

(B1) is the objective function, showing that the prosumer agent tries to minimise its
daily net electricity cost. Pnet

t is the net power consumption at the time slot t, calculated
by (B2) where xHt is the power consumption of the electric water heater; xcht and xdist
are the charging (always positive) and discharging (always negative) power of the
electric vehicle; ηch and ηdis are charging and discharging efficiencies of the electric

vehicle; Pinflex
t is the sum of the all the inflexible loads; PPV

t is the power generation of
the PV panels. Positive Pnet

t means the prosumer has electricity deficit, so the prosumer
agent needs to buy electricity from the P2P energy trading community, thus the P2P
energy trading price being the buying price shown in (B3). By contrast, negative Pnet

t
means the prosumer has electricity surplus, so the prosumer agent needs to sell elec-
tricity to the P2P energy trading community, thus the P2P energy trading price being
the selling price shown in (B3). Δt is the length of a time step.

(B4)–(B7) are the constraints regarding the electric water heater with a hot
water tank. (B4) and (B5) ensure that the thermal energy stored in the hot water
tank can satisfy the hot water demand at the same time does not exceed the capacity
of the tank. ρ is unit conversion coefficient between ‘J’ and ‘kWh’; M is the
maximum amount of water the tank can store in the tank; c is the specific heat
capacity of water; θ and θ are the lower and upper limits of the water temperature in
the tank; θini is the initial water temperature in the tank. (B6) calculates the heat
energy needed at each time step, Qt, because of the hot water use. θset is the setpoint
of the water temperature, and θcold is the temperature of the cold water inlet. mt is
the amount of water consumed at each time step. (B7) specifies the range of electric
power of the water heater for heating.

(B8)–(B12) are the constraints regarding the electric vehicle. (B8) describes the
evolution of the state of charge (SOC) of the batteries in the electric vehicle. (B9)
models the impact of travelling on the SOC, where SOCtin and SOCtout represent the
SOC when the electric vehicle returns home and leaves from home for travelling
respectively, and ΔSOC represents the amount of energy needed (measured by
SOC) for travelling. Note that here only one travel is modelled – if more travels are
made, similar equations can be added. (B10) specifies the upper bound SOC and
lower bound SOC of SOC. (B11) requires the SOC at the end of the day, SOCT,
should be equal to that at the beginning of the day, SOCini, so that the schedule is
sustainable for the future. (B12) specifies the ranges of charging and discharging
power.

In summary, given the P2P energy trading prices received from the P2P energy
trading coordinator agent, the prosumer will optimise its flexible load schedule to
minimise its own net electricity cost. The resulting net power consumption/gener-
ation will be submitted to the coordinator agent for deciding the P2P energy trading

prices, i.e., the set of energy bids being bPA ¼ bPAt ¼ Pnet
t jt∈T

n o
.
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Local Energy Systems
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Chapter 4

District Heating and Cooling
Systems
Iván De la Cruz and Carlos E. Ugalde-Loo

Abstract

Decarbonisation of the energy sector is a crucial ambition towards meeting
net-zero targets and achieving climate change mitigation. Heating and cooling
accounts for over a third of UK greenhouse emissions and, thus, decarbonisation of
this sector has attracted significant attention from a range of stakeholders, including
energy system operators, manufacturers, research institutions and policy makers.
Particularly, the role of district heating and cooling (DHC) systems will be critical,
as these two energy vectors are central to our lives not only for comfort and daily
activities, but also to facilitate productive workplaces and to run a variety of indus-
trial processes. The optimal operation of DHC systems and the design of efficient
strategies to produce heat and cold, store thermal energy, and meet heating and
cooling demands, together with an increased integration of low carbon technologies
and local renewable energy sources, are vital to reduce energy consumption and
carbon emissions alike. This chapter reviews relevant aspects of DHC systems, their
main elements, automatic control systems and optimal management.

Keywords: District heating and cooling systems, local energy systems, sustainable
energy systems, renewable energy sources, thermal energy storage, heat transfer,
heating demand, cooling demand, energy systems management

1. Introduction

From very early days, men and women learned to manipulate heat for their
protection and survival. From the discovery of fire to the development of thermal
systems in modern societies, the supply of thermal energy to meet heating and
cooling demands has significantly improved, both in the efficiency of transport and
the quality of the thermal energy available. As we face an unprecedented climate
emergency threatening life in our planet, mitigation of global warming through the
reduction of greenhouse gas emissions has become a crucial ambition. Due to the
substantial amount of carbon emissions contributed by domestic and industrial
heating, including space cooling, district heating and cooling (DHC) systems have
recently attracted significant attention. With suitable operating regimes, inclusion
of low carbon technologies and control strategies in place, a DHC system may be an
integral solution for the reduction of energy consumption and carbon emissions
while meeting local demand for heat and cold.

DHC systems use the infrastructure interconnecting dwellings, buildings or
facilities within a city, district or neighbourhood to supply heating or cooling [1].
Using mainly water as the transport medium, heat and cold are distributed to meet
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demand for space heating and cooling, refrigeration, and water for domestic or
industrial use.

A local energy system is an energy system led by a local authority or local
organisations within a bounded geographical area (commonly a city) that aims to
match local energy resources with the local energy demand [2, 3]. Therefore, a DHC
system is considered a local energy system as it is limited to specific areas within a
city, although it can extend to an entire municipality. In occasions a thermal system
spans beyond municipal borders to incorporate thermal energy generation plants,
such as Copenhagen’s district heating system [3].

DHC systems supply a large share of the thermal energy demand in a local
region. Therefore, considering them in regional plans for reaching net-zero targets
is of importance. Although exploiting local energy resources could lead to DHC
systems being part of energy islands [3, 4], they would be connected to national
energy systems through electricity and gas grids. Thus, coordinated actions of
national and local plans are required for a successful transition incorporating
renewable energy sources (RESs).

The main components of a DHC system are shown in Figure 1: heating or
cooling energy sources, distribution network components, customer installations
including thermal loads and thermal energy storage (TES) systems.

1.1 Evolution of district heating and cooling systems

The first district heating system dates back to 1877, in New York, where 14
customers were connected to a network supplied by a single boiler fuelled by coal
[5]. Subsequent systems developed elsewhere worked on the same principle. In
general, they consisted of steam traps, expansion joints, and insulated steam pipes

Figure 1.
Classification of components of a DHC system.
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(supply and return), housed within underground concrete ducts transporting steam
at high temperature and high pressure. Steam heat storage plant and combined heat
and power (CHP) generation units driven by coal or oil were also incorporated, but
their use was not extensive [6]. Steam district heating systems were highly ineffi-
cient due to the large heat losses resulting from operation at high temperatures. In
addition, these systems were hazardous due to the risk of explosion. Steam district
heating systems were the 1st generation of district heating (1GDH) systems, which
dominated the market until the 1930s.

The 2nd generation of district heating (2GDH) systems replaced steam with
pressurised liquid water at temperatures above 100°C, making the systems safer
while reducing heat losses. Water pipes and water-based heat storage tanks were
used. Large shell-and-tubes heat exchangers and large and heavy valves were also
incorporated to the distribution network. The number of CHP units also increased,
further integrating heating and electricity networks, while decreasing costs of
energy production and emissions at the same time.

Although 2GDH systems were dominant until the 1970s and a few 1GDH and
2GDH systems remain operational, the 3rd generation of district heating (3GDH)
systems is predominant nowadays. The distinctive feature of a 3GDH system is the
use of heat interface units to provide an individual supply temperature control.
Liquid water is still employed in the primary circuit; however, as the operating
temperatures are below 100°C, heat losses and insulation requirements for pipelines
are reduced. Large gas, biomass and waste CHP units replaced oil- and coal-driven
units. Moreover, a range of distributed heat sources such as small CHP units, gas
and electric boilers, solar collectors and heat pumps were incorporated, thereby
integrating RESs as heat sources.

The development of district cooling systems followed a similar approach as
district heating systems. Introduced in the 19th century, the 1st generation of
district cooling (1GDC) systems were predominant until the 1960s. They consisted
of centralised condensers and decentralised evaporators, with a refrigerant used as
the transport medium. A solution of ammonia and saltwater was often used as the
refrigerant. The 2nd generation of district cooling (2GDC) systems used chilled
water as the distribution medium and adopted large mechanical chillers to
produce cold. The 3rd generation of district cooling (3GDC) systems is dominant
these days and grew in popularity in the 1990s. With a diversified cold supply
consisting of absorption and mechanical chillers, modern cooling systems take
advantage of local natural water resources, such as lakes or rivers, to obtain free
cooling.

1.2 Modern district heating and cooling networks: an insight to Paris’ system

According to the United Nations Environment Program, Paris is considered one
of the “champion cities” for district energy use in the world [7]. With both large
district heating and district cooling networks currently in operation, Paris is aiming
to reduce its carbon emissions by 75% by 2050.

District heating was introduced in Paris in 1927 through a 1GDH system config-
uration based on steam. With 33% owned by the city, the Paris Urban Heating
Company (CPCU) is still the only company operating under a concession contract.
It currently serves 16 towns in the metropolitan area, supplying heat to �500,000
households using a network of 475 km. Although steam is used as the main distri-
bution medium, the network also includes smart operation control systems and
several hot water loops (as those used in a 3GDH configuration). Due to their high
distribution efficiency, hot water loops are preferred for areas under development
in the city suburbs. These, in turn, help reduce peak demand on the steam network.
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CPCU uses a wide range of heat sources. Three waste incinerators constitute the
primary heat production units, which are supported by two CHP plants, several gas
and coal boilers, and five fuel oil boilers. There are plans for replacing gas and coal
boilers with waste and biomass-fired power plants by 2030 [8]. Currently, 50% of
the energy consumed by the district heating network comes from RESs and energy
recovery. As a result, the Paris district heating system is an important example of
heat generation and supply from renewable energy.

Paris also has the most extensive 3GDC system in Europe. The cooling system
has been operated by Climespace since 1991. It has an 83 km underground cooling
network, which supplies chilled water to over 700 customers, including hotels,
shopping centres, offices, state buildings, museums, and theatres. The system
employs ten cooling energy production sites to produce �480 GWh of cooling per
year and it also features four cooling storage facilities [9]. What makes this system
highly economic, operationally efficient and innovative is the incorporation of free
cooling into the energy production process. Water from the Seine River is used as a
large natural source of chilled water for the distribution network, reducing both
costs and the environmental impact.

Paris’ district heating and district cooling networks are monitored and
operated by specialised personnel in real time through control centres to guarantee
a consistent supply of heating and cooling. Both networks are constantly being
extended, incorporating additional delivery stations to reduce the city’s carbon
footprint.

1.3 Modern district heating and cooling systems

1.3.1 The 4th generation district heating and district cooling systems

Existing 3GDH and 3GDC systems and their technologies are evolving to new
systems. The 4th generation of district heating (4GDH) systems and the 4th gener-
ation of district cooling (4GDC) systems integrate RESs to ensure efficient and
high-performance operation [6]. Although 4GDH and 4GDC systems are designed
as individual networks, exploiting synergies between them is required to use energy
efficiently, especially for recovering waste heating and cooling energy.

The expansion of heating and cooling distribution networks by integrating local
RESs and exploiting the potential for recovering waste thermal energy from a wide
range of customers’ applications brings substantial benefits. Combined with a smart
management of the systems and of the customers’ installations, the overall effi-
ciency of the thermal grid may be improved and the difference between supply and
return temperatures reduced with respect to the ambient temperature. This tem-
perature reduction could in turn help minimising thermal losses. Intelligent man-
agement includes 24-hour weather forecasting to estimate thermal demand and the
use of load shedding and load shifting techniques to regulate it. Building insulation
for energy conservation and the minimisation of health risks posed by the
Legionella bacteria by eliminating domestic hot water (DHW) stores enables the
reduction of water supply temperatures for space heating, space cooling and DHW
production.

Thermal losses in the distribution network are one of the main concerns for
future developments. In addition to a reduction of temperature in supply and return
lines, achieving low thermal losses requires:

• Reducing pipe dimensions.

• Improving the insulation of pipelines using twin pipes.
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• Implementing 3-pipe configuration in the distribution network to maintain a
supply temperature at the periphery, avoiding bypassing the return line [10].

• Implementing a continuous metering system with fast wireless readings,
enabling intelligent control of the network.

Decarbonisation of thermal networks involves the use of RESs and other low-
carbon heating and cooling sources, which include CHP plants and efficient boilers,
waste incineration plants, chillers and heat pumps. For local energy systems, the
integration of energy resources available in close proximity is desirable. For a
thermal network, these include free cooling from nearby natural water reservoirs
and geothermal energy from low-temperature geothermal heating plants with effi-
ciently operated heat pumps. Solar thermal plants can also be integrated into the
network when combined with large-scale seasonal TES systems. Waste heat and
cold from local industrial activity and commercial buildings represent a significant
thermal resource. To this end, central thermal stores are used to recover waste
thermal energy for a later dispatch.

Important benefits are obtained when operating thermal networks with supply
and return temperatures near the ambient temperature. The capacity of a thermal
network to take heating (or cooling) energy from a source is enhanced by lowering
its return temperature (or raising it for cooling) since heat transfer is proportional
to the temperature difference between the source and the network. For this reason,
steam or fuel-driven CHP plants enhance their electricity production by enabling a
further expansion of steam or flue gases without affecting the total heat recovered.
Heat pumps, chillers and TES units are also sensible to temperature. A higher
coefficient of performance (CoP) in vapour compression heat pumps and chillers is
achieved by reducing the temperature difference between the heat source and heat
sink since less work is required from the compressor. Charging and discharging
temperatures limit the energy storage capacity of a TES unit. Since the discharge
temperature is the return temperature in the network, lowering this temperature in
TES units storing heat (or raising it for cold stores) can increase storage capacity.
The design of smart energy systems aims to cope with the fluctuating nature of
RESs. To achieve this, electricity, thermal and gas networks must be combined and
their operation coordinated at a local and national level, providing optimal solutions
at an individual level and as part of an integrated network. Coupling devices linking
energy vectors, such as heat pumps, CHP plants and chillers, and the use of energy
storage components play a crucial role in the operation of a local thermal network.

The large-scale integration of RESs involves a radical technological change and a
paradigm shift from single-purpose organisations implementing undifferentiated
solutions to multi-purpose organisations implementing differentiated solutions.
Three main challenges have been identified:

• Deciding whether to have district heating and district cooling systems or
individual thermal solutions.

• Establishing a trade-off between developing local heat production against
implementing energy conservation measures.

• Motivating the integration of local RESs.

To address these challenges, it is necessary to develop planning and design tools
and methodologies based on geographical information systems. On the other hand,
implementing long-term marginal cost tariff policies and enabling access to loans
and consultancy services to support customers are also relevant measures.
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Although the technologies and policies for 3rd generation systems are in an early
transition towards the 4th generation, encouraging results in research projects have
been obtained when implementing the measures discussed previously [11]. Fourth
generation systems are expected to dominate modern thermal systems in the future.

1.3.2 The 5th generation of district heating and cooling

Until the 4th generation, district heating and district cooling networks were
treated as individual loops with limited interaction between them supplying either
heat or cold to customers. The systems were unidirectional, with water flowing in
one direction through the distribution network to meet thermal demands. However,
in the last few years, a novel configuration using bidirectional networks has
emerged. The 5th generation of district heating and cooling (5GDHC) systems
integrate district heating and district cooling networks into a single distribution
network [12–14], delivering either heating or cooling to a single facility by inverting
the direction of the water flow in the consumer terminals. These systems reduce
supply and return temperatures even further by using decentralised heat pumps.
Benefits from 5GDHC systems include the reduction of thermal losses in the distri-
bution grid, improved TES capacity, and an increased utilisation of heating and
cooling generation plants and waste heat and cold sources. Figure 2 shows a sche-
matic comparison between 3rd and 4th generation district heating and district
cooling systems and a 5GDHC system.

The characteristics of a 5GDHC system make of it a powerful and versatile
solution to decarbonise thermal networks. For instance, bidirectionality of the flow
produces different operational mass flow rates for different subsections of the
distribution network. This feature enables to exploit synergies between buildings
with different thermal demands, recovering waste heat or cold from some premises
to supply others within the same cluster of buildings. Circular use of the energy may
be achieved, where consumers become prosumers supplying the network. This
could enable peer-to-peer energy transaction schemes to reduce energy costs.
Bidirectionality also facilitates the integration of RESs and local thermal energy
sources into the network.

Deployment of 5GDHC systems is challenging. Adding decentralised heat
pumps to allow reduced working temperatures requires a significant capital invest-
ment and sophisticated control systems since the heat pumps are connected to the
electricity grid. Reduction in temperatures also requires higher mass flow rates, for

Figure 2.
Schematic comparison between 3rd or 4th generation district heating and district cooling systems with 5GDHC
systems.
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which extra pressure boost or larger diameter pipes would be required. Despite
these challenges, there are 5GDHC systems in operation integrating RESs, including
groundwater (e.g. ETH Campus Hönggerberg, Switzerland), seawater (e.g. Bergen
University, Norway), or excess heat (e.g. Herleen, The Netherlands) [13, 14].

2. Thermal loads in energy transfer stations

Thermal energy flows in a DHC system can be considered as either supply or
consumption flows. Supply flows are produced at the ends of the distribution
network connected to the heat or cold sources. Conversely, consumption flows are
generally associated with the customer ends or energy transfer stations (ETSs),
which connect the customer’s local installation to the distribution networks via heat
exchangers or hydraulic separators.

Consumption flows are commonly referred to as thermal loads [15] and
expressed in kilowatt [kW] or kilowatt-hour [kWh]. Thermal loads change with
time and are specified as load profiles ranging from an annual, seasonal, monthly,
weekly, daily, or even hourly basis [15, 16]. Weekly and daily thermal load profiles
depend on the level of activity within the network which, in turn, depends on the
energy consumption of each customer. Monthly and seasonal load profiles depend
mainly on meteorological conditions. For instance, the demand for heating is high
in winter, while cooling demand may dominate in summer. The definition of load
profiles is critical for the optimal operation of DHC systems [17]. This will be briefly
discussed in Section 6.

Within local customer installations, thermal loads are caused by three main
energy consumption processes: space heating or space cooling, production of DHW,
and industrial processes. Additionally, thermal losses in the distribution network
represent a significant portion of the total thermal load.

2.1 Space heating and space cooling

Space heating and space cooling are used to condition the temperature inside a
dwelling, building or facility to a uniform level which is different from the outdoors
temperature. This may be achieved by placing radiators in each room or at specific
locations inside a building. Alternatively, fan coil units distributed through a build-
ing regulate indoor temperature by varying the ventilation airflow temperature and
mass flow rate [18]. Thermostats are included in key areas of a building when
automatic systems are implemented to regulate temperature.

Lighting, the temperature of the water sources, or the insulation level affect the
conditioning of indoor temperature within a building [19, 20]. The number of
building occupants is also a major factor. For example, the energy consumption for
space cooling in an office complex in the summer is higher during working hours
than for the rest of the day. Meteorological conditions are particularly relevant for
space heating and space cooling. Although these can lead to a higher heating or
cooling consumption, they can also help to mitigate thermal losses due to the
difference in indoor and outdoor temperatures. Solar radiation is especially benefi-
cial for space heating during winter. Similarly, rainy or windy days lead to a lower
cooling consumption in the summer.

2.2 Domestic hot water preparation

DHW refers to the water used for domestic purposes including cooking, sanita-
tion and personal hygiene, where the final consuming elements are taps and
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showers. Thermal load due to DHW depends primarily on the specific temperature
setpoint the water is heated to and the activity level of the customer.

In 3GDH and 4GDH systems, DHW preparation involves the use of water tanks
and strict temperature control. To prevent the growth of Legionella, the bacteria
causing Legionnaires’ disease, temperature must be kept above 50°C [21]. In
5GDHC systems, this is challenging due to the low temperatures of operation. For
this reason, heat pumps and electric heaters are used to locally raise temperature
[22, 23], which increases the coupling between thermal and electrical networks.

2.3 Industrial thermal loads

Industrial loads can be attractive for DHC systems thanks to the diversity of
thermal processes employed to manufacture and store products. The transport,
electricity, pharmaceutics, and food sectors, and manufacturing processes such as
machinery, textiles, chemicals, paper, metal, wood, rubber and plastic require
heating and cooling [24, 25]. Although thermal loads in an industrial process may be
affected by outdoor temperature and meteorological conditions, the determining
factor to predict load profiles is the periodicity of activities within the process
[24, 26].

Due to the economic and environmental benefits involved, the incorporation of
industrial activity into DHC systems is increasing. In addition, the recovery of
industrial waste heat and cold represents a major thermal energy resource that
could be employed to meet the demands from other customers connected to the
thermal network [25, 27]. Further discussion on this is provided in Section 3.

2.4 Thermal losses in the distribution network

Thermal losses modify the overall thermal load of a network. Several factors
affect the amount of energy lost. The network’s integrity is a major factor since
cracks in distribution elements can leak water [6, 28]. It is thus essential to regularly
monitor the network and to provide maintenance when required.

The amount of insulation and the geometry of pipes (i.e. diameter and length)
influence the network’s heat transfer to the surrounding ground [20, 28]. The
reduction of operating temperatures in the latest generations of DHC systems aims
to reduce thermal energy losses resulting from this heat transfer.

3. Heating and cooling sources

3.1 Boilers and burners

Depending on the heat source, boilers are classified as boilers supplied by fossil
fuels, heat recovery boilers and electric boilers. Electric boilers (i.e. electric resis-
tances immersed into water tanks) and small-scale fuel powered boilers are mainly
used to produce hot water for space heating and DHW in dwellings, housing
developments or offices complexes. Heat recovery and combustion boilers are
extensively used in DHC systems and in industrial applications due to their wide
range of capacities.

3.1.1 Fossil fuel fired boilers

Fossil fuel fired boilers consist of two separate flow channels to transfer heat
from the fuel to water. Water is fed and circulated through the first channel. At the
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inlet ports of the second channel, fuel and air are fed and burnt to generate hot flue
gases. These gases circulate through the second channel, transferring heat to the
water at the points where both flow channels are linked.

Fossil fuel fired boilers may vary depending on the type of fuel used, the firing
method, the field of application, the water circulation system, or the operating
pressures [29]. However, they are classified mainly as hot water boilers and steam
boilers. Steam boilers are more complex because of the separation process of the
steam from liquid water. A schematic of a steam boiler is shown in Figure 3.

3.1.1.1 Economiser

An economiser consists of a heat exchanger where the feedwater temperature is
initially raised, taking heat from the flue gases at the boiler exhaust. Flue gases at
this point are at a lower temperature than in the furnace.

The economiser heat exchanger is found in both hot water and steam boilers.
It is used to recover heat from the flue gases before they are released into the
atmosphere, thereby increasing fuel utilisation.

3.1.1.2 Steam drum

Hot water boilers often feed water directly from the economiser to the tubes of
the furnace, but in a steam boiler the preheated liquid water going out of the
economiser can be passed to one or a set of steam drums. Within the steam drum,
the fraction of water at liquid state is separated from the steam coming from the
furnace, and it is fed back to the furnace through downcomers to be reheated.

3.1.1.3 Furnace

Most of the heat produced by fuel combustion is transferred to the water in the
furnace, which can be configured in two different ways (see Figure 4). In fire-tube

Figure 3.
General configuration of a steam boiler.
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boilers (left), the flue gases flow through metal tubes placed within the water flow.
Conversely, in water-tube boilers (right), water flows through an arrangement of
vertical tubes between the flow of flue gases.

3.1.1.4 Superheater and reheater

These are exclusive to steam boilers. Heat exchangers are placed through the
exhaust conduit to increase the steam temperature in several phases. Thus, they
increase fuel utilisation by drawing heat from the flue gases. These heat exchangers
can be used to superheat the steam exiting the furnace, or to reheat low temperature
steam that has been cooled down by a process. In some configurations, superheaters
may have their own combustion system to support the steam heating, which
requires extra fuel consumption.

3.1.2 Heat recovery boilers

These work under the same principle of fossil fuel boilers. However, heat recov-
ery boilers use the heat generated by burning the by-products of industrial pro-
cesses instead of fossil fuel. For example, Kraft boilers used in the pulp and paper
industry exploit the burning process of black liquor—a by-product of the pulp-
making process [29, 30].

3.1.3 Waste heat recovery boilers

The waste heat recovery boiler is different from other boilers as it does not
have a furnace. This boiler is powered by the heat generated from processes that
would be wasted in normal conditions. This boiler is a fundamental part of CHP
plants [31].

3.1.4 Operation and control of boilers

Boiler operation is monitored by a set of temperature, pressure and flow rate
sensors. On–off and proportional-integral controllers are implemented to regulate
internal variables. For combustion boilers, controllers and sensors are implemented
for flow channels of both water and flue gases.

Figure 4.
Fire-tube and water-tube furnace configurations.
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The fuel and air mass flow rates are responsible for the heat generation within
the flue gases flow channels and thus the temperature and pressure in the furnace.
Two control systems are implemented to regulate this operation: the burner man-
agement system and the firing rate control [32]. The burner management system
supervises and limits the burner operation for safety, while the firing rate control
regulates the fuel and air flows. The air inflow rate is regulated to achieve a desired
air-to-fuel ratio, which guarantees the fuel is completely burnt while controlling
sulphur and nitrogen oxides emissions [29].

The water flow channel is operated by the feedwater flow control system and,
depending on the type of boiler, by the steam pressure or the fluid temperature
maintenance system. The feedwater flow system is driven by the boiler feed pumps
and, in some cases, by additional circulating pumps, which control the feedwater
flow and fluid level. In hot water boilers, the outlet water temperature is maintained
at a specific setpoint by varying the feedwater flow. However, the control of steam
boilers is more complex. While the feedwater flow system keeps a constant water
level in the drum, the pressure in the steam conduit is maintained by regulating the
amount of fuel burnt and, thus, the steam flow produced.

Effective monitoring and control of the boiler operation are required to achieve
an optimal performance, reduce losses, and draw the highest efficiency. The con-
ventional definition of a fuel fired boiler’s efficiency ηboiler is given by

ηboiler ¼
Qheat

Qfuel
¼

Qfuel–losses
� �

Qfuel
(1)

where Qheat is the total heat absorbed by water or steam considering losses, and
Qfuel is the heat added by the fuel—which can be approximated by the fuel’s lower
heating value or higher heating value.

3.2 Chillers

Chillers use the thermodynamic properties of refrigerant fluids to extract heat
from water or air streams to produce cooling. Chillers are classified according to
their refrigeration cycle.

3.2.1 Mechanical vapour compression chillers

Mechanical vapour compression chillers use mechanical power to drive a com-
pressor. Although the compressor can obtain power from an engine or a turbine, the
most popular power source is electricity. Figure 5 shows the refrigeration cycle of a
vapour compression chiller. Two main zones of operation are identified: the high-
pressure and the low-pressure zones. At low pressure, the refrigerant boils at a low
temperature in the evaporator, taking heat from the supply water or air stream. The
supply stream temperature is decreased (sometimes below 3°C), producing cooling
to feed a cooling network. On the other hand, the refrigerant vapour goes through
the compressor, rising its pressure and, consequently, its dew-point temperature.
The refrigerant vapour is then cooled down and condensed in the condenser by a
secondary cooling stream with a temperature close to ambient temperature. This
secondary stream takes heat subtracted from the refrigerant to a cooling tower or
radiator to be released into the atmosphere. The refrigerant, now in a liquid state,
reduces its pressure when passing through an expansion valve and goes to the
evaporator, completing the cycle.
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3.2.2 Vapour absorption chillers

Unlike mechanical chillers, absorption chillers are driven by heat and do not
employ a compressor or an expansion valve. Instead, they use two heat exchangers
and an absorbent solution (e.g. lithium bromide) to modify the refrigerant’s
pressure.

Figure 6 illustrates the refrigeration cycle of an absorption chiller. This starts in
the generator, which stores a mixture of a refrigerant and a concentrated absorbent
solution. An external heat source heats the mixture up to the refrigerant’s boiling
temperature, separating the refrigerant vapour from the absorbent. The vapour
goes to the condenser, where a secondary cooling stream extracts heat from the
refrigerant to condense it. The condensed refrigerant and the absorbent solution
from the generator enter the evaporator-absorber. Then, the refrigerant boils at a
low temperature in the evaporator (due to close to vacuum conditions), producing
cooling. This low-pressure condition results from the absorption process carried out

Figure 5.
Refrigeration cycle of a mechanical vapour compression chiller.

Figure 6.
Refrigeration cycle of a vapour absorption chiller.
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in the absorber, where the absorbent strongly attracts the refrigerant vapour. Aided
by a secondary stream, the absorbent-refrigerant mixture is condensed and pumped
into the generator, completing the cycle. To increase efficiency, a heat exchanger is
added between the streams of absorbent solution and absorbent-refrigerant
mixture.

3.2.3 Vapour adsorption chillers

The refrigeration cycle of vapour adsorption chillers is characterised by the use
of adsorbers, such as silica gel and activated carbon, which are solid substances that
attract refrigerant vapour that sticks to their surface (i.e. adsorption).

Figure 7 shows a schematic of this kind of chillers. To achieve a continuous
cycle, a minimum of two adsorbent beds are required, where one acts as an adsorber
and the other as a desorber. The cycle starts with one of the beds already saturated
with condensed refrigerant. The saturated bed is heated by an external heat source,
desorbing the refrigerant by evaporation. A directional valve connects the bed with
the condenser, which, supported by an external stream, condenses the refrigerant.
Once in a liquid state, the refrigerant goes through an expansion valve, reducing its
pressure until a nearly vacuum condition exists in the evaporator. Within the
evaporator, the refrigerant boils at low temperature, producing cooling. The refrig-
erant vapour is adsorbed by the second bed, connected to the evaporator by another
directional valve, and cooled down by a secondary stream. The cycle is completed
by inverting the directional valves and heating the second adsorbent bed.

3.2.4 Coefficient of performance

Chiller efficiency is measured by a dimensionless CoP, which is the ratio of
useful energy output for cooling to the primary energy input [33, 34]. For electric
chillers,

CoPelect ¼ Qcool

Welec
(2)

Figure 7.
Refrigeration cycle of a vapour adsorption chiller.

103

District Heating and Cooling Systems
DOI: http://dx.doi.org/10.5772/intechopen.99740



where Qcool is the ratio of cooling rate capacity in the evaporator and Welec is the
electrical power input to the compressor. For absorption and adsorption chillers,

CoPabs=ads ¼ Qcool

Qin
(3)

where Qin is the rate of heat input in the generator or desorber.

3.2.5 Refrigerant considerations

Before 1990, refrigerants were mainly produced from chlorofluorocarbons—
ozone-depleting substances responsible for the “ozone hole”. The Montreal Proto-
col, agreed in 1987, initiated a gradual phasing out of these substances for replace-
ment with refrigerants with zero ozone-depleting potential [35]. In addition, the
increasing concern on global warming led to the definition of the global warming
potential (GWP) index, which is used to compare the effects of different green-
house gases [36].

Refrigerants currently in use are classified as fluorocarbon and non-fluorocarbon
refrigerants. Non-fluorocarbon refrigerants, such as ammonia, hydrocarbon, CO2

and especially water have gained interest for their low GWP.

3.3 Co-generation and tri-generation power plants

3.3.1 Combined heat and power plants

Co-generation or CHP generation is the process of recovering the waste heat
from electric power generation to produce steam or hot water. CHP plants are one
of the main interfaces between electrical and thermal grids. Their configuration
may vary, but waste heat recovery boilers are normally used. CHP plants can use an
internal combustion engine or be based on a Brayton cycle (e.g. gas turbine),
Rankine cycle, or a fuel cell [31, 37–39].

Figure 8 shows the configuration of a reciprocating engine CHP plant, which
takes heat from the combustion gases and an engine block to generate hot water.
Gas turbine CHP plants also take heat from exhaust gases, but steam is produced
due to the high operating temperatures. In a Rankine cycle-based CHP plant, heat is
recovered from the low-pressure steam in the condenser to generate hot water. The
steam produced by a gas turbine CHP plant can be subsequently used in a Rankine
cycle CHP plant to generate additional electricity. The integration of these thermo-
dynamic cycles into a CHP plant is known as a combined cycle power plant [31, 37].

Figure 8.
Reciprocating engine co-generation plant.
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Figure 9 illustrates the configuration of independent Brayton and Rankine cycle
CHP plants.

In fuel cell-based CHP plants, instead of transforming thermal energy into
mechanical energy to drive the shaft of a generator, fuel cells generate electrical
power via an electrochemical reaction, which makes them more efficient. A sche-
matic of a fuel cell stack working with hydrogen and oxygen is presented in
Figure 10. Here, hydrogen (H2) injected through the anode is separated into elec-
trons and protons. Hydrogen protons travel through an electrolyte membrane to the
cathode of an individual cell, where they combine with oxygen (O2) and hydrogen
electrons to produce water and heat. The electrical current produced by the flow of
hydrogen electrons is forced through an electric circuit connecting anodes with
cathodes of the fuel cells (i.e. current collector) to produce electrical power.

The operating temperature of a fuel cell may range from 80–1000°C depending
on the electrolyte used [39]. Because of this, a cooling water system is required.
Cooling water is circulated through the fuel cell stack, collecting heat and generat-
ing steam or hot water as a by-product of the process.

Figure 9.
Brayton and Rankine cycle co-generation plants.

Figure 10.
Fuel cell-based co-generation plant.
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3.3.2 Combined cooling, heat and power plants

A special case of co-generation is tri-generation, or combined cooling, heat and
power (CCHP) generation. CCHP plants employ some electricity or heat generated
by a CHP unit to produce chilled water. To this end, electrical or heat-driven chillers
are used. Schematics illustrating the operation of CCHP plants are shown in
Figure 11.

3.3.3 Control of co-generation power plants

Sensors and control loops are used in CHP plants to regulate their operation.
Although the selection of control variables depends on the type of CHP plant, they
may be either electrical power or heat-driven [40].

For electrical power led CHP plants, the control of electricity production is
prioritised while heat is a by-product. The electrical power output is controlled and
the water flow feeding the waste heat recovery boiler produces hot water at a
specific temperature. Conversely, heat production is prioritised in heat led CHP
plants, where the generated electricity is a by-product. A constant hot water flow at
constant temperature is achieved in the waste heat recovery boiler by modifying the
electrical power generation.

3.3.4 Performance indicators of co-generation and tri-generation power plants

In a co-generation power plant, the total input energy Ein is transformed into
electrical energy Welec and heating energy Qheat. Performance of this process can be
described in terms of electrical efficiency ηelec and thermal efficiency ηth:

Figure 11.
Operation of tri-generation power plants.
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ηelect ¼
Welec

Ein
, ηth ¼

Qheat

Ein
(4)

The overall co-generation performance is normally quantified in primary energy
savings (PES) achieved in comparison to the independent generation of electricity
and heat [41, 42]. Although PES calculation may depend on national legislation
[41], a direct calculation based on electrical and thermal efficiencies is given by

PESCHP ¼ 1� 1
ηelec,CHP=ηelec,SP þ ηth,CHP=ηth,SP

 !
� 100 (5)

where ηelec,CHP and ηth,CHP are the electrical and thermal efficiencies of the CHP
plant, and ηelec,SP and ηth,SP the efficiencies for sperate production of electricity and
heat.

Similarly, the performance of tri-generation plants is described by the cooling
efficiencies of tri-generation ηcool,CCHP and separate cooling production ηcool,SP:

PESCCHP ¼ 1� 1
ηelect,CCHP=ηelec,SP þ ηth,CCHP=ηth,SP þ ηcool,CCHP=ηcool,SP

 !
� 100 (6)

where ηcool,CCHP and ηcool,SP depend on the type of chiller included in the CCHP
plant (i.e. electrical, absorption or adsorption chiller). Effectively, the cooling effi-
ciency of a CCHP plant is the product of the chiller’s CoP and the electrical or thermal
efficiency of the CHP unit. The calculations of ηcool,CCHP and ηcool,SP are given by

ηcool,CCHP,elec ¼ CoPelec,CHP � ηelec,CHP, ηcool,CCHP,abs=ads ¼ CoPabs=ads,CHP � ηth,CHP

(7)

ηcool,SP, elec ¼ CoPelec,SP � ηelec,SP, ηcool,SP,abs=ads ¼ CoPabs=ads,SP � ηth,SP (8)

where subscripts elec and abs=ads denote the type of chiller.

3.4 Renewable energy sources and waste thermal energy recovery

3.4.1 Renewable electricity

Heating and cooling accounted for 49% of the total global energy consumption
by the end of 2018, with an estimated 2% of this energy supplied by electricity from
renewables [43]. RESs have gained importance in power production over the last
decade, accounting for 27% of the global power generation in 2019 and 90% of the
global power capacity increase in 2020. Although hydropower is still dominant,
wind and solar photovoltaic (PV) are currently the leading technologies in growth.

Integrating electricity from RESs into thermal networks is aided by electric
boilers and chillers. Another technology widely used is the electric heat pump—an
essential component in new generations of DHC. Heat pumps work under the same
operation principle as chillers and are either compression, absorption, or
adsorption-based technologies. The main difference between a heat pump and a
chiller is the ability of heat pumps to supply both cooling and heating. This is
achieved by reversing the cycle in vapour compression chillers (see Figure 5) or
exchanging the streams in the evaporator and condenser in absorption and adsorp-
tion chillers (Figures 6 and 7). Thus, heat pumps may supply heating during winter
and cooling during summer.
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3.4.2 Geothermal heat and deep lake water cooling

The soil and local natural water reservoirs are important sources of thermal
energy for heating and cooling. DHC systems can exploit existing local resources to
significantly reduce electricity and gas consumption from national grids to drive
boilers and chillers.

The heat produced at the Earth’s core from nuclear reactions flows towards the
surface, causing the ground temperature to vary with depth at an approximately
constant rate of 30°C/km. This geothermal heat is exploited by extracting hot water
from aquifers or using heat pumps to obtain heat from the shallow depth soil.

Although large power plants can use high temperature groundwater reservoirs
to supply electricity to national grids, groundwater at temperatures below 100°C
can be used for direct heating in local networks [44]. Heat exchangers are employed
to subtract heat from the groundwater stream before it is reinjected to the ground.

For direct soil heat extraction or “geo-exchange”, ground source heat pumps are
used [45]. These consist of an electric heat pump connected to a water-filled pipe
circuit buried into the ground to work as a heat exchanger between the soil and a
water stream. Near the surface, the soil temperature varies significantly from sea-
son to season, but it remains relatively constant below 10 m [46]. Considering the
ground temperature is higher than the outdoor temperature during winter and
lower over the summer, the reversed operation capability of heat pumps is ideal to
supply heating or cooling depending on the season of the year. These systems have
proven to be suitable for heating cities and small communities in Denmark [47, 48].

Deep lake water cooling is the term adopted to identify the use of deep lakes,
rivers or oceans to obtain free cooling from natural water bodies. Like groundwater
systems, deep lake water cooling is achieved through a close or open heat transfer,
using either heat exchangers or subtracting water directly from the bottom of the
water bodies where the temperature is relatively constant. Examples include the
district cooling systems in Paris and Ontario [9, 49].

3.4.3 Solar thermal systems

Unlike solar PV, solar thermal systems convert solar radiation directly into
thermal energy. Solar collector panels (shown in Figure 12) are used to this end.

Based on the structure of the solar collector panel, solar collectors can be either
flat-plate or evacuated tube collectors [50]. These panels are used to capture the
solar radiation in a heat transfer medium, commonly water, which is displaced to a
TES tank when the fluid reaches a temperature setpoint. The heat stored in the TES
tank is later used for either heating or cooling purposes.

Solar thermal systems can be used together with solar PV cells to form solar
hybrid photovoltaic-thermal (PV-T) collectors [50, 51]. Hybrid PV-T collectors are
basically solar PV power plants which exploit the waste heat of solar PV generation.
Thus, a solar hybrid PV-T collector is essentially a solar co-generation plant.

3.4.4 Waste thermal energy recovery and renewables integration through thermal energy
storage

Thermal energy demand may be in a wide range of supplying temperatures. For
example, power generation or industrial processes require heat from high-
temperature fluids but generate significant waste heat. This differs from space
heating or heat-driven refrigeration systems. The temperature difference between
processes produces a thermal spectrum of energy use [52]. By adopting a cascaded
heat supply system, an efficient use of the available thermal energy can be planned,

108

Microgrids and Local Energy Systems



where the waste thermal energy generated by a high-temperature range application
can be recovered to supply other applications in a lower temperature range.

Industrial and commercial waste heat is an underutilised thermal energy
resource with an enormous potential for DHC systems [53]. However, it is neces-
sary to account for the temporary or geographical mismatch between waste thermal
energy release and its demand. TES technologies are employed to this end, becom-
ing crucial components when integrating recovered waste heat into thermal net-
works [54].

The use of TES elements is also important for the integration of RESs. Their
intermittent nature is clearly exhibited in solar thermal systems, for which TES
tanks are needed to collect as much energy as possible from the source while it is
available. A further discussion on the different TES technologies can be found in
Section 5.

4. Heating and cooling distribution technology

Distribution of heating and cooling from thermal energy sources to the final
consumer can be achieved in a variety of manners. The distribution network and
the ETS connecting a dwelling or installation are normally adapted to the needs of a
customer and the availability of the sources. The different components and topolo-
gies of these two elements of DHC systems are revised next.

4.1 Distribution network

4.1.1 Pressure systems

The distribution network of a DHC system consists of an arrangement of
underground pre-insulated pipelines filled with a heat transfer fluid (HTF).
Although the vast majority use water as the HTF, CO2-based DHC systems have
been investigated [55, 56]. The distribution of thermal energy throughout the net-
work involves a series of pressure systems to pump and effectively manage the
thermal–hydraulic dynamics of the HTF.

The supply pressure system (SPS) is the primary system, which uses a pressure
differential to move the HTF. It consists of several hydraulic pumps either
centralised in a supply pressure station or distributed throughout the distribution
network. A central supply pressure system (CSPS) is used for the HTF to provide a
unidirectional flow path at each pipe segment of the network. Therefore, it is

Figure 12.
Solar collector system.
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commonly adopted for networks with centralised thermal energy generation
(CTEG) [57, 58]. Instead, a decentralised supply pressure system (DSPS) enables
reversing the flow direction of the HTF. Two main DSPS configurations exist: a
DSPS with distributed thermal energy generation (DTEG-DSPS) and a DSPS with
distributed pumps at each ETS (ETS-DSPS) [10, 11, 59–63]. The flow paths for
these systems are illustrated in Figure 13.

Most distribution networks are closed hydraulic circuits where the HTF follows a
closed path in a confined space. Whenever the temperature of the HTF changes, the
pressure of the whole network also changes. Expansion and pressurisation systems
are used to avoid significant and potentially hazardous pressure changes [57, 58].

An expansion system contains several expansion vessels. These are filled with air
or gas and HTF from the network, segregated by an expandable membrane to
prevent them from mixing. The expansion system enables variations to the net-
work’s volume, where the distribution of thermal energy could be seen as a nearly
isobaric process if the gas pressure does not significantly increase. The
pressurisation system considers a mechanical pressurisation unit to guarantee a
minimum pressure level in the network to prevent a phase change of the HTF at a
low temperature.

4.1.2 Distribution network topologies

These refer to the pipe arrangement in a DHC system. Depending on the number
of distribution lines, DHC systems can be one-pipe (1P), two-pipe (2P), three-pipe
(3P) or four-pipe (4P) networks. In turn, these can be classified according to the
configuration of the SPS and the directionality of the energy flow [64].

Conventional 3GDH and 3GDC systems are commonly 2P networks with a CSPS
and a unidirectional thermal energy flow. Here, energy flow direction denotes the
capacity of all ETSs to consume heating or cooling energy from the network.
Systems with a bidirectional flow and a DSPS are instead associated with 5GDHC
systems, where ETSs are active thermal energy producers or “prosumers” that
supply and consume both heating and cooling. This results in a highly segmented
network with different flow rates and temperatures at each pipe segment.

Open circuit networks without a return line are considered 1P networks. Here,
the HTF is released directly to the environment instead of returning to the thermal
energy source. Examples include networks directly supplied by rivers, lakes or
geothermal water.

Figure 13.
Centralised and decentralised supply pressure systems.
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Common return, recirculation and direct supply line connections are available for
3P networks, which aim to solve common problems with 2P networks. Common
return line networks supply simultaneously heating and cooling through direct con-
nections, incorporating a third line as a common return [65]. Recirculation of the
supply line is necessary to guarantee a minimum supply temperature in 2P networks.
To prevent significant thermal dissipation because of by-passing supply and return
lines (due to their temperature difference), a direct recirculation line for the supply
line is included [10, 11, 66, 67]. A direct supply line can be also added to 2P networks
with operating temperatures close to ambient to supply heating or cooling with a
higher or a lower temperature than in the other two pipelines [13, 64, 66].

4.2 Energy transfer stations

4.2.1 Station elements and connections

An ETS consists of two hydraulic circuits associated with the distribution net-
work of the DHC system and the customers’ installation. These circuits, primary
and secondary, are linked via thermal–hydraulic couplers. The connections are
either direct or indirect. An indirect connection is achieved by heat exchangers
while a direct connection is obtained using hydraulic separators. Although direct
connections are more efficient, indirect connections allow the primary and second-
ary sides to use a different HTF and prevent pollutants or the effects of damage or
leakage to be transmitted from one side to the other [57].

Connections can be centralised or decentralised [22, 23]. In a centralised con-
nection, a single heat transfer coupler is used. The thermal energy supplied from the
primary to the secondary side is distributed through the customer’s local installa-
tion. Decentralised connections use at least two heat transfer couplers: one for space
heating or cooling and one for DHW.

ETSs may substantially differ in how thermal energy is subtracted from the
distribution network. For ETS-DSPS networks, a local pump or a set of pumps
creates a pressure differential to circulate HTF through the heat transfer couplers.
Instead, for CSPS and DTEG-DSPS networks, a pressure boost is generated outside
the ETS and control flow valves are placed at the inlet or outlet ports of the ETS.
When a control flow valve opens, the pressure differential between the network’s
supply and return lines enables the HTF to flow. In bidirectional networks, this may
require the use of a 3-way valve system to alternate between heating and cooling
consumption [13]. Additionally, electric boilers, chillers and heat pumps may be
used within the ETS to support the heating and cooling supply of a consumer.

A centralised ETS configuration for 3GDH systems is shown in Figure 14 (left).
This includes a central heat transfer coupling element for space heating and DHW
production, a flow control valve in the outlet port, and a water tank for DHW on the
secondary side. The diagram to the right shows an ETS-DSPS configuration typical of
new generations of DHC systems. It includes a decentralised heat transfer connection
for space heating or cooling andDHW, a heat pump and a 3-way valve system for flow
reversal. Both ETSs include a heat meter to quantify thermal energy consumption.

4.2.2 Heat meters

Heat meters consist of temperature and flow sensors and an integration unit to
calculate the thermal energy consumption of an ETS. The calculation is given by

Eth ¼ _V cp,supρsupTsup � cp,retρretTret

� �
Δt (9)
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where the total thermal energy consumed Eth is obtained by integrating the heat
flow difference between the supply and return lines at each time step Δt. In turn,
such difference depends on the volumetric flow _V passing through the ETS, the
temperatures of the supply and return lines, Tsup and Tret, and the specific heat
value cp and density ρ of the HTF corresponding to these temperatures [57, 58].

5. Thermal energy storage

An energy storage process can be considered in three stages: energy injection
into the storage medium, energy holding and energy extraction, namely, charging,
storing and discharging.

A wide variety of storage technologies have been developed. Their classification
depends on the energy source (solar, geothermal, waste energy recovery), applica-
tion (DHW, heating, cooling), location (centralised, distributed, underground,
static, mobile), storage medium (air, water, soil, concrete, sand, salts), thermal
energy collection system (active, passive), or the nature of thermal energy transfer
couplers for charging or discharging storage devices (direct, indirect, both) [50, 54,
68–70].

5.1 Storage phenomena

5.1.1 Sensible heat storage systems

Sensible heat systems are based on the injection or extraction of heat into or
from a storage medium to modify its enthalpy. Temperature levels are bounded to
prevent a phase change of the medium. This enthalpy difference is called sensible
heat.

The most common sensible heat TES units used in DHC systems are water-based
[69]. They consist of insulated water tanks to prevent heat exchange between water

Figure 14.
Examples of energy transfer stations.
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and the environment during the storing stage and are used to store either heating or
cooling energy.

The capacity of a medium to store thermal energy in the form of sensible heat is
represented by its specific heat value cp, which is the heat required to change the
storage medium’s temperature by 1°C per unit of mass. This relation is given by

ΔHsens ¼ mstcpΔTst (10)

where a storage medium with a mass mst exhibits a temperature difference ΔTst
resulting from a change in its enthalpy ΔHsens [71].

5.1.2 Latent heat storage systems

Latent heat or phase change material (PCM) systems store more heat per unit of
mass of the storage medium compared to sensible heat systems. Their application is
widespread for cooling systems, where ice-liquid water storage is often used [69].

As in sensible heat systems, latent heat storage systems modify the enthalpy of
the storage medium to store heat. As enthalpy changes by the addition or subtrac-
tion of heat, temperature of the medium also changes. This temperature variation
stops at some point while the enthalpy keeps changing, resulting from a phase
change of the medium. Such enthalpy difference at constant temperature is
denominated latent heat, and it is reflected by a sudden change of the specific heat
value of the medium.

Since latent heat storage systems consist of a two-phase storage medium, the
enthalpy difference of the storage medium ΔHst is equal to the addition of the
sensible heat of both phases, namely ΔHph1

sens and ΔHph2
sens, and the latent heat Hlat:

ΔHst ¼ ΔHph1
sens þ ΔHph2

sens þHlat (11)

5.1.3 Thermochemical heat storage systems

These are classified depending on the phenomenon used for storage: chemical
reactions and sorption processes. Through a reversible chemical reaction, a chemi-
cal is dissociated into and recombined from its components via endo and exother-
mic processes, storing and supplying heat accordingly. Absorption and adsorption
bind a gas to an absorbent solution or a solid adsorber when heat is subtracted and
release it when heat is added. These phenomena are represented by

R1 þHeat⇄R2 þ R3 (12)

where R2 and R3 are the gas and sorbent substance involved in sorption processes
or the chemical products of a dissociative endothermic chemical reaction of R1.

5.2 State-of-charge and storage efficiency

The total thermal energy Hst stored in a TES unit is estimated via temperature
measurements at different points within the unit, discretising the storage volume in
n nodes with an assumed uniformly distributed temperature [72, 73]:

Hst ¼
Xn
i¼1

Vst,iρicp,iTst,i (13)
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This implies a summation of the internal energy of all nodes, where Vst,i is the
volume of the i-th node, Tst,i the temperature measured in the node, and ρi and cp,i
the density and the specific heat value of the storage medium at a temperature Tst,i.

Although Hst represents the total energy stored, only a portion of this energy can
be used, limiting the storage capacity to minimum and maximum levels. The state-
of-charge (SoC) is a dimensionless unit of the instantaneous available thermal
energy in a TES unit, commonly given in percentage of maximum available energy
or a value between 0 and 1 [74]. The SoC for a unit storing heating energy (SoCst) is
given by

SoCst ¼ Hst �Hmin
st

Hcap
st

¼ Hst �Hmin
st

Hmax
st �Hmin

st
(14)

where Hst is the actual energy stored, Hmin
st the minimum energy condition the

unit can be discharged to, Hmax
st the maximum energy condition the unit can be

charged to, and Hcap
st the storage capacity of the unit. To calculate the SoC of a TES

unit storing cooling energy, minimum and maximum energy terms are exchanged
in (14).

Storing thermal energy entails an inherent energy loss. Thus, the performance of
TES devices can be expressed in terms of the efficiency ηst of the energy storage
process [69, 73]. For a generic TES unit storing heating energy, this is given by

ηst ¼
Hdis

Hch
¼ Hch �Hloss

Hch
(15)

where Hdis is the energy subtracted during the discharging stage and Hch the
energy injected during the charging stage. The difference between the injected and
subtracted energy is the energy loss Hloss during the storing stage.

6. Operation of district heating and cooling systems

6.1 Conventional control approach

DHC systems with CTEG and CSPS configurations are operated by a control
system consisting of four cascaded control loops: the marginal pressure differential,
supply temperature, flow, and thermal demand loops [57, 58, 67]. The marginal
pressure differential control and the supply temperature control work in parallel at
a network level, whereas the flow control and the thermal demand control operate
at each ETS. Figure 15 illustrates the four control loops in a conventional district
heating system.

The marginal pressure differential control ensures the CSPS supplies enough
differential pressure to meet the flow rate demand of HTF of all ETSs connected to
the grid. It maintains a constant pressure differential between supply and return
lines at the farthest point of the distribution network. The supply temperature
control regulates the thermal energy flow feeding the distribution network from the
generation plant to maintain a specific supply temperature setpoint. Thus, these
two control loops ensure sufficient thermal energy is supplied to all ETSs in the
network by feeding them with a flow rate of HTF at a constant temperature.

The flow control regulates the opening of the flow control valve to modify the
flow rate of the HTF passing through the primary side of each ETS. As the HTF is
fed at a constant temperature, its flow rate is directly proportional to the flow of
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thermal energy entering the ETS. The control variable is selected depending on the
type of thermal–hydraulic coupler used in each ETS. For ETSs working with heat
exchangers, this is commonly the supply temperature at the secondary side [57, 58].

The thermal demand control is located at the lowest level of the cascaded control
scheme, guaranteeing the thermal demand of each consumer is met according to the
requirements for space heating, space cooling, DHW generation, or any other
industrial or commercial process. As flow control guarantees a supply temperature
of the ETS’s secondary side, the requirements for thermal energy are regulated by
the control of the final consuming elements within the consumer’s premises (e.g.
thermostatic radiator valves, flow control valves of DHW tanks, taps, showers).

6.2 Advanced control

Improvements to the conventional control approach previously discussed have
been achieved. For instance, a supply temperature reset strategy to vary the supply
temperature setpoint according to the ambient temperature increases the genera-
tion plant efficiency while decreasing thermal losses [57, 58]. Implementation of
DSPS schemes, either DTEG-DSPS or ETS-DSPS, relieves the need for marginal
pressure control [59–63]. In general, advanced control schemes have been a mile-
stone for DHC systems as they mathematically optimise system operation through
the coordinated management of thermal energy generation, storage, and
distribution.

Advanced control schemes consider thermal load control as an additional ele-
ment of a conventional control approach to optimise system operation [75]. Ther-
mal load control is based on the operational flexibility of a thermal system and
discussed next.

6.2.1 Operational flexibility

The stability of an energy network depends on the energy balance between
supply and demand. This balance must be always fulfilled to prevent a deterioration
of the system’s performance. However, since the devices supplying and consuming
thermal energy may cannot be operated as quickly or as frequently as the thermal
energy demand changes, achieving energy balance is not easy. For example, the
ramp-up or ramp-down of large thermal energy generation plants is slow, while the
availability of RESs depends on weather conditions. Although some small-scale

Figure 15.
Control of a conventional district heating system.
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auxiliary devices can help maintain the energy balance, this comes at the expense of
a higher utilisation of the different consuming or supplying devices in the network.

A definition of operational flexibility is provided in [75] as the ability to accel-
erate or delay the injection or extraction of energy into or from a system. For a
thermal system, operational flexibility is mainly provided by energy storage ele-
ments. Although network pipelines and buildings have been used to provide flexi-
bility [76, 77], the primary provision comes from TES units [78]. This concept is
shown in Figure 16. TES units deal with the variations of thermal loads by storing
thermal energy during periods when the supply is higher than demand and supply-
ing this energy when the demand is higher than supply. The techniques to deal with
load variations are known as load shaping [79].

6.2.2 Goals and challenges of advanced control

Advanced control focuses on the operational optimisation of a DHC system, which
requires an optimal generation and distribution of thermal energy [75]. This entails:

• Selecting the most suitable generation method and prioritising energy dispatch
from RESs against generation units fired by fossil fuels (thus supporting the
decarbonisation of DHC systems).

• Implementing load shaping techniques to handle thermal load variations in the
network and the intermittency of RESs.

• Decreasing operating temperatures in the distribution network to ambient
temperature (or increasing for cooling) to reduce thermal losses.

• Provision of ancillary services by operating devices coupling electricity and
thermal networks (i.e. CHP plants, electric boilers, compression chillers, heat
pumps) to support balancing electrical energy generation and demand [80].

Figure 16.
Thermal load control based on operational flexibility.
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The number of ETSs in DHC systems, the variability of thermal loads, thermal
and electricity generation prices, and the complex dynamics in thermal networks
constitute the main challenges preventing the adoption of advanced controls. DHC
systems with several ETSs require many sensors to monitor and control the net-
work’s operation, increasing costs. Developing state estimators and new control
strategies to reduce the amount of data may be key to relieve this challenge.

For an optimal operation of DHC systems, information on relevant operational
variables is required. Temperatures and flow rates can be directly sensed and
controlled. Still, the operation of thermal energy sources and TES units must be
scheduled ahead for handling uncertainties on energy generation prices and thermal
loads. Forecasts of prices and weather conditions, and models for determining the
consumers’ thermal loads are used to this end [81, 82].

The design of control systems requires a good understanding of the system’s
dynamics. Accurate and yet simple dynamic models of all the elements in the
thermal networks are necessary, including generation plants, pipelines, storage
units and thermal loads. These models can be used to reproduce the dynamic
characteristics of the network (i.e. temperatures, pressures, flow rates, transport
delays) and for quantifying the total operational flexibility available to operate the
system [83–87].

6.2.3 Control configurations

Advanced control is categorised as central, distributed and hybrid control [75].
This classification depends on how the decision-making entities which operate the
system are configured. In a central control topology, a centralised module interacts
with all consumers, receiving online information of relevant operational variables.
The central module combines this information with forecasts of system dynamics to
generate and send control orders to optimise the operation of the system.

Distributed control, on the contrary, is based on multiple-decentralised modules
operating the system. A multi-agent system architecture is commonly adopted
[88, 89], where each agent may represent an element or a subsystem in the DHC
network (e.g., producer, consumer, cluster of consumers, an energy storage plant).
Agents communicate with each other, receiving information on the overall network
conditions to optimise their operation locally.

Hybrid control integrates central and distributed control configurations. A
central module optimises the operation of the entire system, tracing the conditions
for an optimal thermal load in the network. This information is distributed to
agents, which trade with each other to operate as close as possible to the optimal
conditions [90].

6.2.4 Optimal operation

To guarantee an optimal operation of thermal networks, an optimisation process
is performed in the short term by a central control module. This can be either an
offline operational optimisation [91], or online model predictive control [92].

For DHC systems with distributed thermal energy sources, optimisation
involves selecting energy sources to supply the network and quantify the best
power output for each—known as unit commitment and economic dispatch,
respectively [93, 94]. This should consider the flexibility provided by TES units to
reduce costs [92].

Supply temperature control is a common practice to optimise system operation,
aiming to reduce thermal losses in the network [91]. However, no specific control
method has been firmly established for 5GDHC systems due to the highly variable
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working temperatures. A common approach bounding temperatures in the
supply and return lines to maximum and minimum values has been adopted
[12, 95].

7. Summary

In this chapter, DHC systems were described, including DHC system classifica-
tion, technologies for thermal energy generation, distribution and energy storage,
and topologies for distribution networks. In addition, the different components of
thermal loads and the control strategies for the operation of a DHC system were
reviewed.

The development and implementation of the latest generations of DHC
systems is seen as an integral solution to satisfy local thermal energy demand.
The potential of these systems to reduce carbon emissions by integrating local
RESs and recovery of thermal energy from industrial and commercial activities,
and an optimal energy generation and distribution represent a solid pathway to
support the transition to sustainable local energy systems that many countries are
aiming for.

The adoption of the thermal energy sources available locally, the increasingly
complex dynamics resulting from implementing new topologies of ETSs and distri-
bution networks, and the uncertainty in energy generation prices, local thermal
loads variation, and intermittency of RESs make the optimal control of DHC sys-
tems highly challenging. Besides, the increasing number of coupling devices
between the electricity grid and the local thermal networks requires a whole sys-
tems approach. A coordinated operation of local energy networks with different
energy vectors and national energy systems is required, supporting each other in
balancing energy supply and demand.

To deal with the challenges of implementing DHC systems, the development of
mathematical models, analysis tools, forecasting methods, and the implementation
of advanced controls are crucial to predict and study the dynamic interactions of the
systems and to exploit the operational flexibility provided by TES units.

Abbreviations

5GDHC 5th generation of district heating and cooling
CCHP Combined cooling, heat and power
CHP Combined heat and power
CoP Coefficient of performance
CSPS Central supply pressure system
CTEG Centralised thermal energy generation
DHC District heating and cooling
DHW Domestic hot water
DSPS Decentralised supply pressure system
DTEG Distributed thermal energy generation
ETS Energy transfer station
GWP Global warming potential
HTF Heat transfer fluid
nGDC n-th generation of district cooling
nGDH n-th generation of district heating
PES Primary energy savings
PV Photovoltaic
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PV-T Photovoltaic-thermal
RES Renewable energy source
SPS Supply pressure system
TES Thermal energy storage
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Chapter 5

Electricity Storage in Local Energy
Systems
William Seward, Weiqi Hua and Meysam Qadrdan

Abstract

Traditionally, power system operation has relied on supply side flexibility from
large fossil-based generation plants to managed swings in supply and/or demand.
An increase in variable renewable generation has increased curtailment of renew-
able electricity and variations in electricity prices. Consumers can take advantage of
volatile electricity prices and reduce their bills using electricity storage. With
reduced fossil-based power generation, traditional methods for balancing supply
and demand must change. Electricity storage offers an alternative to fossil-based
flexibility, with an increase expected to support high levels of renewable genera-
tion. Electrochemical storage is a promising technology for local energy systems. In
particular, lithium-ion batteries due to their high energy density and high effi-
ciency. However, despite their 89% decrease in capital cost over the last 10 years,
lithium-ion batteries are still relatively expensive. Local energy systems with bat-
tery storage can use their battery for different purposes such as maximising their
self-consumption, minimising their operating cost through energy arbitrage which
is storing energy when the electricity price is low and releasing the energy when the
price increases, and increasing their revenue by providing flexibility services to the
utility grid. Power rating and energy capacity are vitally important in the design of
an electricity storage system. A case study is given for the purpose of providing a
repeatable methodology for optimally sizing of a battery storage system for a local
energy system. The methodology can be adapted to include any local energy system
generation or demand profile.

Keywords: Battery sizing, flexibility, lithium-ion battery storage, local energy
systems, trading mechanisms

1. Introduction

In the context of the power system operation, ‘flexibility’ can be defined as the
capability of the power system to match demand and supply in the face of rapid and
large swings in supply and/or demand. Traditionally, flexibility has been provided
by large scale dispatchable power generating units such as gas and coal power
generating plants. This type of flexibility is referred to as ‘supply-side flexibility’.
The increasing share of variable renewable sources of energy in power systems
intensifies the challenge of balancing electricity supply and demand. However, the
decommissioning of the fossil-based dispatchable generating units necessitates the
use of alternative sources of flexibility to compensate for the variations of renew-
able power generation. Battery storage technologies are a key alternative source of

127



flexibility along with demand-side response and interconnectors with neighbouring
power systems.

The increase of wind and solar generation capacity in the GB power system and
the lack of sufficient flexibility in recent years have led to the curtailment of renew-
able energy. Figure 1 shows the annual wind curtailment and the cost of curtailing
wind energy in GB from 2010 to 2020.When the electricity generated by wind is high
during the low demand period, and the system cannot absorb all the electricity
generated by wind due to lack of storage, demand turn-up and downward generation
capacity, a fraction of wind generation is curtailed to ensure the supply and demand
are balanced and the system frequency is kept as close as possible to 50 Hz.

The variability of power outputs from renewable generation also has an impact on
short term electricity prices in day ahead and intraday wholesale markets. At times
when there is excess renewable electricity in the system, the electricity price decreases
(sometimes it becomes negative) to encourage consumers to use more electricity and
encourage generators to reduce their outputs. On the other hand, during high demand
periods when the electricity generation by renewable is low, the electricity price rises
to encourage consumers to consume less electricity. The increased variation in half-
hourly electricity prices is a market signal for flexibility requirement and can make
investment in electricity storage financially viable. Being able to shift electricity
consumption, consumers that are able to shift their electricity consumption will be
able to reduce their electricity bill.

For achieving the net-zero target in the UK by 2050, which was passed as a law
by the British government in 2019 [2], National Grid suggested three scenarios
namely ‘System Transformation’1, ‘Leading the Way’2 and ‘Consumer Transforma-
tion’3. These scenarios envisaged different mixes of technologies and measures to
achieve the net zero target. According to National Grid’s scenarios [3], the share of
electrical energy generated from wind and solar is expected to increase from 33% in
2019 to between 74% (for System Transformation scenario) and 87% (for Leading

Figure 1.
Annual wind curtailment and cost of curtailment in Great Britain. This figure is produced using data from [1].

1 System Transformation scenario emphasis on hydrogen for heating, consumers less inclined to change

behaviour, lower energy efficiency, and supply side flexibility.
2 Leading the Way scenario emphasis on fastest credible decarbonisation, significant lifestyle change,

mixture of hydrogen and electrification for heating.
3 Consumer Transformation scenario emphasis on electrified heating, consumers’ willingness to change

behaviour, high energy efficiency, and demand side flexibility.
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the Way scenario) [3]. Figure 2 shows that the significant increase in the capacity
of wind and solar generation is expected to coincide with the reduction of the
capacity of dispatchable generation. To ensure the future power system can balance
supply and demand under various operating conditions, there will be an increasing
role for electricity storage. According to the National Grid scenarios [3], by 2050,
the capacity of electricity storage will increase from 3.75 GW in 2019 to 37.3 GW in
Customer Transformation scenario, 23.5 GW in System Transformation scenario
and 40.4 GW in Leading the Way scenario.

Figure 3 demonstrates how battery storage can be used to support the balancing
of electricity supply and demand, and mitigate the variation of renewable

Figure 2.
Capacity of dispatchable generation plants, renewable and storage. Dispatchable generation in this figure
accounts for nuclear, biomass, hydrogen and fossil power plants. Columns above year 2050 represent a range of
future scenarios; CT: Consumer Transformation, ST: System Transformation, LW: Leading the Way. This
figure was produced using data from [3].

Figure 3.
A schematic depicting the application of battery storage to balance electricity demand and supply.
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generation. One of the key uses of battery storage is to smooth the net electricity
demand (i.e. total electricity demand minus renewable electricity generation). The
battery storage is charged when electricity demand is low and also during periods
when electricity from renewable is high. The stored electricity will be discharged
during peak demand hours to reduce the stress on the power system.

2. Electricity storage technologies

There is a variety of electricity storage technologies that use a range of mediums
to store energy. Electricity storage systems can store energy in mechanical, chemi-
cal, electrical and magnetic mediums. Several technologies have characteristics that
make them suitable for use in local energy systems. This section identifies electricity
storage technologies that are available and those that have characteristics that make
them suitable for use in local energy systems. Detailed characteristics of each tech-
nology are given, as well as short descriptions of how they work.

There is a variety of existing technologies that can store electrical energy for
later use. These have a range of size and operating characteristics that are
summarised in Table 1. In the context of electricity storage for local energy sys-
tems, some of the technologies in Table 1 are more suitable than the others. The
technologies that are promising for applications in local energy systems are listed in
the latter half of Table 1.

Technology Power
capacity

Energy
capacity

Efficiency
(%)

Response
time

Lifetime
(years, cycles)

Pumped hydro storage 100–
3000 MW

Up to 100
GWh

75–85 Seconds to
minutes

40–60 years

Compressed air energy
storage (CAES)

5–1000 MW 100 MWh –

10 GWh
70–89 1–15 min 20–40 years,

13,000+

Flywheels 0.1–20 MW 10–100 kWh 70–95 ms - secs >15 years,
100,000+

Capacitor 0–50 kW 0–50 kWh 60–65 ms 5, 50,000+

Supercapacitor 0–300 kW 0–300 kWh 90–95 ms >20 years,
100,000+

Cryogenic [8] 100 kW –

300 MW
100 kWh –

2.4 GWh
40–60 Minutes 25+, 13,000+

Promising (battery) technologies for local energy systems

Lead-acid Some kW –

10 MW
Up to

10 MWh
75–90 5–10 ms 3–15, 500–3000

Sodium sulphur [9, 10] 50 kW –

34 MW
400 kWh –

58 MWh
80–90 1 ms 10–15, 2500–

4500

Lithium ion 1 kW –

100 MW
Up to

10 MWh
85–98 10–20 ms 5–15, 1000–

10,000

Nickel-cadmium [11, 12] 0–40 MW Up to 13
MWh

60–65 ms 10–20, 2000–
3500

Flow batteries (Vanadium
and Zinc) [13]

30 kW –

10 MW
3.75 kWh –

32 MWh
75–85 < 1 ms 5–10, 2000–

2012,000+

Table 1.
Characteristics of electricity storage technologies [4–7]. The technologies that are most suitable for local energy
systems are identified.
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Pumped hydro storage: pumped storage is a large-scale mechanical storage
technology that stores electricity as potential energy. A difference in height is
required between two large volumes of water. Water is pumped to the higher
reservoir during charge and flows to the lower reservoir during discharge.
Traditional pumped hydro storage is less suited to local energy systems due to its
large-scale, high cost, long construction times and niche geographical requirements
[4, 7, 14].

Compressed air energy storage: CAES stores electricity as highly pressurised air,
in the form of potential energy. During the charging process, air is pumped into
large storage caverns. At discharge, the pressurised air is released through a turbine
to generate electricity. Similar to pumped hydro storage, the application of tradi-
tional CAES in local energy systems is limited by its large-scale, high cost and
specific geographical requirements [4, 7, 15].

Flywheel storage: Flywheels store kinetic energy in a rotating mass or rotor. The
rotor is situated within a low pressure (vacuum) chamber and connected to a
motor/generator. During charging, the rotor speed increases, during discharge the
rotor speed decreases. Flywheels have high power density with rapid response
times. However, they have relatively low energy storage capacity and high self-
discharge. These factors, as well as relatively high cost per kWh mean flywheels are
less suited to provide flexibility in local energy systems. For further detail on
flywheels, their design, operation and applications, refer to [16].

Capacitors: Capacitors consist of two electrical conductors with a thin insulating
layer between them. When a capacitor is charged, it stores energy in an electrostatic
field [14]. They have high power density but have limited energy capacity, low
efficiency and relatively high self-discharge losses [7, 14, 17]. These factors make
capacitors less suited to applications within local energy systems.

Supercapacitor: Supercapacitors are electrochemical double-layer capacitors
[7, 14, 18]. In comparison to a traditional capacitor, supercapacitors provide
higher energy densities but with lower power density [19]. Despite having a
higher energy density than capacitors and better efficiency than most other
storage technologies, supercapacitors still have relatively low energy density in
comparison to other available technologies and higher levels of energy capacity
are very costly. For further details on the state of the art of supercapacitors, refer
to [20].

Cryogenic storage: During the charging process of cryogenic or ‘liquid air’ elec-
tricity storage, a cryogen (liquid air) is produced and stored in vacuum insulated
tanks [21]. During the discharge process the cryogen is heated and boils. The boiled
cryogen is sent through a cryogen heat engine which generates electricity. Cryo-
genic electricity storage has relatively high energy density, low capital cost per kWh
and the potential for increased energy capacity with relative ease [7, 21]. However,
cryogenic electricity storage has an efficiency range of less than 50%, making it
significantly less efficient than alternative technologies [5, 22].

In the remainder of this section, the electrochemical (battery) storage technolo-
gies that show most promise for local energy system are discussed.

2.1 Electrochemical energy storage

Electrochemical energy storage can be split into two major categories, integrated
energy storage systems and external energy storage systems [7]. Integrated energy
storage systems have their electrochemical charging and discharging reactions tak-
ing place within the battery, with no spatial separation [7]. In contrast, flow batte-
ries house their liquid electrolytes in separate containers, bringing them together for
a reversible chemical reaction, which enables charging and discharging [7].
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Integrated energy storage systems are common with battery technologies such as
Lead-acid, Sodium-sulphur, Nickel-cadmium, Nickel-metal hydride and Lithium-
ion [7, 23]. One of the major advantages of integrated energy storage systems is
their scalability. A very wide range of power and energy capacities are possible as
individual cells can be amalgamated into a larger system.

There is a variety of chemistries for integrated energy storage systems (common
examples are given in Table 1). These chemistries differ in their chemical con-
struction, resulting in differing storage characteristics.

Among the available integrated energy storage technologies, lithium batteries
are of increasing importance for energy storage in recent years [24]. Their high
specific energy and energy density make lithium batteries suitable for transport
applications [25]. In addition to these characteristics, lithium batteries have long life
cycles, low maintenance, scalability, power and energy rating flexibility, very high
efficiency and low self-discharge [4, 7, 25].

Flow batteries are electrochemical energy storage systems that consist of two
electrolytes separated by an ion-selective membrane, in an electrochemical cell. The
electrolytes are stored in separate tanks, giving the advantage of total decoupling of
power and energy ratings [4, 7, 17, 24]. The chemical reaction that occurs is entirely
reversible [7]. The most common flow battery technologies are polysulphide bro-
mide (PSB), vanadium redox (VRB) and zinc bromide (ZnBr) [24]. The flexibility
in power and capacity rating, in addition to their scalability from adding additional
storage tanks or electrochemical cells, makes flow batteries suitable for a range of
applications. Flow batteries have fast response times and long service life, no deg-
radation with deep discharge and low self-discharge [4, 7, 26]. However, while
currently being in early commercialisation stage, drawbacks such as relatively low
energy density and complex system requirements (including sensors, pumps, flow
and power management) mean flow battery storage systems make up a very small
proportion of current storage [6, 26–28].

2.2 Lithium battery storage systems

Lithium-ion (Li-ion) battery technology was first patented in 1982 and
commercialised in 1991 [29]. Since then, lithium-ion has dominated battery tech-
nologies and has replaced nickel-cadmium (NiCd) batteries in mobile phones, dou-
bling the energy density of on-board battery storage [29]. Multiple chemistries are
commercially available (these are listed in Table 2) however they work in a similar
way. Lithium ions move through the electrolyte between the anode and cathode. As
the battery discharges, lithium ions are released from the anode and are diffused
into the cathode. Anodes are typically made from graphite-based material due to the
low cost and availability of carbon. Cathode materials are the dominant factor in
determining energy storage performance and hence differentiates technologies. The
battery chemistries in Table 2 are listed by the material used for the cathode. For
further details on anodes, cathodes and electrolytes and more details about how
lithium-ion batteries work, refer to [32].

2.2.1 Advantages

Lithium-ion battery storage is the second most mature battery energy storage
technology in the market, after lead acid batteries [30]. For a detailed review of
lithium-ion chemistries, refer to [33].

Lithium-ion battery technology has a variety of advantages that make it a popu-
lar choice for portable electronic devices, where energy density, size, weight,
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longevity and efficiency are important. A summary of lithium-ion battery advan-
tages and disadvantages are shown in Table 3.

NMC chemistries are the most typically used in grid-scale storage applications
due to their balanced performance of energy, power, cost and cycle life [30]. One of
the most attractive characteristics of lithium-ion batteries for stationary energy
storage applications is their scalability. The ability to connect individual cells
together to create an energy storage system with higher energy and power rating
makes lithium-ion batteries very versatile. Creating storage systems in this manner
means lithium-ion batteries can provide an extremely wide range of power and
energy ratings, as shown in Table 1: power ratings range between 1 kW – 100 MW
and energy ranges up to 10 MWh [4]. Another characteristic that makes lithium-ion
battery storage well suited to local energy system electricity storage is the rapid
response time. This allows local energy systems to respond quickly to changes in
electricity price and market signals to alter their demand, which can allow them to
participate in a wider range of markets.

2.2.2 Disadvantages

Lithium is highly flammable and is therefore a safety and fire hazard. Lithium-
ion batteries are sensitive to temperature, requiring an active cooling system to
maintain an optimal operating temperature. To ensure the safety of lithium-ion
batteries, active battery management systems are required to track key parameters
such as voltage, current, state of charge, state of health and temperature [35].

Chemical composition Acronym Common application

Lithium manganese oxide LMO Electric vehicles, consumer electronics

Lithium iron phosphate LFP Electric vehicles, consumer electronics, power tools,
aviation

Lithium nickel manganese cobalt
oxide

NMC Electric vehicles, power tools, grid energy storage

Lithium nickel cobalt aluminium NCA Electric vehicles

Lithium cobalt oxide LCO Consumer electronics

Lithium titanate LTO Automotive and grid storage

Table 2.
Existing lithium-ion battery chemistries [25, 30, 31].

Advantages Disadvantages

High energy density [4, 7, 17, 29, 34, 35]
Longevity, long cycle life [6, 17, 29, 35]
Versatility and scalability [4, 29]
High efficiency [7, 14, 17, 34, 35]
Rapid response [6, 14]
Low self-discharge [7, 34, 35]
Low operation and maintenance
requirements [35, 36]
Satisfactory operating temperature ranges
[35]
High reliability [35]
Relatively fast recharge [35]

Highly flammable, fire hazard, safety hazard [25, 29,
30, 35]
Highly sensitive to temperature [30, 36]
Accelerated degradation during tough operating
conditions [7, 14]
Advanced battery management system required [7, 14,
35, 36]
High initial cost [35]
Potential for material bottleneck with high demand
[35]
Currently weak recovery and recycling schemes [35]

Table 3.
Advantages and disadvantages of lithium-ion battery storage.
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A common drawback of battery storage is degradation over time. As shown in
Table 1, lithium-ion batteries have a long life. However, they are still subject to
degradation that can be accelerated by their operating conditions. Batteries are
subject to calendar and cycle aging [35, 37]. Calendar aging occurs when batteries
are stored without cycling. Cycle aging is degradation related to charge and
discharge. Both types of aging cause capacity fade and loss of power, leading to
reduced energy and power capacity. Operating conditions such as temperatures
outside of the recommended operating range, overcharging, deep discharging and
high currents, typically accelerate battery degradation [35, 38]. Optimal operating
temperatures depend on the manufacturer, typically these vary around 21°C [30].
Extended periods with the temperature too far from this can lead to loss of
performance of the battery.

Typical battery degradation characteristics are non-linear. Figure 4 shows a
representation of the fall in energy capacity seen in batteries, which can be split into
three sections. (1) being a rapid initial fall, (2) is a steady reduction and (3) is
another rapid drop in energy capacity [37].

Batteries that are at ‘end-of-life’ are no longer suitable for their application and
must be replaced. For high energy density applications such as electric vehicles and
portable electronic devices, the battery end of life is typically 80% of its original
energy capacity [35, 37]. For stationary storage applications, such as in local energy
systems, energy density is not as vital. Therefore, batteries can be utilised to a lower
level of degradation before replacement.

2.2.3 Sustainability and recyclability of lithium-ion batteries

Increasing use of lithium-ion batteries in transport and power applications will
lead to high demand for battery minerals and large numbers of spent batteries. The
three main options for correct disposal of lithium-ion batteries that have reached
their end of life are remanufacturing, repurposing and recycling [39].

Remanufacturing is the process of refurbishing lithium-ion batteries and
utilising them for the same application. This process is the most effective in terms of
maximising the value of end-of-life lithium-ion batteries, as well as minimising life-
cycle energy consumption and emissions. However, remanufacturing has relatively
strict requirements such as an acceptable state of health and must meet regulatory
requirements for power, energy, life cycle and others. For example, electric vehicle
batteries that have less than 80% of their original energy capacity left are not
suitable for their application.

Figure 4.
Typical energy capacity degradation characteristic of a lithium-ion battery storage [37].
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Repurposing is the re-deployment of end-of-life batteries for ‘second life’ appli-
cations where power and energy ratings are less critical. Where remanufacturing of
spent lithium-ion batteries is not viable, repurposing is an attractive prospect,
before recycling. Repurposing is typically the use of spent ‘first life’ electric vehicle
batteries in stationary grid storage applications. However, repurposing of spent
lithium-ion batteries faces challenges such as:

• Necessary replacement of damaged cells.

• Integration of a new battery management system that is compatible with the
new application.

• Reliably grading of each battery pack.

• Being flexible enough to accommodate for a wide range of manufacturer
designs, scales, compatibility and chemistries.

In addition to these challenges, repurposed battery storage systems must be
price competitive with first-life batteries, despite complex processing requirements.

Recycling is the final stage of battery recyclability, which is vital for extracting
critical materials from spent batteries, creating a circular economy and reducing
demand for mining raw materials. Two technologies are commercially used to
recycle end-of-life lithium-ion batteries. The first, pyrometallurgy, employs high
temperatures to extract and purify metals inside the lithium-ion battery [40]. The
second, hydrometallurgy, leaches the internal content of the battery to transfer
metals from solid phase to the aqueous solution [40]. A combination of techniques
can also be used. Direct recycling has also been demonstrated, using supercritical
carbon dioxide for solvent extraction [41]. For further details of recycling methods
and a comparison of methods, refer to [40, 41].

Figure 5.
Global plug-in electric vehicle sales from 2015 to 2020. Reproduced from [42].
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2.2.4 Market for lithium-ion batteries

Lithium-ion batteries are the dominant storage technology for applications such
as portable electronic devices and electric transport. In recent years, the increase in
demand for battery electric vehicles has led an increase in lithium-ion battery
demand. Figure 5 shows the increase in purchased electric vehicles over the last
10 years.

The increase in demand for lithium-ion batteries for electric vehicles has con-
tributed to an 89% reduction in cost over 10 years [43]. The BloombergNEF 2020
lithium-ion battery price survey reports on the price of lithium-ion batteries, which
is shown in Figure 6.

Prices for lithium-ion batteries have been reported at under $100/kWh, with the
average price reported as $137/kWh [43]. Although these low prices for lithium-ion
batteries have been driven by demand in electric vehicles, there is significant
benefit for stationary energy storage applications.

Lithium-ion batteries that are for stationary storage applications have the stron-
gest global growth and market share, in comparison to other electrochemical stor-
age technologies [45]. With global behind the meter battery storage expected to
significantly grow in years to come [46]. Lower cost lithium-ion batteries enable
local energy systems to affordably increase their flexibility, giving them the ability
to control when and how much energy they exchange with the grid.

3. Applications of energy storage in local energy systems

Historically, the electricity system in GB has been based on a unidirectional flow
of electricity from large scale power stations to consumers. Power is transported
through a high voltage power transmission network, to medium and low voltage
power distribution networks, where it is delivered to consumers. Emission reduc-
tion targets have driven the transition from this conventional centralised energy
system to a decentralised and localised paradigm which integrates diverse distrib-
uted energy sources, e.g. solar photovoltaic (PV) and wind generation. This

Figure 6.
Lithium-ion battery price, volume weighted average, all sectors from 2010 to 2020. Reproduced from [44].
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transformation encourages increasing numbers of local energy systems [47]. These
local energy systems enable electricity consumers to become prosumers which can
generate energy for self-consumption, energy trading with each other, and provid-
ing energy and flexibility services to the utility grid. However, the intermittency of
renewable energy sources and mismatch between the on-site generation and con-
sumption present a challenge for prosumers. Incorporating energy storage into the
local energy systems provides a key solution for prosumers to flexibly manage the
distributed energy sources and participate in local energy markets. Instead of
curtailing the excessive generation from solar and wind, the surplus generation can
be charged into the energy storage devices, and discharged during the peak demand
periods.

3.1 Energy arbitrage

Energy arbitrage is affected by a consumer strategically storing the energy when
the retail electrical energy price is low, and releasing the stored energy when the
retail electrical energy price increases. Energy arbitrage is the most direct method
for profiting from energy storage. An example of energy charge of a consumer
under peak and off-peak tariffs is presented in Table 4. If this consumer stores
additional 8 kWh electricity at the off-peak tariff (10 pence/kWh), the total charge
would reduce from 258 pence to 130 pence.

Researchers in [48] demonstrated that by providing community battery
energy storage systems to prosumers with solar PV and electric vehicles,
prosumers could earn additional profits through the energy arbitrage. In [49], a
home energy management system was developed for individual prosumers incor-
porating energy storage systems and solar PV in supporting demand response and
energy arbitrage.

3.2 Peer-to-peer energy trading

Advanced metering infrastructure and high penetration of distributed energy
sources enable direct energy trading between prosumers. This localised energy
trading is referred to as peer-to-peer energy trading, transactive energy, or com-
munity self-consumption [50]. Exchanging energy between prosumers results in
both bidirectional capital and energy flows within the local energy systems as
shown in Figure 7. Managing for these bidirectional flows not only requires the
localised energy markets and trading mechanisms, but also relies on prosumers to
coordinate their distributed energy sources.

Energy storage will improve prosumers ability to participate in peer-to-peer
energy trading. Energy storage systems give individual prosumers freedom to make
strategic energy trading and battery scheduling decisions to achieve their objectives,
e.g. reducing electricity bills or maximising revenue from energy trading. For
distribution systems, energy storage can offset the energy imports from the utility
grid, in particularly during the peak demand periods. For the whole energy systems.

Tariff Rate [pence/kWh] Energy Consumption [kWh] Charge [pence]

Peak 26 8 208

Off-Peak 10 5 50

Table 4.
Example of energy charge of a consumer under peak and off-peak tariffs.
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Optimally combining energy storage systems with peer-to-peer energy trading can
push down market clearing prices and facilitate both the local energy balance and
power system energy balance.

3.3 Ancillary services

Local energy systems can participate in a range of ancillary services markets
through an aggregator. An aggregator is a company that combines the changes in
consumer demand or generation and sells them in markets. The surplus on-site
generation of an ensemble of prosumers can be aggregated and stored in local
energy systems and later delivered to the utility grid as a service.

There is a wide range of ancillary service with various time scales, e.g. from
months ahead to seconds, and multiple functions, e.g. frequency response, energy
reserve, voltage support, and demand response [51]. The applications of energy
storage in supporting each function of ancillary services are described as follows:

Frequency Response: Frequency response is an action to stabilise the fre-
quency, once power systems encounter sudden loss of generation or load [51].
Energy storage systems play a significant role for regulating the frequency by
absorbing or releasing power in response to the deviation from nominal frequency
and imbalances between supply and demand.

Energy Reserve: Energy reserve is additional capacity which is online but
unloaded to rapidly compensate outages of generation or transmission [52]. The
energy storage system can provide this additional reserve capacity without the need
for investing an new generation capacities.

Voltage Support: The integration of distributed renewable energy sources, e.g.
solar PV, in low-voltage distribution grids would affect the grid voltage profiles
during the high generation and low demand periods. The energy storage provides a
solution to ensuring the voltage quality requirement while accommodating more
distributed generation capacity. The research in [53] suggested the potential of
incorporating the storage with reactive power methods to avoid grid reinforcement
and active power curtailment.

Demand Response: Demand response refers to reshaping consumption behav-
iours in response to the dynamic retail electrical energy pricing signals. Instead of
curtailing or shifting away loads during high-price periods, a consumer can release
stored energy to reduce electricity bills.

Figure 7.
Schematic illustration of the bidirectional cash flow when a prosumer participates in peer-to-peer energy
trading.
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4. Design, operation and control of electricity storage systems

4.1 Design considerations

There are many factors to consider for the design of an electricity storage system
for a local energy system. Some of those design considerations are:

• Power rating

• Energy capacity

• Physical size

• Response time

• Capital cost

• Lifetime

• O&M complexity and cost

For some electricity storage applications, there may be a specific power rating
and energy capacity requirement. When this is the case, this will dictate the design
of the electricity storage system to ensure the requirements are met.

For most applications, further analysis must be carried out to maximise
benefits from electricity storage. In most cases, the focus is on selecting the
optimal power rating and energy capacity for each case. To do this, an in-depth
financial analysis must be carried out on a case-by-case basis. The technologies
that show promise for local energy system applications have high energy density
and fast response times, reducing the need for analysis of physical size and
response time.

4.2 Electricity storage operation within a local energy system

Optimal power rating and energy capacity are closely linked to the electricity
storage application. Specifically, the way in which the operator intends to use the
storage system to benefit themselves. There are any number of operating objectives
that the owner of an energy storage system may choose to prioritise. Broadly, these
can be assigned to two categories:

• Maximising self-consumption

• Maximising profit by trading electricity

The energy consumed on-site, relative to the total energy generated on-site, is
referred to as self-consumption [54]. Energy storage systems, typically batteries,
are used as a method to increase self-consumption [54]. This is done by storing
surplus electricity from local generation for use at another time, when generation is
not enough to meet demand. Self-consumption is particularly attractive due to the
difference in import and export electricity prices. The difference between import
and export prices is due to some additional charges that apply to import prices.
Transmission and distribution network charges recover the cost of building and
maintaining all assets in the electricity transmission and distribution networks.
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These are charges that are paid by consumers when they purchase electricity from
the grid, effectively increasing their electricity import price. These costs are not
recouped when consumers sell electricity back to the grid.

Additional charges that are included in a consumers electricity bill are the sup-
plier operating cost, supplier profit and in some circumstances social and environ-
mental costs. All these costs are added to the basic electricity price to give the
customer purchase price. The customer sell price however, consists of only the basic
price of electricity. Therefore, the purchase price is higher than the sell price. So,
from the local energy system perspective, self-consumption of renewable genera-
tion will reduce costs by minimising purchased electricity, effectively avoiding
extra charges.

Historically, trading has referred to the trading of energy in the wholesale
markets by generators, retailers and large industrial consumers [55]. More recently,
smaller generators and consumers can also trade electricity between themselves
locally or in the wholesale market through an aggregator [55]. Therefore, energy
trading is the buying/selling of energy, whether that be in national or local markets.
This allows the maximisation of financial benefits for any grid connected consumer
that can control their power exchange with the grid. Electricity storage can give
local energy systems the flexibility to capitalise on energy trading to maximise their
profits. Energy can be stored while the electricity price is low, and discharged when
the price is high, this is referred to as price arbitrage.

4.3 Case study: optimal sizing of electricity storage for local energy systems

When local energy systems are considering installing an electricity storage sys-
tem, often the most important decision is what should be the power rating and
energy capacity of the battery. Among other reasons, this is due to the capital cost of
electricity storage being closely related to the power rating and energy capacity. The
electricity storage system must be large enough to deliver tangible benefits to the
owner and operator. However, the larger the power rating and energy capacity, the
higher the investment cost will be. Therefore, a balance must be found between the
investment cost and the benefits the storage system can provide. The total lifetime
costs of a battery storage system are [56, 57]:

• Total investment or ‘capital’ cost (£/kWh and £/kW). This cost is paid when
the battery storage system is purchased and is determined by the power rating
and energy capacity prices.

• Operating cost savings (£/year). These are the operational cost savings that
battery storage systems provide over their lifetime.

• Maintenance cost (£/kW/no. of years). Some battery storage systems may
require maintenance, the cost of which is determined by the power rating and
energy capacity and is paid when necessary. This can be after a specific time
frame (for example, every one to five years) or irregularly.

• Replacement and/or disposal. At the battery storage systems end-of-life, it
must be either repurposed for a second life application or disposed of. In either
case, the battery must be replaced if flexibility is still desired.

Operational optimisation is a method commonly used to calculate the operating
cost of an energy system with a given battery storage size [56]. The following
example describes how this method works and applies it to a case study to
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demonstrate its efficacy. In addition, the results of the operational optimisation are
used in a net present value (NPV) calculation to assess the optimal battery storage
size. As they have shown the most promise for applications in local energy system
storage, electrochemical battery storage is used in this example. Specifically, this
example considers a lithium-ion battery storage system.

The objectives of this section are to:

1.Describe a methodology for evaluating the optimal power rating and energy
capacity of a battery storage system in a local energy system with on-site
renewable generation and load, as well as a bi-directional connection to the
grid.

2.Apply the methodology to a suitable case study to demonstrate the process and
ensure repeatability of the case study.

3.Present a comparison of net present values for various power ratings and
energy capacities of the battery storage system and identify the optimal
combination.

4.3.1 Methodology

A common method for assessing the optimal size of a battery storage system
is to formulate an optimisation problem, using linear programming to calculate
the operating costs with a battery storage system. The operating costs can then
be compared with capital costs to estimate the optimal battery size. The
following methodology is a general formulation to assess optimal sizing of a
battery storage system for any local energy system with on-site renewable
generation and load.

The power rating and energy capacity are defined inputs, requiring a range of
combinations for a comparison. The capital cost is found using the inputs for power
rating and energy capacity and their defined prices. Then, the operational optimi-
sation determines the cost savings from operating the battery storage system for a
period of time (usually one year). In this case, NPV is used to determine the efficacy
of the investment for reducing operating cost.

The operating cost consists of any fuel from on-site generation and the cost of
power exchange with the grid. For this general formulation, one battery lifetime is
considered, therefore, no replacement/disposal costs are included. The capital cost
is calculated as follows:

IT ¼ IP þ IE ¼ ψPPmax þ ψEEmax: (1)

Where, IT is the total capital cost, IP is the power rating capital cost and IE is the
energy capacity capital cost. The two latter values are found by multiplying the
power (ψP) and energy (ψE) prices with the power rating Pmaxð ) and energy
capacity (Emax) values. The NPV was calculated using the following equation:

NPV ¼ �IT þ
XY
y¼1

NCSy
1þ ið Þy

� �
: (2)

Where, y is the year (y ¼ 1, … ,Y), i is the discount rate and NCSy is the net cost
savings each year. The net cost savings (NCSs) is the operating cost with no battery
storage (ONo), minus the operating (Oy) and the maintenance (M) cost with battery
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storage. Effectively, this is the cost savings made by including the battery storage
system, shown in (3).

NCSy ¼ ONo � Oy �M (3)

Where,M is the maintenance cost required for specific battery installations. This
could be frequent (every year) or infrequent (every 5 years). The operating cost
with no battery storage and yearly operating cost with a battery storage system are
found using the operational optimisation. The objective of the operational optimi-
sation is to minimise the total operating cost for the local energy system.

Min
XY
y¼1

Oy
� �

(4)

Where,

Oy ¼
XT
t¼1

τ ψ im
t Pim

t,y � ψ ex
t P

ex
t,y

� �
(5)

In (4), the total operating cost for all years is minimised. The operating cost for
each year is determined by (5), as the difference between the cost of importing
electricity and the revenue from exporting electricity. The cost of importing elec-
tricity is found by multiplying the import price (ψ im

t ) by the import power (Pim
t,y)

and the time interval (τ) in each time step. The equivalent can be done for the
export price (ψ ex

t ) and export power (Pex
t,y) to give the revenue from exporting. The

power terms are multiplied by τ to convert from power to energy, as the import and
export prices are per unit energy (£/kWh). The index t is the time step (t ¼ 1, … ,T)
and T is the total number of time steps, or the time horizon. In this case, the local
energy system is considered as a price taker in a retail market, simply agreeing a fixed
or time-of-use contract with a supplier.

For each time step within each year, the power balance of the local energy
system must be met. This is shown in (6).

Pim
t,y þ Pdis

t,y þ PRen
t ¼ Pex

t,y þ Pch
t,y þ PL

t (6)

Where the import power, battery discharge power (Pdis
t,y) and on-site renewable

generation (PRen
t ) are equal to the export power, battery charging power (Pch

t,y) and

local load (PL
t ). Eq. (6) ensures that all power flows are balanced, and that local

demand is met. This example does not consider the curtailment of on-site renew-
able generation. This is justified as no grid constraints are considered and because
for any positive export price, the local energy system will export generation, rather
than curtail it. The battery storage system constraints are shown in (7)–(11).

0≤Pch
t,y ≤Pmax (7)

0≤Pdis
t,y ≤Pmax (8)

Emin ≤Et,y ≤Edeg
y (9)

Edeg
y ¼ Emax � δyEmax (10)
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Et,y ¼ Et�1,y þ τ ηchPch
t,y �

Pdis
t,y

ηdis

 !
(11)

Eqs. (7) and (8) are the charging and discharging constraints and ensure that the
charging/discharging power (Pch

t,y=P
dis
t,y) is always within the batteries rated power

(Pmax). Eq. (9) ensures that the energy stored in the battery (Et,y) is within the
available battery capacity (Edeg

y ). Where, Edeg
y is the available energy capacity of the

battery, after degradation has occurred. The available energy capacity is defined in
(10), where δ is the percentage degradation per year, y is the year and Emax is the
battery energy capacity. Eq. (11) is the energy balance equation, which defines how
the energy stored in the battery changes from one time step to the next. Both
charging and discharge are subject to efficiency losses, which are accounted for with
ηch and ηdis. In this formulation, the power rating and energy capacity are defined
inputs. The model is run with Pmax and Emax as fixed values. These are manually
varied, and the optimisation repeatedly run to give operating costs for different
sized battery storage systems. The operational cost with no battery storage (ONo) is
found by inputting power rating and energy capacity as zero.

Grid connection limits are not considered in this formulation. However, these
can be included as additional constraints, limiting Pim

t,y and Pex
t,y to a maximum value.

4.3.2 Case study definition

The case study was designed to represent a general local energy system with on-
site renewable generation, local load and a connection to the grid. The local energy
system needs to install an optimally sized battery storage system to reduce their
electricity costs. The analysis was carried out at half hourly time intervals (τ =
0.5 hour), over a full year of operation. The battery’s power rating and energy
capacity were varied to assess the NPV for a range of combinations. In this case study,
intervals of 5 kWh were used to assess the energy capacity and 0.5 kW to assess the
power rating. Smaller intervals in power rating and energy capacity would lead to a
more accurate outcome but would increase the computing time. Lithium-ion energy
capacity prices are projected to fall to as low as £52/kWh by 2030 [58]. Power rating
and energy capacity costs similar to this were used for this case study and are shown
in Table 5. Modern small-scale lithium-ion battery storage systems require no main-
tenance over their lifetime [59]. Therefore, the maintenance cost (M), was assumed
to be £0/kW/year. The interest rate used for the NPV calculation was 10%.
Remaining battery costs and characteristics are defined in Table 5.

Characteristic Value

Power rating capital cost, ψP (£/kW) 60

Energy capacity capital cost, ψE (£/kWh) 60

Maintenance cost (£/kW/year) 0

Charging efficiency, ηch (%) 94.9

Discharging efficiency, ηdis (%) 94.9

Degradation, δ (% of energy capacity/year) 2

Lifetime, Y (years) 10

Table 5.
Battery cost and technical characteristics.
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The battery round trip efficiency was assumed to be 90%. Therefore, the charg-
ing/discharging efficiencies were the square root of 90%. Battery degradation was
included as a reduction of energy capacity that was applied to each year, for the
duration of the battery lifetime. A degradation of 2% per year, resulted in 80% of
the original energy capacity after the lifetime of the battery (10 years). In some
cases, battery system operators will limit the maximum depth of discharge to
reduce degradation and extend the lifetime of the battery. In this case, no depth of
discharge limit was considered (Emin ¼ 0).

The local energy systems renewable generation was assumed to be from 30 kW
of solar photovoltaic (PV) panels. Publicly available solar generation data was used
as the input for PV generation [60]. Additionally, the input load data was publicly
available non-domestic load averages for weekdays, Saturdays and Sundays for five
sections of the year [61]. Both PV generation and load data are presented in
Figure 8.

The import and export prices were also defined input data. The import contract
was a non-domestic day/night tariff offered by Octopus Energy, where night was
considered as the seven hours between 00:00 and 07:00 [62, 63]. The export
contract was a fixed tariff offered by Octopus Energy [64]. The import and export
tariffs are shown in Figure 9 for a 24-hour period. The import and export prices
were the same every day of the year.

4.3.3 Results

As the lowest import price does not go below the highest export price in this
example, energy trading for price arbitrage was not possible. Therefore, the local

Figure 8.
On-site PV generation and local load profiles for all time steps over a year.

144

Microgrids and Local Energy Systems



energy system operating objective was to maximise self-consumption of renewable
generation, to minimise electricity purchased from the grid.

The local energy systems operating cost for one year with no battery storage
system was £2039.14. The operating cost reduced as the battery power rating and
energy capacity were increased. However, as the power rating and energy capacity
were increased, the capital cost increased. To maximise the benefit of investing in
battery storage, a balance must be found between the capital cost and the operating
cost savings. NPV was used to assess the lifetime value of a range of power rating
and energy capacity combinations. The results are shown in Figure 10.

The results in Figure 10 show that the NPV was impacted by both the power
rating and energy capacity. In addition, for each battery energy capacity, there was
an optimal power rating. As an example, for a battery energy capacity of 10 kWh,
the optimal power rating was approximately 2 kW. Furthermore, the result showed
a clear optimal energy capacity of 20 kWh, with an optimal power rating of

Figure 9.
Import and export prices in the local energy systems 12-month contract with a retailer.

Figure 10.
NPV for a range of power rating and energy capacity combinations.
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approximately 3 kW. This result was taken from the highest peak in Figure 10,
representing the highest value of NPV. This result demonstrates the need to carry
out a detailed financial analysis to determine the most suitable power rating and
energy capacity for a local energy system.

These results are significantly affected by the assumed input data. In particular,
the power rating and energy capacity capital costs. To ensure reliability of result,
the input data, especially the prices, must be accurate.

4.3.4 Conclusion

In conclusion, this case study was carried out to describe a methodology for
optimal sizing of battery storage for a local energy system. Firstly, a methodology
based on operational optimisation and net present value was used to assess the value
of adding different combinations of battery power ratings and energy capacities.
Then, a case study was defined to demonstrate the practical use of the methodology.
The results show clear optimal power ratings for each energy capacity, shown as a
peak in net present value. The optimal battery power rating and energy capacity for
the case study were 3 kW and 20 kWh, approximately. The result shows that this
method can assess the optimal size of a battery storage system for a local energy
system. Furthermore, the method can be applied to a wide variety of local energy
system configurations, enabling the method to be tailored to specific cases. Finally,
the accuracy of the outcome heavily relies on the accuracy of the input data.
Therefore, the more detailed and accurate the input data, the more reliable the
result.

5. Conclusions

The power system transition from large scale power generation to decentralised
integration of distributed energy sources is creating an increasing need for flexibil-
ity. With higher penetrations of intermittent wind and solar generation and a
decrease in dispatchable fossil-based power plants, flexibility is required to reduce
curtailment of renewable generation and ensure a stable frequency by balancing
supply and demand. Electricity storage systems can save excess energy during high
renewable generation and release it when there is high demand or low renewable
generation.

Many electricity storage technologies exist today that store energy in mechani-
cal, chemical, electrical and magnetic mediums. Technologies such as pumped
hydro storage and compressed air energy storage have geographical requirements
that are generally less suited to local energy systems. Flywheels, capacitors and
supercapacitors have relatively low energy storage capacity, limiting their use in a
local energy system. In comparison, cryogenic energy storage has high energy
density but is limited by its low efficiency of approximately 50%.

The most promising technology for local energy system electricity storage is
electrochemical. In particular, lithium-ion battery storage systems have high energy
density, longevity, high efficiency and rapid response. Alongside disadvantages
such as environmental impact of lithium production and recycling, lithium-ion
batteries have a high capital cost. However, increasing demand for large batteries
for electric vehicles has driven down the price by 89% over the last 10 years. This,
along with improved remanufacturing, refurbishing and recycling technologies has
put lithium-ion batteries at the forefront of electricity storage in recent years.

Applications of electricity storage for local energy systems include self-
consumption, energy trading and providing services to the utility grid. Local energy
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systems can strategically store energy when the electricity price is low and release it
when the price is high. This is called energy arbitrage and is a common strategy
employed by owners of electricity storage systems. An alternative energy trading
strategy is peer-to-peer trading, where energy is traded between prosumers and
consumers in bidirectional agreements. Finally, ancillary services are a group of
flexibility markets that local energy systems can participate in via an aggregator.
There is a variety of services including frequency response, energy reserve, voltage
support and demand response.

The design and operation of an electricity storage system for a local energy
system is unique. Several considerations must be made, including power rating,
energy capacity, physical size, response time, capital cost, lifetime and operation
and maintenance cost. A balance must be struck between each characteristic to
ensure the most beneficial design for the local energy system. A case study provides
a methodology for obtaining the optimal size of a battery storage system. Specifi-
cally designed for repeatability, the energy generation and demand can be adapted
to fit any local energy system configuration. The optimal power rating and energy
capacity were determined and presented in the results.

Nomenclature

Symbol Description

Sets

t Time step index
y Number of years index

Input parameters

Emax Battery energy capacity (kWh)
Emin Minimum battery state of charge (kWh)
ONo Local energy system operating cost with no battery storage

(%)
Pmax Battery power rating (kW)
PL
t Local energy system on-site load (kW)

PRen
t Local energy system renewable power generation (kW)

ηch Battery charging efficiency (%)
ηdis Battery discharging efficiency (%)
ψE Energy capacity price (£/kWh)
ψP Power rating price (£/kW)
ψ ex
t Export price (£/kWh)

ψ im
t Import price (£/kWh)

i Interest rate (%)
T Total number of time steps
Y Total number of years
δ Rate of degradation (%)
τ Time interval (0.5 hours)

Variables

Et,y Energy stored in battery (kWh)
Edeg
y

Energy capacity available, after degradation (kWh)

IE Battery energy capital cost (£)
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IP Battery power capital cost (£)
IT Total capital cost (£)
M Maintenance cost (£)
NCSy Net cost savings for each operating year (£)
NPV Net present value (£)
Oy Operating cost with battery storage (£)
Pch
t,y

Battery charging power (kW)

Pdis
t,y

Battery discharge power (kW)

Pex
t,y Export power (kWh)

Pim
t,y Import power (kW)
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Chapter 6

Local Energy Systems in Iraq: 
Neighbourhood Diesel Generators 
and Solar Photovoltaic Generation
Ali Al-Wakeel

Abstract

Iraqis experience interruptions of the public electricity supply of up to 18 hours 
a day. In response, private entrepreneurs and the Local Provincial Councils (LPCs) 
have installed an estimated 55,000–80,000 diesel generators, each rated typi-
cally between 100 and 500 kVA. The generators supply neighbourhoods through 
small, isolated distribution networks to operate lighting, fans and small appliances 
when power is not available from the public supply. A single radial live conductor 
connects each customer to the generator and payment for the electricity is based 
on a monthly charge per ampere. The operation and regulation of the neighbour-
hood diesel generator networks was reviewed through a comprehensive literature 
survey, site visits and interviews conducted with local operators and assemblers 
of the generator sets. The electricity is expensive, the generators can only supply 
small loads, have considerable environmental impact and the unusual single wire 
distribution practice is potentially hazardous. However, the use of the generators 
is likely to continue in the absence of any alternative electricity supply. The diesels 
and networks are poorly regulated and there is scope to enforce existing standards 
and develop a new standard to address the hazards of the connection practice. The 
chapter goes on to assess the possibilities of using small photovoltaic systems for 
power generation in Iraq.

Keywords: diesel generator, informal electricity supply, neighbourhood diesel 
generators, photovoltaic generation

1. Introduction

Iraq has the 5th largest oil reserves in the world and exported, in October 2020, 
some 2.88 million barrels of oil per day [1] down from an average of 3.97 million 
barrels per day in 2019 [2]. The drop in oil exports comes in response to an agree-
ment between worldwide oil producers to cut production and revive the oil market 
in response to the coronavirus global lockdowns and a collapsing demand for oil [3]. 
Iraq also has the world’s 11th largest reserves of natural gas [4]. However, following 
four decades of war and international sanctions, the electricity supply system is 
now in a poor condition and unable to supply the rapidly increasing demand for 
electricity of a growing population [5].

The electricity infrastructure of Iraq was severely damaged during the First Gulf 
War in 1991. The sanctions imposed by the United Nations during the early 1990s 
further reduced electricity supply [6]. In 2003, following the Second Gulf War, the 
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power generated fell from a pre-war value of 5300 MW to 3500 MW whereas the 
peak demand at that time was estimated to be 6000 MW [7]. Despite the rehabilita-
tion of old power plants and construction of new ones, an annual rate of increase 
of electrical demand of more than 10% means there is now an estimated deficit of 
generating capacity of more than 10,000 MW [5].

After the Second Gulf War, the shortage of power led the Iraqi government to 
encourage the use of neighbourhood diesel generators and novel local distribu-
tion networks. Exact details of the numbers of these generators are not available. 
Reference [8] estimates there are 55,000–80,000 neighbourhood generators while 
reference [9] reports that the actual number of these generators is between 90,000 
– 150,000. These medium sized (100–500 kVA) diesel generators supply 90–95% of 
households with about 20–30% of their electricity [5, 8]. This unusual community 
response to electricity shortages by using medium-size diesel generators serv-
ing neighbourhoods through a novel distribution network and tariff system is in 
contrast to some other oil-rich countries with poor public electrical infrastructure 
where small generators serve only individual consumers.

Over the last three years, encouraged by the falling costs of photovoltaic (PV) 
modules in international markets, the public have shown growing interest in install-
ing rooftop solar PV systems. These small-sized (1–10 kW) systems are deployed to 
help residents supplement the public electricity supply and reduce their electricity 
bills by minimising their dependence upon expensive and polluting neighbourhood 
generators [10–12]. On the other hand, the Iraqi government has invited indepen-
dent power producers (IPPs) to develop seven utility-scale PV solar power sites 
in the range between 30 and 300 MWp with a total power generation capacity of 
755 MWp [13]. However, taking into consideration the recent dramatic drop in oil 
prices, a large deficit in the federal budget and the outbreak of the COVID-19 virus, 
it is thought to be unlikely that those utility-scale projects will become operational 
(as planned) by end of 2021 [12, 14].

2. Electricity supplies in Iraq

The Iraq public electricity system is divided into two networks, which have 
very limited interconnection. The smaller network of around 7000 MW of power 
generation capacity (in 2019) is owned and operated by the Ministry of Electricity 
in the Kurdistan Region of Iraq [15]. The larger network of around 27,300 MW 
of generation capacity, which is the focus of this study, covers Iraq Excluding 
Kurdistan (IEK) and is owned and operated by the Federal Ministry of Electricity.

The capacity of power generation installed in Iraq (IEK) in 2018 is shown 
in Table 1. It can be seen that the mean generation is considerably less than the 
installed capacity in spite of the high demand for electricity, indicating power plant 
is often unavailable. Generation is from gas and steam turbines with some hydro-
power. The large diesels listed in Table 1 have capacities of up to 23 MW and are 
operated by the Federal Ministry of Electricity using heavy fuel oil.

Table 2 lists the types of fuel used in central power plants in 2018. The steam 
turbines are fuelled mainly by crude oil while most gas turbines are supplied by 
natural gas. Some gas turbines have been modified to burn crude oil, but these 
are then de-rated from a nameplate capacity of 2878 MW to a mean generation of 
1178 MW.

The Iraqi transmission networks (400 kV in IEK only and 132 kV throughout 
Iraq) connect the central power plants with load centres [17]. Distribution networks 
use 33 kV and 11 kV to distribute the power supplied by the transmission network 
between primary and secondary substations and 0.4/0.23 kV to supply end-users 
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with electricity. Distribution networks in Iraq are unreliable due to unplanned 
network growth, shortage of spare parts and lack of maintenance. The absence of 
effective metering and billing leads to widespread under-collection of revenues 
[8]. According to the International Energy Agency (IEA) [5], the aggregate techni-
cal and non-technical losses in transmission and distribution networks in IEK are 
between 50 and 60% of the total electrical energy generated and imported, and are 
among the highest in the world.

Power generation 
technology

All units Operating units

Nameplate capacity
(MW)

Mean generation
(MW)

Generation capacity factor

Steam turbines 7305 3270 ~ 0.448

Gas turbines 15,857 5521 ~ 0.348

Large diesels 2327 376 ~ 0.162

Hydroelectric turbines 1864 208 ~ 0.112

IPPs and Imports — 3627 —

Total 27,353 13,002 0.475

Table 1. 
Nameplate and available capacities of IEK power generation in 2018 [16].

Power generation 
technology

% of total fuel burnt in generation plants

Crude oil Heavy fuel oil Light diesel Gas oil Natural gas

Steam turbines 75% 12.8% ~ 0% ~ 0% 12.2%

Gas turbines 20.3% 11.4% 2.2% 3.8% 62.3%

Large Diesels 0% 96.6% 0% 3.4% 0%

Table 2. 
Type of fuel burnt in IEK central power plants in 2018 [16].

Figure 1. 
Source and hours of electricity supplied to residential customers in Iraq, 2011 (Source: [18]).
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Figure 2. 
Locally assembled neighbourhood generator (Source: Author).

The Federal Ministry of Electricity estimated the mean power demand in 
2018 to be 22,530 MW but the mean power dispatched to supply this demand was 
12,109 MW [16]. For the same year, the IEA estimated the summer peak demand was 
about 27,000 MW and the unmet demand to be 10,500 MW [5]. The lack of electric-
ity leads to severe hardship in a country where daytime temperatures in summer 
regularly exceed 45°C and has prompted most households and small businesses 
to rely on electricity from neighbourhood diesel generators. The source and hours 
of electricity supplied to residential customers in 2011 are shown in Figure 1. This 
shows that, even at that time, most households supplemented their electricity supply 
from the public network with a connection to the neighbourhood diesel generators 
or by using small individual household gasoline generators (or both). This practice 
of supplementing the public supply remains common. In summer 2020, electricity 
consumers in IEK received an average of 14–16 hours of electricity per day, with only 
6–8 hours provided by the public network [19, 20].

3. Neighbourhood diesel generators in Iraq

In response to this power deficit, private entrepreneurs and the Local Provincial 
Councils (LPCs) have been encouraged by the government to install medium-sized 
diesel generators at a neighbourhood level to supplement grid supply and alleviate 
some power shortages particularly in the peak summer months. These generators 
are owned and operated either by independent entrepreneurs or by the LPCs. In 
Baghdad, around 18% of more than 13,000 neighbourhood generators are owned 
and operated by the LPCs [21]. The generating sets are usually assembled locally 
from reused truck diesel engines coupled to imported generators, as shown in 
Figure 2. An assembly line of a local assembler of generating sets is shown in 
Figure 3. The control panels are manufactured locally using imported components. 
The price of a locally assembled 250 kVA generating set is between $8500–10,000 
compared to the cost of a UK made imported 220 kVA unit of $18,000 – 19,000. 
Larger generating sets with capacities up to 2500 kVA are imported as complete 
units and operated by the LPCs.

The Federal Ministry of Electricity and the LPCs regulate the installation 
and connection of neighbourhood diesel generators. The ‘Regulations of Power 
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Supply to End Customers’ of the Federal Ministry of Electricity [22] requires that 
neighbourhood diesels are electrically isolated from the public network. Electrical 
protection must be installed to ensure no current can flow from a generator into the 
public network. The Federal Ministry of Electricity records the numbers and sites 
of neighbourhood diesels and they cannot be relocated without obtaining permis-
sion from the Ministry and the LPCs. Apart from the technical details given in the 
‘Regulations of Power Supply to End Customers’ and health and safety regulations, 
all other communications provided by the LPCs and Ministry of Electricity are 
guidelines only.

The LPCs provide the sites for the neighbourhood diesels, which are typically 
located on roadside and mid-road pavements, in public parks and near local mar-
kets [23]. Figure 4 shows an example of a neighbourhood generator installation in 
urban Baghdad. Also, the LPCs define the tariffs used to charge customers and the 
number of hours that the neighbourhood diesels operate, but these vary between 
different provinces. Several campaigns by non-governmental organisations and 
the general public have called for clarification and enforcement of the policies and 
regulations for operating neighbourhood diesels.

The Ministry of Oil provides the fuel necessary to operate the neighbourhood 
diesels. The Ministry of Oil defines the amounts of fuel to be supplied, according to 
the power available from central power plants and anticipated customer electricity 
demand (Table 2). Between 2003 and 2017, fuel was provided initially free-of-
charge and later at subsidised rates. After 2017, the diesel fuel was sold to entrepre-
neurs and LPCs at the regular retail price of 34 US cents per litre (Table 3).

Most residential premises in Iraq pay two monthly electricity bills, the first to 
the Federal Ministry of Electricity and the second to the operator of their local 

Figure 3. 
Assembly line of a local manufacturer of neighbourhood diesel generators (Source: Local assembler).
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neighbourhood diesel. Electricity from the public network is charged by energy 
($/kWh) while the neighbourhood diesels sell electricity based on the maximum 
current the customer has chosen ($/Amp).

Table 4 shows the domestic tariffs charged by the Federal Ministry of Electricity 
for different levels of energy consumption. It has been recognised by the World 
Bank and the International Energy Agency that these very low tariffs do not pro-
mote efficient and rational use of electricity and combined with poor billing and 
collection, they result in very low cost recovery ratios (approximately 10%) and the 
electricity sector operating at a loss [5, 25].

The monthly tariffs charged by the neighbourhood diesels are divided into two 
types (Table 5). The standard tariffs of restricted hours are defined by the LPCs and 
apply to all generators while the premium service that provide 24-hour electricity is 
offered only by the private entrepreneurs. For the premium service, the entrepreneurs 
buy additional fuel from the Ministry of Oil at approximately 59 US cents per litre [27].

Months Amount of fuel (litre/kVA)

Summer: May, June, July, August, September 20–35

Spring: March, April 10–15

Autumn: October, November 10–15

Winter: December, January, February 5–10

Table 3. 
Amount of fuel per month supplied by the Ministry of Oil to neighbourhood diesels [24].

Figure 4. 
Neighbourhood diesel generator installed on a mid-road pavement in Baghdad (Source: Author).

Customer type Energy consumed (kWh) per month Tariff (US ȼ/kWh)

Residential 1–1500 0.83

1501–3000 2.92

3001–4000 6.67

over 4001 10.00

All costs in this chapter have been converted from Iraqi dinars to US dollars at a rate of 1200:1.

Table 4. 
Electrical energy tariffs charged by the Federal Ministry of Electricity in September 2020 [26].
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There is a considerable difference in the price paid for electricity from the 
public network and the neighbourhood generators. Table 6 shows the approximate 
monthly energy consumption and bills for electricity of a typical residential cus-
tomer in IEK. The calculation assumes a 24/7 supply of electricity from the public 
grid with an assumed set of appliances in a typical dwelling. The electrical load is 
that assumed by the Federal Ministry of Electricity to estimate the consumption of 
households that are without a functioning meter [22]. An on-line calculator using 
these assumptions has recently been published by the Ministry of Electricity to 
help customers estimate their consumption and calculate their bills [28]. Table 6 
contrasts this cost with the charge for a neighbourhood diesel to supply only the 
essential loads of lighting, fans, evaporative air coolers, white goods and home 
entertainment systems. It can be seen that the neighbourhood diesels provide a 
much more expensive service to fewer appliances for reduced hours.

4. Connection of neighbourhood diesels

The circuits used for connecting the neighbourhood diesels are unusual and 
Figure 5 shows how the neighbourhood diesel generators are connected using radial 
private wire distribution circuits of single 2.5 mm2 or 6 mm2 copper conductors. 
Single conductors connect a live phase of the neighbourhood diesels to individual 

Summer Spring & autumn Winter Fuel cost to 
operators

(US ȼ/litre)

Standard Tariffs (US $/Amp) 10 7.5 5 34

Hours of operation per day 10 3–10

Premium Tariffs (US$/Amp) 21 12.5 59

Hours of operation per day 24

Table 5. 
Approximate monthly tariffs of the private neighbourhood diesel generators.

Public network Neighbourhood diesel generators

Approximate monthly Number 
of amps 
chosen 
(Amp)

Approximate monthly 
bill (US $)

Season 
(months)

Energy 
consumption

(kWh)

Bill (US $) Standard 
tariff

Premium 
tariff

May, June, 
July, August, 
September

1740 19.5 7 70 147

March, April 780 6.5 5 37.5 62.5

October, 
November

December, 
January, 
February

1245 10.4 25

Annual 154.7 575 1172.5

Table 6. 
Approximate monthly energy consumption and bills of a typical residential customer.
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Figure 5. 
Simplified diagram of neighbourhood generator connections.

Figure 6. 
A miniature circuit breaker board of a neighbourhood diesel generator (Source: Author).

Figure 7. 
Informal distribution circuits using redundant utility support insulators (Source: Author).
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customer premises. The neutral of the generator is permanently connected to the 
neutral conductor of the public network. A changeover switch, either automatic or 
manual, is installed at the customer premises for transfer of the live phase from the 
public network to the neighbourhood generator when a power outage occurs. There 
are no clear, enforced regulations for neutral earthing (grounding) but a common 
practice is not to earth the generator neutral but rely on the earth of the neutral of 
the 11/0.4 kV distribution transformer.

This unusual neutral connection practice would contravene safety regulations 
in many countries. There is no means of detecting if the connection between the 
generator and transformer neutral is lost and, in this condition, ill-defined “floating 
voltages” will appear at consumers premises. If the single-phase wire to a dwelling is 
broken, then again there is no means of detecting this and a hazardous voltage may 
result. There is considerable anecdotal evidence of fires being caused by faults on 
these circuits and electrocution of members of the public [29–31].

Miniature circuit breakers (MCBs) in a distribution board at the generator 
limit the electrical current drawn by each customer. The current ratings of the 
MCBs are used to determine the monthly charge and also provide overcurrent 
protection. Most customers buy less than 10 amperes to supply only their essential 
loads. Figure 6 shows an MCB distribution board supplying around 100 dwellings 
installed at a neighbourhood diesel generator in Baghdad.

Figure 7 shows informal distribution circuits supplying power from a neighbour-
hood diesel in Baghdad. In IEK, it is common for individual final circuits to radiate 
directly from the generator distribution board to each consumer. Problems of the 
distribution circuits include loose or disconnected wiring, short circuits, mal-operat-
ing changeover switches and sustained high voltages caused by poor neutral earthing.

5. Operation of neighbourhood diesels

Neither the generators nor private wire distribution networks are regulated 
by the Federal Ministry of Electricity and the agreements between the generator 
operators and customers are verbal [32]. Customers sometimes experience poor 
power quality with voltage and frequency falling below their rated values of 230 
volts and 50 Hz when the operators reduce the running speed of their engines to 
save fuel. It is also known for operators to overcharge their customers [5]. The 
disposal of engine lubricants in public sewage systems has been reported [33] while 
poor handling procedures of fuel and non-compliance with electrical safety regula-
tions have been identified as causes of fires [23, 34, 35].

5.1 Noise

It is widely recognised that neighbourhood diesel generators can create a signifi-
cant noise nuisance [8, 23, 36] especially when their enclosures and canopies are 
removed to increase cooling (Figure 8).

According to the Iraq ‘Law of Noise Control’ of 2015 [37], the noise limits in 
residential areas are Sound Pressure Levels (SPLs) between 55 and 60 dBA during 
the day and 45–50 dBA at night, depending on the source of the noise (e.g. local 
crafts and industrial workshops). There are no specific limits for the noise produced 
by neighbourhood diesel generators. In November 2019, the LPC in Erbil (Kurdistan 
Region of Iraq) issued new regulations requiring that, from May 2020, all neigh-
bourhood diesels should be fitted with soundproofing systems. Non-compliant 
owners of the neighbourhood diesels face fines of approximately US $ 1670 and 
their licences being suspended [23, 38].



Microgrids and Local Energy Systems

162

The results of national studies of noise from neighbourhood diesels are shown in 
Table 7.

In [39], the SPLs of diesel generators with and without enclosures were mea-
sured at 1.1–1.2 metre from the ground. In [40] and [41], the SPLs of neighbour-
hood diesels installed in the cities of Duhok and Erbil were measured at various 
distances from the diesel generator. In [42], the SPLs produced by 250 kVA neigh-
bourhood diesels were measured to investigate the impacts of noise pollution in the 
city of Mosul using geographic information systems (GIS).

Using the data from the references in Table 7 and a simple hemi-spherical 
propagation model [43], Sound Power Levels for the generating sets were estimated 
of between 103 and 121 dBA without enclosures and about 91 dBA with an enclosure.

5.2 Emissions of CO, SO2, NOx, H2S and total suspended particles (TSP)

The location of the neighbourhood diesel generators in residential areas leads 
to particular concerns over local air pollution. A ‘Draft Iraqi Standard’ [44] defines 
limits on the exhaust emissions from diesel generators but the common practice of 
mixing the diesel or gas oil fuel with heavy oil, and poor maintenance of the engines 
increase the level of emissions [23, 45, 46].

Table 8 shows emissions measured in local studies. The allowable emissions 
from small diesel generators are shown on the top line of Table 8 with measured 

Figure 8. 
Neighbourhood diesel generator with enclosures removed showing exposed fan (Source: Author).

Reference Minimum SPL (dBA) 
at distance (m)

Maximum SPL (dBA) 
at distance (m)

Notes

[39] 63.1 dBA at 10 m with 
enclosure

89.2 dBA at 10 m 
without enclosure

Size of the generator sets not 
provided

[40] 74.86 dBA at 50 m 98.91 dBA at 5 m State of the enclosure not available

[41] 69 dBA at 15 m 103 dBA at 1 m Neither the number, rating nor the 
state of the enclosure available

[42] 63–65 dBA at 50 m 105–109 dBA at the 
generator site

The number of 250 kVA generator 
sets is not available. All units are 
without enclosures

Table 7. 
Measurements of noise from neighbourhood diesels.
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values shown on the lower 3 lines. Reference [39] records the concentrations of air 
pollutants from diesel generators measured between August and November 2012. 
Higher wind speeds in autumn spread the pollutants and reduces their concentra-
tion. Alrawi and Hazim [47] show the maximum concentrations of CO, SO2 and 
H2S pollutants emitted from new and old 150, 250 and 500 kVA generators located 
in Baghdad. Najib [48] measured the emissions from diesel generators installed at 
Al-Qadisiya University. In all cases the measured emissions exceeded those speci-
fied in the draft standard.

6. Neighbourhood diesels in Kurdistan and other countries

In the Kurdistan Region of Iraq (KRI) in June 2020 consumers received an 
average of 16 hours per day of electricity from the public grid [49]. Neighbourhood 
diesels, however, remain common with at least 5500 generators registered and 
operating in the region [50–52]. Connection practice differs from elsewhere in Iraq 
with local distribution boards mounted on utility distribution poles from which the 
final connections radiate to customer premises. The boards are supplied using single 
conductor mains of 50–95 mm2 copper conductor. The neutral wire connection 
practice (employing the neutral wire of the public grid) is similar to the practice 
seen in other Iraqi cities. The tariffs of the neighbourhood diesels in KRI are defined 
in ($/Amp) for neighbourhoods that have a connection to the public distribution 
grid. However, the tariffs are defined in ($/kWh) for the diesel generators supply-
ing newly built residential housing complexes which are not connected to the public 
distribution grid [53, 54].

In Lebanon, neighbourhood diesels (known as ishtirak or ‘subscription’ [55]) 
have been common since the early days of the civil war of 1975–1990. In 2018, 

Reference CO NOx SO2 H2S TSP

[44, 47, 48] Maximum permitted 
hourly concentrations of 
pollutants emitted from 

diesel generators according 
to the Draft Iraqi Standard

(ppm)

0.26 0.05 0.14 0.005 —

[39] Month of 
2012

August 4.25 5.98 3.40 Not 
measured

0.48

September 3.50 4.60 3.15 0.42

October 2.95 3.90 2.44 0.32

November 2.66 2.85 2.75 0.23

[47] Diesel 
generator 

rating 
(kVA)

150 1.62–2.23 0.70 0.80–1.30 0.60–1.10 Not 
measured250 2.10–2.60 0.60–0.80 0.90–1.30 0.50–1.00

350 2.10 0.50 1.20 0.60

440 3.00 0.70 1.50 1.00

500 2.90–3.40 0.80–0.90 1.80–2.40 1.60–2.50

1000 3.10 0.90 2.10 2.10

[48] College of Physical 
Education / Al-Qadisiya 

University

2.80 Not 
measured

0.65 0.009 Not 
measured

Table 8. 
Concentrations of pollutants emitted from different neighbourhood diesels in ppm.
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these generators, described by the World Bank Group as ‘illegal and informal’, were 
used to supplement customers with 8.1 TWh of power amounting to about 37% 
of the total power demand in Lebanon [56]. In Beirut, which has a daily supply 
of about 21 hours of electricity from the public distribution grid, neighbourhood 
diesels make up the 24-hour supply. In other cities of Lebanon which receive less 
than 12 hours of public grid electricity each day, the neighbourhood diesels supply 
customers with electricity for up to 6–8 hours per day [57–60].

The World Bank Group and the American University of Beirut [61] report that 
ratings of neighbourhood diesels in Lebanon are typically below 500 kVA, similar to 
Iraq. The connection practice of the neighbourhood diesels employing the neutral 
wire of the public distribution grid is the same [58]. Also, the contracts between 
the private entrepreneurs and the customers are verbal. Connection practice of the 
neighbourhood diesels in Lebanon is to use fuse boxes (or local distribution boards) 
mounted on subscribing buildings rather than on poles of the public distribution 
grid [57, 58]. Prior to October 2018 some customers only had MCBs while others had 
both MCBs and energy meters. Nowadays, all Lebanese customers (old and new) 
are required to have MCBs (to limit the maximum current) and energy meters (for 
tariff charging). There is also a standing charge defined by the current rating of a 
customer’s MCB [62].

In Syria, neighbourhood diesels (locally called ‘ampere or subscription’ genera-
tors [63]) supply customers with electricity due to the damage sustained by the 
public grid during the civil war [64]. These generators were initially employed 
in regions controlled by the Syrian rebels to supply customers with no more than 
10 hours of electricity per day [63]. The practice was later adopted in regions 
controlled by the Syrian Government [65, 66]. The topology of the private wire 
networks of the neighbourhood diesels in Syria is similar to KRI and Lebanon with 
thick single live conductors supplying local distribution boards mounted on public 
distribution poles or subscribing buildings. The use of the public network neutral 
wires is similar in Iraq, KRI and Lebanon [67]. The customers in Syria are not 
equipped with energy meters. The tariffs of the neighbourhood diesels, regulated 
by the LPCs in Syrian cities, are defined in ($/Amp).

7. Current status of rooftop solar PV systems in Iraq

Iraq, located between latitude 29°.98′ and 37°.15′, has a high potential of solar 
energy with a mean global PV potential of approximately 4.7 kWh/kWp, global 
horizontal irradiation (GHI) of 5.5 kWh/m2 and an average of 3250 of hours of 
sunshine per year in Baghdad [68, 69] (Figures 9 and 10).

However, the utilisation of solar energy for electric power generation did not 
receive attention until 2019 when the Iraqi government (with the aid of inter-
national organisations) became more active in formulating a solar policy for the 
country [12]. Licences have been awarded for private companies to install residen-
tial solar power systems [71], technical specifications for these solar systems have 
been defined [72], and investors (local, international and IPPs) have been invited to 
construct grid scale solar plants [13] and pilot rooftop residential solar systems [73].

7.1 Specifications of rooftop solar systems

The technical specifications of rooftop solar PV systems issued by the Federal 
Ministry of Electricity imply that when the systems are financed by soft loans, they 
must be hybrid systems. Hybrid solar systems (Figure 11) combine the functions of 
solar panels, inverter, maximum power point tracker (MPPT), battery charger and 
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Figure 9. 
PV power potential (PVOUT) in Iraq [70].

Figure 10. 
Global horizontal irradiation (GHI) in Iraq [70].



Microgrids and Local Energy Systems

166

battery pack to ensure that power supplied to the load is uninterrupted. A hybrid 
solar system can be operated as an on-grid system with battery storage or as an off-
grid system with backup power from the grid. Power is never exported to the grid 
deliberately.

Taking into consideration the nature of loads and the power generation capacity 
(1–10 kW) of hybrid solar PV systems (recommended by the Federal Ministry of 
Electricity and commonly deployed in Iraq), the operation modes of these systems 
are summarised in Figures 12–17. It is assumed that the priority of a hybrid solar 
inverter/charger is to feed the essential load first and to charge the battery bank 
only if sufficient power is generated by the PV panels.

Besides hybrid solar PV systems, entirely on– or off–grid rooftop solar systems 
have been deployed in limited numbers in Iraq. On–grid systems, which are similar 
to hybrid systems except that they do not have battery banks, have been installed at 
a number of governmental buildings including the Federal Ministry of Electricity 
(an aggregate of 350 kW at two different sites), University of Babylon (with a 
130 kW capacity) [74] and University of Technology [75].

In contrast, off–grid systems include battery banks, but are not connected to 
the LV distribution grid. Off–grid systems are used for rural agricultural (irrigation 

Figure 11. 
Hybrid solar PV system.
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Figure 12. 
Off-grid mode: PV power is not available. The essential load is fully supplied by the batteries.

Figure 13. 
Off-grid mode: PV power is not sufficient to supply the essential load which will therefore be supplied by both 
PV panels and batteries.

Figure 14. 
Off-grid mode: PV power is sufficient to supply the essential load and charge the batteries.
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and drainage) applications and have also been employed for experimental studies. 
Figure 18 shows an experimental off–grid system rooftop solar system installed at a 
residential premise in Baghdad.

A detailed illustration of the system is shown in Figure 19. Block (1) is the 
infeed cable collecting the outputs of the solar panels shown in Figure 18. Block (2) 

Figure 15. 
On-grid mode: PV power is not sufficient to fully supply the essential load and the batteries are not connected 
(e.g. removed for maintenance or replacement). The essential load is supplied by both PV panels and LV grid.

Figure 16. 
On-grid mode: PV power is neither sufficient to supply essential load nor charge the batteries. LV grid supplies 
power to the essential load and charges the battery bank.
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Figure 17. 
On-grid mode: PV power is not sufficient to fully supply the essential load but is sufficient to charge the 
batteries. The essential load is supplied by both PV panels and LV grid.

Figure 18. 
A rooftop array of solar panels in Baghdad (Source: Dr. Jaafar Ali Kadhum Al-Anbari).

Figure 19. 
Detailed illustration of a 10 kW experimental rooftop off-grid solar system in Baghdad (Source: Dr. Jaafar Ali 
Kadhum Al-Anbari).
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is a 10 kW inverter that converts 48 volts DC to 220 volts AC to supply the essential 
load of the residential premise. Block (3) is an MPPT charge controller while block 
(4) shows the cooling system installed to cool the inverter (block (2)). Finally, 
block (5) is a 48 volts battery bank comprising 54 lead acid batteries (of different 
capacities) connected to produce an aggregated capacity of 1500 Ah.

7.2  Rooftop solar panel systems as a sustainable source of power for Iraqi 
residences

Solar energy, if actively exploited, has an important role in improving Iraq’s 
energy security and could help fill the gap between the available electrical power 
supply and demand without using traditional power generation technologies or 
neighbourhood diesel generators. Oil and gas consumed for power generation can 
be saved which in turn allows more oil exports that will add to the government 
revenues [12].

A pilot project comprising six rooftop solar PV systems (each having a capacity 
of 5 kW) in Najaf [76] was able, over four years, to save a total of 58 tonnes of CO2 
(equivalent of consuming more than 7000 gallons of diesel) from being emitted 
into the atmosphere [77]. Reference [78] reports that the potential savings in CO2 
emissions would amount to approximately 804 gCO2/kWh should a 315 kW solar 
power plant be constructed at Sulaymaniyah airport to replace fossil fuel based 
electric energy supplying the airport.

A comparison between the present levelized cost of electricity (LCOE) from 
open-cycle gas turbines (OCGT), combined cycle gas turbine (CCGT), neigh-
bourhood diesel generators and solar panels (Table 9) shows that rooftop solar 
PV systems offer a competitive alternative to neighbourhood diesel generators. 
In Table 9, residential rooftop solar systems have a maximum power generation 
capacity of 15 kW, commercial rooftop systems can generate up to 500 kW whereas 
utility-scale systems are multi-megawatt solar farms [79].

In Iraq, the installation cost of rooftop solar systems can either be paid as a 
one-off payment or over 36–60 months with a long-term loan. A 5 kW hybrid solar 
system costs between US $ 3800–4800 with a one-off payment whereas the cost of 
the same system increases to about US $ 6450 (over 36 instalments) – 6860 (over 60 
instalments) on a long-term loan [80]. The variation in costs depends upon both the 
number of solar panels and batteries connected. A replacement lead acid battery is 
usually required every two years, at a cost of US $ 210–280 per 200 Ah battery.

Comparing the installation and battery replacement costs with the approxi-
mate electricity bill of a residential customer (Table 6), it can be concluded that a 
hybrid rooftop solar system is expensive and may not deliver the financial savings 
anticipated over its lifetime of 20–25 years. Similar findings were reported in [51] 

Power generation technology LCOE (US $/kWh) Reference

OCGT 0.04–0.06 [5, 12]

CCGT 0.07–0.11

Neighbourhood diesel 0.64–1.30

Solar PV Utility-scale 0.018–0.085 [5, 11, 12, 79]

Commercial rooftop 0.062–0.064 [79]

Residential rooftop 0.063–0.265

Table 9. 
Comparison between LCOE of solar PV and fossil fuel based power generation technologies.
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recommending the installation of rooftop off-grid solar systems only when an annual 
discount rate of below 9.4% was assumed for the battery bank. Analysis of different 
scenarios showed that investment in rooftop solar systems would not be cost effective 
at high battery discount rates. Alternatively, reference [12] recommends exploring 
community solar microgrids rather than installations on each house.

In summary, it can be seen that numbers of rooftop solar system installations in 
Iraq are increasing; however, these will probably not reach a tipping point to replace 
neighbourhood diesel generators for some time. The public are often reluctant to 
install rooftop solar systems because of their high upfront and maintenance costs espe-
cially with the current unstable economic conditions in the aftermath of the coronavi-
rus outbreak and worldwide drop in oil prices. The lack of government support for soft 
loan mechanisms as well as high commercial interest rates (more than 40%) for loans 
to fund domestic solar systems are other factors that discourage widespread installa-
tions of solar systems. Also, the customers are reluctant to invest in solar PV systems 
because present Iraqi legislations do not support net-metering or feed-in tariffs [12].

There is some evidence that the reducing cost of photovoltaic panels may offer a 
partial solution to this problem of deficit of generation. Iraq has an extremely attrac-
tive solar resource but so far implementation of photovoltaic generation has been 
limited. For widespread adoption of rooftop systems, a more attractive commercial 
climate is required, through low interest loans, net metering or feed-in tariffs.

8. Conclusions

The electricity systems of Iraq, and parts of Lebanon and Syria, experience 
frequent power cuts caused by shortage of generation, damaged transmission 
and distribution networks as well as rapidly increasing demand. In response to 
the limited hours that electricity is available from the public supply systems, local 
organisations have established innovative arrangements using diesel generators and 
simple distribution networks. These systems operate independently and are man-
aged separately from the public electricity supply.

The generators are typically in the range of 100–500 kVA and are often locally 
manufactured from reused truck engines and imported generators. The generators 
provide each subscribing consumer with a supplementary supply of up to several 
kW of electrical power through informal networks that extend over a small area 
of a town or city. The final connection to the consumer premises is made through 
a radial single wire and the neutral of the public LV network. There is no connec-
tion of the live conductors from the generators with the public network and each 
customer has a changeover switch to select either the public mains when supply 
is available or the neighbourhood diesel. Monthly tariffs are based on $/amp with 
miniature circuit breakers limiting the current drawn by each consumer.

Neighbourhood diesels create significant local air pollution and noise, and can 
only supply small amounts of power at considerable cost. However, for those areas 
that have only limited public electricity supply they provide some power when the 
public service is unavailable. In Iraq, electricity from the public network is sold to 
domestic customers at a price that is below the cost of supply so limiting revenue 
that could be used to increase the capacity of the public supply system. There is no 
immediate prospect of the public electricity supply in Iraq improving dramatically 
and of these neighbourhood generators becoming redundant. Until the public 
electricity supply system can fully meet the load demand, the use of neighbourhood 
diesels is likely to continue.

Suitable Iraqi standards exist, some in draft form, to regulate the noise and 
gaseous emissions from neighbourhood diesels but local studies indicate these 
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standards are not being met. No standards to regulate the novel connection practice 
of using a common neutral connection from the public network were identified. 
There appears to be scope both to enforce existing standards and develop a new 
electrical standard to regulate the connection and operation of the diesel generators 
and the innovative networks.
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Chapter 7

Regulatory Impediments to  
Micro-Wind Generation
Ryan M. Yonk, Corbin Clark and Jessica Rood

Abstract

Recent growth in the renewable energy industry has largely been driven by 
government support for alternative energy. Wind power in the United States is 
the second largest source of renewable energy, and has been heavily subsidized by 
state and federal government. There has also been an increasing interest in small 
scale environmental community projects, and this trend is expected to continue. 
Currently, there are 2 terawatt hours (TWh) of potential energy capacity through 
small- and micro-wind projects throughout the United States. Increased develop-
ment of micro-wind energy could significantly impact America’s non-hydropower 
renewable energy generation. Micro-wind, the utilization of the flow of wind 
energy to produce electricity for a house, farm or other non-utility scale generation 
can be regulated at the federal level, as well as at the state and local/community 
level. We examine two cases of micro-wind energy production to explore the regu-
latory impediments these smaller projects face. We find that the level of complexity 
of the regulatory framework is discouraging for innovation and development, and 
that the benefits of installing energy-generation are often outweighed by the cost of 
implementation.

Keywords: micro-wind, regulation, renewable energy, regulatory systems, 
innovation, technology

1. Introduction

Over at least the last twenty years, a substantial and concerted effort has been 
made to remake the generation of electrical power in the United States. The calls-
to-action to move away from fossil fuel-based generation of electricity have com-
monly called for “green energy”, “alternative energy” or “renewable energy” as the 
replacement. Those terms have faced both widespread adoption and rabid disagree-
ment over which power generation sources and scope should be prioritized as the 
replacement of fossil fuels. While in practice, these terms are used interchangeably 
among both policy makers and the general public, for those who choose one term 
over another, they often represent nuanced differences on what should or should 
not be included among the alternatives under consideration. Nuclear power genera-
tion often falls within this distinction with some suggesting it as a carbon reducing 
alternative and others pointing to the environmental risks posed by nuclear power 
generation, such as the disposal of waste products from that generation. Likewise, 
hydropower, particularly large-scale projects, face similar concerns and complaints 
from some who advocate for a large-scale movement away from fossil fuels, and the 
subsequent replacement of fossil fuels with other alternatives. In this chapter we use 
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the term renewable energy or renewables to represent the relatively wide swath of 
non-fossil fuel alternatives [1].

Previous work has explored these controversies in detail and we do not endeavor 
to recreate this discussion. We will maintain an agnostic position with regards to 
what term, or power sources ought to be considered, or the necessity of large-scale 
conversion from fossil fuels in this chapter. We instead explore regulatory burdens 
and impediments that are faced by the development of micro-wind generation 
approaches.

Our exploration reviews the regulatory process within larger efforts by the 
United States to increase renewable energy use. This combined regulatory analysis 
allows us to explore the impact of regulation and policies supporting renewable 
energy on the development of micro-wind systems in the United States. We first 
review the history of these production approaches and then focus on the effects 
regulation has on micro-wind generation. We use the framework developed in pre-
vious work on micro-hydropower and published in “The Regulatory Noose: Logan 
City’s Adventures in Micro-Hydropower” [2].

2. Background

The literature on the impact of regulation has been well documented and 
thoroughly explored. Scholars have detailed the direct effect of federal regulation, 
particularly on the economy. Within the broader literature, a substantial critical 
evaluation has explored the efficacy of the political process in making policies that 
achieve their stated purpose and avoid unintended consequences. These reviews 
have generally found that regulation, including federal regulation, faces substantial 
problems in achieving these dual purposes. One of the most commonly identified 
problems comes from Tullock [3]. He identified “Rent-Seeking” and the resulting 
distortions to the policy outcome and decision-making process as one reason politi-
cal processes are ill-equipped to effectively create policies. Rent-seeking identifies 
that in order to achieve “rents,” some economic or political gain, interest groups are 
willing to use resources (including economic resources) to influence the regula-
tory process in their favor. They do so to ensure that long run policy and economic 
profits are protected. Policies including regulatory preference or expansion, 
market limitations through tariffs and other restrictions on trade can be obtained 
from political agents, and those with vested interests face strong incentives to 
engage. Further expanding in this area, Stigler put forth a strong theoretical frame 
that is rooted in similar thinking which suggests that the supply and demand for 
regulatory action is heavily influenced by special interest groups who want public 
resources and protection that can be supplied by public officials [4].

While rent-seeking models are useful in explaining the adoption and creation 
of preferential regulatory systems, those systems tend to persist in the face of 
alternative pressure from other sources. Reversing prior decisions, especially 
regulatory requirements, has been demonstrated to be particularly problematic. 
One examination of technological requirements within regulation is illustrated by 
Arthur [5]. He argues that after a technology has been adopted by its users, there 
are increasing returns to its use, leading to stronger preferences for continued use 
of that same technology. As the time horizon extends, the more experience with 
and adaptation of the regulatorily preferred or required technology increases. As a 
result, the particular technology becomes stuck; decreasing the probability that it is 
or will be interchanged with other technology. The cost of switching to a different 
(possibly more efficient, cost effective) technology becomes prohibitive and the 
regulatory requirement becomes the default preferred approach. This phenomenon 
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is commonly referred to as path-dependence, and is one of the core mechanisms 
whereby rent-sought regulatory outcomes become difficult to change even when 
benefits to alternative arrangements are available.

Path dependence has been well documented within the policy sphere and 
institutional economics, particularly, historical institutionalism has clearly demon-
strated both the propensity for path dependence to emerge, and the costs associated 
with that path dependence. Arrow’s exploration of path dependence highlights 
the similarities of increasing returns in the costs of establishing and sustaining 
an institution that relies on technology [6, 7]. These costs are difficult to escape, 
especially when technology has been regulatorily determined. Pierson explains that 
political institutions are especially vulnerable to falling into path-dependence [8]. 
By their nature, bureaucracies tend to grow in both size and scope. Bureaucrats, 
who often are drawn to their agency due to interest and expertise, seek to influence 
their particular area and to do so, push for increased influence and regulation. 
Increased influence and regulatory involvement requires increased authority and 
larger budgets. This natural push leads to increasingly complex hierarchical webs 
and complicated regulatory standards. As McClaughlin and Williams point out, 
bureaucracies continue to pile new regulations on top of the old, further confound-
ing regulations through which individuals and developers must wade through [9]. 
This stifling regulation hinders innovation and evolution because of increased cost 
in terms of dollars and time. The end result is a regulatory regime that is neither 
efficient or efficacious in achieving the goals laid out, but rather serves to protect 
both the rent-seeker and the rent-providers who are linked in mutually beneficial 
arrangements that ultimately stifle change and adaptation outside of the artificially 
created regulatory ecosystem.

In previous work by one of the authors of this chapter, Green vs. Green, he and 
his co-authors explore this reality by examining the landscape of the environmental 
regulatory web that green energy producers face [10]. After describing the develop-
ment of environmental regulations, they provide both an approach to examining 
the effect of regulation on green energy projects and examples of cases where proj-
ects were disrupted. This chapter expands on that approach and applies that lens to 
micro-generation of wind power. We find that while legislation intends to bolster 
green energy production, it instead actively increases the costs of green micro-wind 
projects especially when coupled with other regulatory rules.

3. Introducing micro-wind

Wind energy is the second most utilized renewable energy source in the United 
States, with 338 billion kilowatt hours (kWh) in 2020, up from 6 billion kWh in 
2000 [11]. Advances in technology used to produce wind energy have decreased the 
cost of producing electricity from wind. Along with the improvement in technol-
ogy, government programs directed toward increasing green energy have contrib-
uted to make wind energy one of the fastest growing industries in the nation. These 
improvements in wind power are becoming more relevant as the literature finds 
that alternative energy sources are crucial to the future of both the environment 
and economy of the United States.

Micro-wind is the most accessible form of micro-energy, and the simplest form 
of clean energy. Wind turbines work by harnessing the kinetic energy that wind 
creates. A turbine has blades that function similarly to airplane wings; when wind 
flows over them, they create lift causing the blade to turn. The blades are connected 
to a drive shaft that spins an electric generator which produces electricity [12]. 
Micro-wind is similar to large-scale wind energy production, simply on a smaller 
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scale. Instead of having farms of massive wind turbines, a micro-wind project could 
include one or more turbines connected to a relatively small generator. Micro-wind 
is suitable for residential energy production, used mostly for a house or farm. The 
excess energy can then be exported to the electrical grid, and credits can be pro-
vided by the retailer.

There are numerous potential benefits to using wind turbines and generat-
ing clean energy. Wind energy proponents claim that it produces no air, water, or 
thermal pollution, nor greenhouse gases, and no smog. Advocates claim that they 
leave few impacts on the local environment when they are dismantled, and that 
most activities on a wind site are not halted due to wind installations. These claims, 
however, are not with-out controversy and some evaluations have sound significant 
environmental impacts of wind generation [10]. The price of energy can be com-
petitive, and it is quickly built and installed due to the straightforward design. The 
initial cost of installation of micro-wind turbines can be higher than that of other 
energy sources, but in the long-run they have the potential to be cost-effective [13].

Micro-wind is being looked at on a smaller scale than other micro-energy 
sources, with residential areas using micro-wind at the highest level. Small wind 
refers to small turbines that typically exert power of between 500 W and 25 kW, 
which may or may not be hooked up to the grid. Unlike hydro power, wind energy 
can be harvested from virtually everywhere, with manufacturers recommending a 
minimum average wind speed of 4.5 to 5 m/s [14]. One of the major benefits from 
micro-wind power is that it allows for the extension of clean, renewable energy to 
areas with limited to no grid access [15].

Use of micro-wind has increased dramatically over the past decades, with 
experts estimating that over one million micro-wind turbines are in use globally 
[15]. The complications of regulations in the micro-wind energy generation often 
scare away city officials and homeowners from implementing this technology on 
a wider scale. Without substantial regulation on micro-wind turbines, many more 
cities and consumers might choose to utilize the technology, potentially decreasing 
the environmental footprint, and saving the consumer money. Installation cost for 
micro-wind is relatively low, and maintenance is comparable to current costs, and 
is often less common. Wind turbines are not as efficient as other green options (the 
average wind efficiency of turbines falling between 35% and 45%), but with the low 
costs mentioned above, they may still be a viable option. At the speed of innovation 
in the past decades, some have claimed that the rate of efficiency will climb higher. 
If this claimed rise in efficiency occurs, micro-wind could potentially see greater 
demand become more widespread and help the United States increase renewable 
energy production with an efficient dispersed source. While the technical chal-
lenges may have solutions likely to occur in the near term, the regulatory environ-
ment faced by micro-wind remains daunting, and likely to prevent widespread 
adoption.

4. Current micro-wind regulation

Micro-wind, unlike the more common micro-hydro, is more isolated from the 
grid and focused on residential power creation, but that seeming isolation does not 
necessarily mean that regulation does not exist. Micro-wind regulation is primarily 
concerned with physical limitations and construction rather than the other more 
technical aspects which are more relevant to micro-hydro [2]. Many residential 
areas have zoning, permitting, and covenant guidelines that must be adhered to 
including, but not limited to, height limits, which proves to be a serious issue for 
accessing higher speed winds, and noise level caps. The noise issue is not as serious 
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an impediment as height because the ambient noise of a micro-wind turbine is only 
slightly above that of natural ambient wind [16]. There are at least 250 state policies 
regulating the construction of only small wind projects, with nearly double that 
applying to both large and small projects.

The current process for permitting and installing a wind turbine can be long 
and arduous. While the initial steps of assessment can be costly, they are primar-
ily separate from the regulatory system [17]. The following stage is dedicated to 
complying with federal regulations as well as local government zoning, permitting, 
and covenant requirements. As a result, the regulatory environment may differ on 
the federal, state, county, and potentially sub-county levels. Meaning that every 
sight faces layers of regulation that can be daunting to navigate. In addition, resi-
dential micro-wind homeowner’s associations may further complicate producing 
wind energy.

As we note one of the primary complications for the use of micro-wind energy 
is the necessity of meeting not just local and state requirements but meeting federal 
regulations that were designed for large-scale projects, and which often did not con-
sider the possibility of smaller projects. Despite some attempts to reduce regulatory 
burden of interconnections particularly IEEE’s 1547 standard which is designated 
under the Energy Policy Act of 2005 concerns about the applicability of the section 
remain for micro-wind [18]. We explore the application of these regulations and 
identify others that might potentially impact micro-wind depending on site specific 
considerations.

The Federal Energy Regulatory Commission (FERC) is the government regula-
tory commission that oversees and is responsible for determining what level of 
analysis is required for a given energy project. Generally, FERC oversees the grid 
connections and generators connected to the higher voltage systems, while states 
regulate the retail markets for electricity and oversee the connectivity of generators 
connected to lower-voltage systems. The commission’s oversight includes install-
ing and ensuring the compliance with a laundry list of legislation that includes the 
Energy Policy Act of 2005, the Federal Deepwater Port Act, the Endangered Species 
Act, the Fish and Wildlife Coordination Act, the National Environmental Policy Act 
of 1969 (NEPA), the National Historic Preservation Act, the Rivers and Harbors 
Act, and the Wild and Scenic Rivers Act [19]. These policies contribute to the dif-
ficulty of implementing micro-wind power for consumers.

When applying for a license with FERC, even a small turbine must be registered 
and adhere to all the guidelines applicable to wind farms. These small turbines that 
are connected straight to the residential property are subject to an equal level of 
regulation and inspection as large wind farms that power a much larger area and 
have a much more significant impact on the environmental landscape. FERC, along 
with regulating new projects, interferes with the expanding of projects that are 
already in place. The process by which one has to go through to install a small-wind 
project begins with notification and pre-filing consultation with any “relevant 
Federal, State, and interstate resource agencies” [20]. In addition to the agencies 
that require consultation, Native American tribes and members of the public must 
be contacted.

This only marks the first step in the regulatory process, after the preliminary 
process is completed, a joint meeting is held for the applicable agents and members 
of the public to receive public comment prior to a decision being reached.

Even if FERC approval is likely, projects face the reality of additional regulatory 
requirements from state and local governments. One source of the development of 
those regulations is the National Renewable Energy Laboratory.

The NREL is a national program designed to focus on pushing the limits of 
renewable energy. It is a branch of the U.S. Department of Energy, Office of Energy 
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Efficiency and Renewable Energy, and operated by the Alliance for Sustainable 
Energy LLC. This program states that they want to create opportunities for job cre-
ation and land lease payments, but their purpose is also to “create a new responsibil-
ity on the part of local governments to ensure that ordinances will be established to 
aid the development of safe facilities that will be embraced by the community” [21]. 
The NREL is actively seeking to create new regulation in states and counties where 
few exist. Since the overview given by NREL, they have successfully lobbied for 
more regulation and ordinances across the nation.

There are a variety of ordinances which NREL advocates for, that fall under 
three themes; permission, placement, and construction. For permission, ordinances 
require local governments to issue permits for wind energy developments as well as 
ordinances that demand signage indicating warnings, the manufacturer, the owner 
but strictly prohibiting advertisements or promotions. In terms of placement, wind 
turbines must be put out of the way to limit contact with the public and respect set 
backs, which exist to create space between roads, private property, buildings, and 
phone lines. Existing wind energy ordinances also note that projects should be placed 
in compliance with electrical standards and Federal Aviation Administration regula-
tions, keeping in mind the shadows created from the blades of the turbine and the 
windiness of the surrounding area. Other ordinances have prioritized not placing too 
many turbines next to each other, citing esthetic and safety reasons. For construction, 
NREL acknowledges ordinances that develop rules to limit “esthetic displeasure” 
caused by the turbine, as well as more technical aspects of the turbine such as restric-
tions on the arc of the blades, the height, and how much noise the turbine can emit.

The above restrictions are found in nearly every city and county ordinance 
package that lists regulations on wind energy projects. The strictness of each varies 
depending on a variety of factors, but there are some that carry across nearly all of 
them. Namely, signage and appearance, color, and finish, which state that no tur-
bine may carry an advertisement or sign on them and that they be painted a neutral, 
non-reflective, matte color; white or gray.

Along with NREL’s list of suggested ordinances, there are also site-specific laws 
that could affect micro-wind projects. As listed above, the National Environmental 
Policy Act of 1969 (NEPA) and the National Historic Preservation Act (NHP) 
must be taken into account when creating and placing new wind energy projects. 
These acts require individuals and companies to assess the environmental impact 
of the project as well as any effect the project could have on locations or buildings 
of historical significance. As for the flora and fauna, the Endangered Species Act 
(ESA) and General Wildlife Consultation (GWC) may come into play depending on 
the chosen location and scope of the wind energy project. Micro-wind regulation 
encompasses almost every aspect of the project ranging from the planning stage 
to decommission. In order to grasp the extent to which an individual or company 
would be subject to these regulations, we look to two counties in the Midwest.

5. Methods

To explore the regulatory environment for micro-wind energy production, we 
use a case-study to examine which regulations impact the implementation of micro-
wind projects. We explore the regulatory environment for a micro-wind energy proj-
ect from conception to integration into the energy grid of the community, and what 
steps they need to take to start accessing the energy created. In choosing our case, 
it was necessary to identify a locale with substantial wind energy potential. With a 
couple large wind farms in the area, Henry County, Illinois serves as our first and 
primary example. With that criteria established, we take a closer look at the process 



185

Regulatory Impediments to Micro-Wind Generation
DOI: http://dx.doi.org/10.5772/intechopen.99688

of implementing micro-wind projects in the county. To verify the extent of the 
process in Henry County, we look at Swift County, Minnesota, another Midwestern 
county with high wind energy potential. In both locations, numerous regulatory 
bodies on the federal, state, and local level have jurisdiction. We also chose counties 
where cleare regulations in place have a longer history of people seeking to imple-
ment renewable energy into their residences. In both cases, the potential for wind 
energy use is substantial and other non-micro wind generation has been explored.

The cases are different in subtle ways, as detailed in the following sections. The 
regulations in Swift County are somewhat more lenient, and it is easier to obtain a 
turbine on the basis of county level regulation, however both counties are faced with 
the same federal regulatory requirements that limit development. Both cases illustrate 
that the current regulatory approach significantly increases the costs to entry, in terms 
of monetary and time costs. These realities discourage people from incorporating 
micro wind-power on a more widespread scale, potentially defeating the regulatory 
motivation for a greener energy generation and unblemished environment.

6. Exploring the counties

The regulatory process that must be navigated to set up a small or micro-turbine 
is nearly equal to installing a large wind farm. All requirements of FERC must be 
met alongside any state or local regulations. This requirement discourages indi-
viduals and communities to undertake smaller non-industrial scale projects, and 
as a result limits the scope and form of renewable energy in use. By looking at two 
Midwestern counties, we find that current regulation raises the cost of small-scale 
wind projects and makes them unlikely to occur. As a result, potential environmen-
tal benefits are foregone in the long run.

Henry County, Illinois serves as an important illustration of the regulatory 
issues. In Henry County wind energy, called Wind Energy Conversion Systems 
(WECS) in county regulations, even at the micro-level are heavily regulated. As a 
result, despite having wind potential energy that is high, with an average annual 
wind speed of 18.86 mph (U.S. average is 16.93 mph), the county is likely not maxi-
mizing its potential due to various regulatory requirements [22].

The county ordinances prohibit any wind-energy project to be constructed, 
operated, or located within Henry County without having fully complied with the 
regulations. The county goals for the ordinance are to “preserve the health, safety, 
and general welfare of the public.” To begin a WECS project, the applicant must 
obtain approval from the Henry County Planning Commission (HCPC), a variance 
from the Henry County Board of Zoning Appeals for any perceived or projected for 
the WECS project, and an Improvement Location Permit from the HCPC, which 
is issued by the Zoning Administrator [23]. The initial application for the WECS 
Commission approved use must include:

• A project summary that includes a description of the project, which entails an 
approximate generating capacity, potential equipment manufacturer, type of 
WECS, number of turbines, generating capacity for each individual turbine, 
maximum height and diameter of the blades and rotors, the location of the 
project, and a detailed description of the applicant, intentions, and business 
structures (should the applicant be a business).

• Names, addresses, telephone numbers of applicant, owner, and operator as well 
as any participating agents and property owners adjacent to any construction 
related to the WECS.
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• A topographic map of the area with an additional mile radius from the WECS 
project, with contours of not more than five-foot intervals

• A full site plan with appropriate scale (the scale has several additional stipula-
tions listed in the ordinance).

• An additional site plan showing the location of all existing and proposed 
underground utility lines in the WECS project area.

• Another site plan highlighting the location of amenities such as hospitals, 
nursing homes, and recreational areas (golf courses, trails, parks, etc.) in the 
WECS area.

• An agreement to properly train all emergency service agencies (Office of 
Emergency management, law enforcement, EMS, and fire departments) 
within Henry County throughout the life of the WECS, as well as addressing 
safety issues that arise.

• An evacuation plan and zone that complies with local emergency service 
agencies.

• A projected sound emissions study and map within 8 Hz to 8 kHz for the 
WECS area performed by a certified sound engineer.

• A small-wind energy project may not require a special use permit if used for 
exclusively agricultural processes

These requirements are only for the application that gets filed to the HCPC. If 
a project is to meet these guidelines, they must hire several people to aid them in 
their quest; someone to topographically map an area of land, a site planner that 
has the ability to create a scale model of the entire project (this step has another 
set of rules which make this task even more difficult), bringing in amenities and 
underground utility lines, and a sound engineer to determine the disturbance level 
of the WECS.

Once the application has been submitted and accepted by the HCPC, the WECS 
project is granted a one-year window to act, after which, the application lapses 
and the applicant must file an extension request (further regulation on what that 
entails) that may be valid for up to two years. The project may not be started if the 
applicant has not made a $75,000 deposit into an escrow account to confirm that 
construction can take place. This deposit may not be used toward any other applica-
tion fees that are required. If the escrow account dips below the $75,000 mark, then 
the application is subject to revocation or denial of renewal.

In Swift County, Minnesota, the process to move forward on wind energy 
projects is very similar to that of Henry County, Illinois. One must apply for Land 
Use Permits, Conditional Use Permits and Variances which will then be reviewed 
under the procedures established in the Swift County Code of Ordinances. In the 
application, Swift County includes mostly the same requirements except they do 
not require a site plan highlighting nearby hospitals, nursing homes and recreation 
centers as well as excluding the need for evacuation plans, training for emergency 
services, and a projected sound emissions study.

As for specific ordinances, Swift County also has fewer restrictions than Henry 
County. For example, Swift County does not have any spacing regulations relative to 
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other WECS projects, but Henry County does. The county also does not require any 
access restrictions, which is contrary to Henry County’s requirements of a locked 
barrier or security fence around the WECS. Ultimately, Swift County has fewer 
regulations on WECS projects, but the process is still long, expensive, and tedious.

There are also regulations within the regulations listed above. The site plan must 
include turbines that are below the height limit, spaced apart appropriately, and 
with a diameter within the allowed range. The turbines “shall also be new equip-
ment commercially available” [23]. A single new commercial turbine generally costs 
$1,300,000 per megawatt, and at 2–3 MW in power, that means most turbines cost 
between $2–4 million dollars [24].

Safety regulations make up a significant portion of both large- and small-scale 
wind projects, with more attention being paid to large wind farms. A WECS non-
commercial turbine may not be closer than 1.5 times the height of the individual 
turbine from any property boundary lines, roadways, railroad right-of-way, or over-
head transmission or distribution lines. This severely limits where a turbine may be 
placed. For a WECS project, this means that they must buy a large swath of prop-
erty to produce any amount of electricity, and for residential projects, this impedes 
their ability to construct any sort of wind generator. The average commercial 
tower in the United States stands at roughly 280 feet, which means that for a single 
turbine, one would need a plot of land that is not near a road, railway, or overhead 
lines, and that is over 420 feet in diameter [25]. For small-wind energy systems, 
they must be 1.1 times the total tower height away from an occupied structure on 
a neighboring property and 80% the total tower height or more from an occupied 
structure measured from the base of the turbine. Small-wind may be located in 
any zoning map district with both special use and building permits, which require 
similar application processes as listed above [26].

Failure to adhere to the specified requirements, or violating any of the above 
may result in a fine of $500 per week if the offense continues without being cor-
rected. If multiple offenses are committed, an additional $500 per week may be 
assessed per violation.

7. Conclusion

There is a push in congress to deregulate electricity, to open the market to allow 
for people to choose what their power source will be and allow a wider set of energy 
production to compete [27]. However, simply allowing consumers more choice in 
their energy source is incomplete if the regulatory environment stymies the devel-
opment of innovative generation by insisting on precautionary approaches that 
treat all projects the same regardless of size, scope or risk. Doing so can only result 
in unnecessarily high costs to development which will be passed to consumers and 
as a result reduce the likelihood of them choosing renewable energy.

A London Economics report presented to the Department of International 
Development and the World Bank included an outline for how to best regulate 
renewable energy [28]. They suggest that to effectively allow for energy production 
and innovation:

• Regulation be free from political interference and promote healthy 
competition.

• Regulation should be maintained at a constant level and not subject to wild 
fluctuations, and include clear and transparent stipulations.
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• Regulation should be suitable for both the cost of the project as well as the 
financial ability of the applicant and their party.

• Regulation should be formatted to not promote “rent-seeking behavior” by 
officials and federal agencies.

• Regulation should encourage incentives for developers to ensure consumers’ 
needs are met in a satisfactory manner.

• Requirements for safety and quality must be enforced to shield both developers 
and consumers.

The current regulatory minefield one must navigate in any attempt to imple-
ment even micro-wind energy does not fit the mold presented in the bullet points 
highlighted above. In the current energy landscape, the likelihood that micro-wind 
will be developed further is modest and will remain modest despite specific policies 
that claim to incentivize renewable energy. These include Renewable Electricity 
Production Tax Credit, Investment Tax Credit, Residential Energy Credit, and the 
Modified Accelerated Cost-Recovery System [29]. The stark reality is that federal 
regulations as well as increasing regulation by state and local governments take 
many renewable energy projects untenable. As a result, many of the NREL pro-
grams which are intended to create avenues for increased renewable energy produc-
tion instead act to increase the costs and barriers to entry in the renewable energy 
field, which discourages individuals and companies from entertaining the idea of 
utilizing the emerging technology.

The increased output of wind energy and small-scale projects have substantial 
potential to be beneficial in the long-run for more small residential communities as 
well as more isolated rural communities especially farms. However, if the United 
States wants to see a sustained increase in renewable energy, one of the simplest 
and easiest paths to this end is to decrease regulation, specifically by simplifying 
licensing requirements and regulation. It is difficult to justify the high barriers 
to entry for small-wind projects because they do not cause the same disturbance 
that a large-scale project does. They do not utilize the same infrastructure, are 
more flexible in their deployment, and create fewer negative externalities than 
larger projects. Those interested in promoting renewable energy would do well to 
consider the effect regulations have on preventing innovative energy solutions like 
micro-wind.
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