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Preface

Different laser-based methods have been developed to measure features or targets at
various scales. It can be as large as landscape, or as small as cells. Laser Scanning, Theory
and Applications collects up-to-date research on laser-based measurement. It covers top-
ics ranging from theories, innovative applications to development of new instruments.
Readers are urged to follow the chapter order to get familiar with the working prin-
ciples (Chapter 1 to 6), then move on the various examples of medical, biological, ar-
chaeological and engineering and applications (Chapter 7 to 22.); at last, learn about the
development of several laser-based measurement systems (Chapter 23 to 28.) Or just go
directly to the part of interest if background knowledge is already equipped.

Chau-Chang Wang
Sun Yat-sen University
Kao-Hsiung, Taiwan
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1. Introduction

This chapter reports the development of a new quantitative surface characterisation system
based on laser scanning confocal microscopy (LSCM). This development involves:
systemically studying and understanding the resolutions of a LSCM and its capacity;
investigating appropriate hardware settings for acquiring suitable two-dimensional (2D)
images; assess image processing techniques for eliminating noise and artefacts while
constructing three-dimensional (3D) images for quantitative analysis; and developing
quantitative image analysis techniques to characterise the required features of surfaces. This
chapter will show examples of using a LSCM for image acquisition and the developed
techniques for the surface characterisation of engineering surfaces and wear particles in
engineering and bioengineering applications.

2. Importance

Quantitative surface characterisation is an essential and common practice in many
applications. Two-dimensional surface measurement has been performed for over 50 years
using traditional 2D surface roughness parameters including the arithmetic mean deviation
(Ra), root mean squared deviation (R), surface skewness (Rgk) and surface kurtosis (Rky), etc
that are based on single line surface traces (Gadelmawla et al., 2002). The technique has been
popularly used to measure large surfaces in 2D. Standard 2D measurements are commonly
performed using the stylus profiler that traces a diamond stylus tip over the specimen
surface, recording vertical displacement over distance travelled (DeGarmo, 1997). The
resolution of the system is governed by the stylus tip size selected for testing surfaces of
specific material type and surface finish. However, in operation the stylus unfortunately
subjects the surface to damage (Bennett and Mattsson, 1989; Gjonnes, 1996, Conroy and
Armstrong, 2005) and thus the technique cannot be used to perform surface measurement
on soft materials. In addition, the minimum scan length for the stylus technique (ISO
standards 4288, 1996) is not suited to small wear particle surfaces.
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Due to the complexity of surface topography, the extraction of surface roughness
information in 3D is often required for the accurate characterisation of surface features.
Standard scanning electron microscopy (SEM) has been extensively used for characterising
surface features. Scanning electron microscopy has outstanding 2D resolution and with
specialised SEM operation can also provide 3D images (Podsiadlo and Stachowiak 1997;
Bernabeu et al., 2001). However, in addition to the specialised preparation time required, the
fact samples are modified during preparation and possibly during image acquisition are
issues to consider when using SEM (Brown and Newton, 1994; Chescoe and Goodhew, 1990;
Hanlon et al.,, 2001). Atomic force microscopy (AFM) is a technique often used for 3D
surface measurement that is to a degree non-contacting or destructive, while also possessing
sub nanometre resolution in 3D. The limitation with this technique is the maximum scan
area of 100 pm? that is not sufficient for the study of some surfaces (Gauldie et al., 1994;
Martin et al., 1994; Conroy and Armstrong, 2005).

A non-destructive and versatile technique for characterising surface information in 3D is the
LSCM imaging system. This technique involves sequentially illuminating the focal plane
with a diffraction-limited light spot point by point. Specimen information is transmitted
back through the optics via a confocal aperture as a diffraction-limited spot to reduce light
from above and below focal plane. The sharpened light spot is converted into an electrical
signal by the photo multiplier tube (PMT) point detector and then digitised for storage or
display. By sequentially scanning through the specimen field of view, a 2D digital image of
the focal plane is formed. The significant benefit over standard optical microscopy is the
LSCM ability to discriminate between in focus and out of focus light above and below the
focal plane. In addition to imaging high-resolution 2D slices from the focal plane, another
primary feature is the system’s ability to capture 3D images. By compiling a series of
adjacent 2D digital images captured at different heights in the specimen, constructed 3D
images provide 3D surface and volume information by a non-contacting and un-intrusive
method (Sheppard and Shotton, 1997; Pawley, 1995). Using specialised software, surface
measurements can be readily performed on variations in pixel intensity and spatial locations
contained in 3D images (Brown and Newton, 1994; Yuan et al., 2005).

By comparison the resolution of LSCM is possibly higher than a standard stylus profiler and
can non-intrusively obtain surface information from large and small surfaces in 3D while the
stylus profiler is restricted to measuring surface characteristics of large surfaces in 2D. The
confocal system also provides a greater field of view and depth range than AFM, which is
more suitable for industrial surfaces measurements. In addition, the minimal specimen
preparation for LSCM imaging sets the technique to be a fast and versatile instrument for
quantitative surface measurements (King and Delaney, 1994; Gjonnes, 1996; Bernabeu et al.,
2001; Sheppard and Shotton, 1997; Haridoss et al., 1990). Past research using traditional 2D
parameters for quantitative surface analysis found good correlation between roughness
measurements of metal surfaces determined by LSCM, stylus and AFM surface
measurement techniques (Gjonnes, 1996, Hanlon et al., 2001; Peng and Tomovich, 2008).
Early research and development of surface measurement using LSCM found the technique
to be viable for extracting surface information from 3D images in the form of numerical
parameters, calculated from images generated using height encoded image (HEI) processing
techniques (Peng and Kirk, 1998 & 1999). However, developments are still in their infant
stages. The aim of this presented study is to develop a set of techniques so that LSCM can be
used widely for quantitative surface characterisation in 3D for a range of studies and
applications.
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Specifically, this project involves the evaluation of the LSCM resolution and imaging system
performance in relation to hardware parameter settings; the establishment of correct
procedures for acquiring high quality images for quantitative 3D surface measurements and
the development and validation of the 3D LSCM surface measurement technique. The
details of the above developments are presented in the following section.

3. Development of 3D imaging, processing and analysis techniques for
quantitative surface measurement

Surface measurement using any image acquisition systems involves three major steps,
namely, data acquisition, processing and analysis. As this project is to develop 3D surface
measurement techniques based on laser scanning confocal microscopy, the developments
have been conducted in the following four phases. Phase 1 is to evaluate the LSCM system
and to perform resolution testing to determine the optimal system settings for the
acquisition of high quality images for numerical analysis. Phase 2 involves image processing
to construct 3D images using acquired 2D image sets and to eliminate image artefacts and
distortion. Phase 3 focuses on the development and selection of numerical parameters for
surface measurement, and Phase 4 involves testing and validating the techniques using
various samples. The section presents our research and developments on phases 1, 2 and 4.

3.1 Laser scanning confocal microscope resolution testing

A comprehensive study of the image acquisition system performance and resolutions has
been conducted. To extract meaningful surface information from raw 3D images, the
performance of the Radiance2000 LSCM imaging system and specimen influences on the
image formation process must be fully understood to bring to light what is real
morphological surface information or simply specimen and imaging system related artefact.
It is for this reason that image acquisition tests focused on imaging metallic surfaces of
known morphology and reflectivity.

For the tested objective lens, images of a front coated aluminium optical flat (Edmunds
Optics 43402) were captured over several increments of scan rate, laser power, PMT gain,
Kalman frame averaging and confocal aperture setting using zoom 999. Height encoding
(Sheppard and Matthews, 1987; Pawley, 1995; Peng and Tomovich, 2008) the raw LSCM
3D images created HEI containing minimum and maximum z positions used to determine
HEI depth. Plotted against increasing parameter settings, HEI depth highlighted the
variance in depth discrimination (axial resolution) with various LSCM settings. Also
useful in studying image quality were 2D maximum brightness images (MBI) constructed
from raw 3D images with HEI. The coefficient of variance (CV) calculated from the
standard deviation (SD) and mean pixel intensity (u) of MBI, provided a measure of
image noise (Zucker and Price, 2001) that were plotted against LSCM settings. To visually
assess the lateral resolution of lenses, chromium graticule and bar structures on the Gen
I Richardson test slide were imaged using Nyquist zoom. Contrast measured
(Oldenbourg et al., 1993; Pawley, 1995) across the structures and plotted against scan rate,
frame averaging and aperture settings also highlighted the influence of these parameters
on lateral resolution. For each objective lens, limiting HEI axial and lateral resolutions
achieved for metrology applications were then determined from optical flat HEI depth
tests and HEI of structures on the Richardson slide.
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Scan Rate Testing

Using a Nikon LU Plan 100x lens, original tests for scan rate over the 166-750 Hz range
produced HEI depths in Figure la that show the 600 Hz to provide the highest depth
discrimination. Measured depths were expected to increase with image noise reflected by
increasing CV in Figure 1b. When comparing Figures 1a original scan and Figure 1b, no
clear relationship exists between increasing image noise and original HEI depths that were
found to be impacted on by scanning distortions. However, depth discrimination was
shown to reduce with increasing scan rate for the modified plot in Figure 1a on removing
the distortions prior to height encoding.

(a) HEI Depth versus Scan Rate Coefficient of Variance

( Distortion removed ) versus Scan Rate
35+ 5%
—e— Distortion Removed —o— Original Scan
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Fig. 1. Depth discrimination reduced with higher scan rates (a) as maximum brightness
image noise increases (b).

Evidence of scanning distortion in Figures 2a-d show waves unique to each scan rate
traversing left to right in sections from the full HEI representing a single optical flat location.
The distortion potentially stems from mechanical instability in the galvanometer driving the
left to right horizontal scanning process. In sections taken from the left side of the full HEI,
Figures 3a-d show an increased waviness of scan lines due to the vertical scanning process
traversing from top to bottom in the 500-750 Hz HEI. When comparing Figures 3a-d for
image tilt, the 166 Hz HEI slope down towards the bottom of the image while faster scan
rates show little tilt for the same optical flat location. This was present in all 166 Hz HEI
indicating depths in Figure 1 for the 166 Hz original scan, included the effects of the stage
drifting in the z direction with extended imaging time.

Comparing HEI over increasing scan rate in both Figures 2-3, there is a slightly higher level
of graininess in HEI for the 500-750 Hz scan rates. To clearly associate increasing MBI noise
reflected by CV in Figure 1b with increasing graininess of HEI and reduced depth
discrimination, scanning distortions were therefore minimised in raw 3D data prior to
height encoding. This was achieved by cropping images using the Radiance2000 LSCM
operating system software LaserSharp2000, to provide five separate 252 xy pixel framed 3D
image series. By reducing the sampling area the distortions traversing left to right were
selectively filtered out and the tilt component substantially minimised, placing more
significance on HEI depth associated with graininess. In a practical sense, the scale of
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Fig. 2. Traversing left-right the (a) 166 Hz, (b) 500 Hz, (c) 600 Hz & (d) 750 Hz height
encoded image distortions.

Fig. 3. Stage drift that increased the 166 Hz HEI depth (a) and scan line waviness increasing
for the 500-750 Hz HEI (b-d).
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distortions found in HEI are minimal when using Nyquist zoom and the cropping of images
to remove their effect served only to assess parameter settings during preliminary tests.
Although the modified HEI depths in Figure 1a now increase with CV in Figure 1b, the
proportion image noise contributed to total HEI depth still remains unknown. Further, scan
area geometric error and xy translational error of the stage will also introduce an unknown
degree of shift in the optical flat surface that will impact on HEI depth. However, given
these limitations the height encoding test did provide a more direct assessment of image
quality and therefore remained a key indicator for LSCM testing.

To establish an ideal scan rate it was also necessary to assess the impact of scan rate on
lateral resolution, defined as the minimum separating distance for two points to remain
resolved with some level of contrast (Pawley, 1995). The standard test involves direct
imaging of finely spaced graticule structures to visually assess limitations in lateral
resolution. Extracting pixel intensities across the MBI of structures exampled in Figure 4a
produced the intensity profile over x or y distance in microns. The contrast measured
between the minimum and maximum profile intensities diminish with finer graticule
spacing, or as in case with increasing image noise due to using higher scan rates. Imaging
both vertical and horizontal 0.25 um metal graticules on the Richardson test slide provided
measured contrast versus scan rate in Figure 4b for the 100x lens. For the 166-750 Hz scan
rates vertical contrast measured 10.34%, 11.32%, 15.50% and 25.17% more across horizontal
graticules than across vertical graticules. The difference indicates a more symmetric lateral
resolution was achieved using the 166-500 Hz scan rates. The reduced horizontal and
increased vertical contrast for the 600-750 Hz scan rates, stems from the scanning and
digitisation process that is continuous from left to right and discontinuous in the vertical.
Scanning left to right, the continuous PMT output signal is digitised sequentially and
appears to have generated a smearing of pixel intensities when scanning across passing
differences in surface reflectivity. Circled in Figure 4c, the 750 Hz MBI of 2-4 pm horizontal
graticules show smearing of pixel intensity across the non reflective substrate that is likely
caused by some form of lag in PMT response. Graticules aligned perpendicular to the

(a) Line Intensity Profile (b) Contrast versus Scan Rate ()
(10.25 pm graticules ) (10.25 um graticules )
250 55%
i~ Extracted pixel intensities \‘/'/.
2 50
2 —, le— N N N N
> ~ 5 S S 5
9 e 50% 1 8 S S 3
= N - o © ~
o 150 A >
;: 7]
«
Z 100 £
= =
2 S 45% A
.2_2 501 —e— Horizontal graticules
R —o— Vertical graticules
o 40% ‘ ‘ ‘ ‘ ‘ ‘
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Fig. 4. Intensities data extracted across 0.25 pm vertical graticules (a), the impact of scan rate
on measured contrast (b) and the carry over of reflection signal across the substrate regions
when using the 750 Hz scan rate (c).
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continuous scan direction, suffered reduced contrast and subsequent resolution due to the
elevated signal from the substrate regions. Horizontally aligned graticules experienced a
reinforcing of brightness for the reflective metal strips with no carry over signal across the
substrate, overall increasing vertical contrast for the 600-750 Hz. Although the 166Hz scan
rate provided the highest axial resolution with the most symmetric lateral resolution,
engineering surfaces often have deep structures in addition to surface form and tilt that add
significantly to the depth of a 3D image series. When imaging extended surfaces with the
166 Hz, acquisition time rapidly increases with the number of sections. The most practical
scan rates for large image series are the 500-750 Hz that also eliminates stage drift in the z
direction. For the 750Hz, pixel smearing and the excessive graininess of HEI need to be
considered when imaging finer structures.

Laser Power and PMT Gain

Laser power and PMT gain were also investigated for their influence on HEI depth when
imaging common industrial metals including aluminium (optical flat), polished stainless
steel, brass and copper surfaces. Fixing PMT gain at 0.005% of the maximum setting while
increasing laser power, several images of the aluminium optical flat were captured at a fixed
location with the 100x lens using the 500 Hz scan rate. Generating MBI from each image
provided in grey levels the mean pixel intensity (u) versus laser power % in Figure 5a. The
intensity plot in Figure 5b was created when fixing laser power at 0.9% of the maximum and
capturing images over varied PMT gain %.

(a) Mean Pixel Intensity versus Laser (b) Mean Pixel Intensity versus PMT Gain
Power ( 0.005% PMT gain ) (0.9% laser power )
250 250
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Fig. 5. Mean pixel intensity u versus laser power (a) and versus PMT gain (b), for the
aluminium optical flat.

Shown in Figure 6a, the highest depth discrimination for both laser and PMT tests were
realised above 50 grey levels. With increasing brightness, the constant HEI depth
measurements also show both laser and PMT gain had no adverse effect on depth
discrimination. The only constraint when increasing either of these parameters was to avoid
image saturation above 256 grey levels. Below 50 grey levels and HEI depth measurements
start to increase with reduced height encoding accuracy. An insufficient number of grey
levels in the z axial intensity distribution cause the height encoding algorithm to behave
more erratic. From varied laser and PMT tests, MBI also provided CV plots versus mean
pixel intensity u in Figure 6b. Below 50 grey levels and the elevated CV reflects the poor
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suitability of images for height encoding. Above this level and CV remained stable with no
upward trend to indicate increasing laser power or PMT gain were contributing an
increasing noise component to images. For greater than 50 grey levels, taking the mean of all
CV and HEI depth values show PMT results were consistently higher than laser results by
an average 38% (3.04 nm) in Figure 6a and 49% (0.56%) in Figure 6b.

When imaging surfaces for the remaining metal types with the Nikon LU Plan Epi 50x lens,
tests involved the same imaging procedure as the 100x lens except laser power was fixed at
0.5% for PMT tests and Kalman 4 frame averaging was used instead of direct scan. Figures
7a-b presents mean pixel intensity versus laser power and PMT gain, with varied PMT tests
also including results when fixing laser power at 2.0% for comparison. Surfaces of different
reflectivity not only verified laser and PMT results obtained with the 100x lens, but also
provided a comparison for the influence of surface reflectivity on depth discrimination.

(a) HEI Depth versus Mean Pixel Intensity (b) Coefficient of Variance versus Mean
(' Aluminium optical flat ) Pixel Intensity ( Aluminium optical flat )
10%
150 - —e—Varied Laser ( Mean HEI depth = 8.11 nm ) —— Varied Laser (Mean CV = 1.14% )

—o— Varied PMT ( Mean HEI depth = 11.15 nm ) —o— Varied PMT (Mean CV = 1.70% )

8% -

100 - 6% |

4% 1 F———> Mean CV is the awrage
coefficient of variance generated
above 50 grey levels.

Mean HEI depth is the average
depth generated above 50 grey
levels.

50

HEI Depth (nm)

2% A

Coefficient of Variance (CV )

0 T T T T 0% T T T
0 50 100 150 200 250 0 50 100 150 200 250

Mean Pixel Intensity (u) Mean Pixel Intensity (u)

Fig. 6. HEI depth versus mean pixel intensity u (a) and versus coefficient of variance CV (b).
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Fig. 7. Mean pixel intensity u versus laser power (a) and versus PMT gain (b) for stainless
steel, brass and copper surfaces.



Quantitative Surface Characterisation Using Laser Scanning Confocal Microscopy 9

Height encoded results in Figures 8a-b show depth discrimination was constant for all
metals after realising 50 grey levels, as was the case when imaging the aluminium optical
flat with the 100x lens. In addition, the difference in reflectivity appears to have no impact
on HEI depth. The strong reflection signal generated for each metal type required only a
fractional shift in laser or PMT settings to compensate the effects of reflectivity. The HEI
depth also indicates varied PMT results were once again consistently higher than laser
results for over 50 grey levels, when comparing between Figure 8a and Figure 8b results.
The margin of difference for the stainless steel, brass and copper surface were 10.4% (1.05
nm), 3.3% (0.36 nm) and 7.4% (0.81 nm). These margins are considerably less when
compared to the difference between laser and PMT results obtained with the 100x lens.
Comparing depth discrimination, Kalman frame averaging improved the 50x lens depth
discrimination to nearly equal the 100x lens. To determine whether fixed laser power was
impacting on PMT data, HEI depths were generated for varied PMT tests when fixing laser
power at 2.0%. Figure 9 show the mean HEI depth for stainless steel, brass and copper
surface tests were reduced to slightly less than varied laser HEI depths. For each surface
when fixing laser power at 2.0%, varied PMT HEI depth averaged 1.40%, 5.65%, and 0.64%
less than varied laser results. The small but apparent reduction in varied PMT depth was
potentially the result of increased stability in laser illumination, reducing overall image
noise at these low laser power settings.

Although Kalman frame averaging was used when imaging the stainless steel, brass and
copper surfaces, the results were consistent with data captured using the 100x lens and
direct scan. In addition to supporting the 100x test results, reflectivity tests have also shown
depth discrimination (axial resolution) to improve with increased minimum laser power.
Replicating this result when using the 100x lens and direct scan for the optical flat test,
would confirm the benefit of avoiding minimum laser power. To maximise depth
discrimination based on these findings, laser power should first be increased to provide a

(a) HEI Depth versus Mean Pixel Intensity (b) HEI Depth versus Mean Pixel Intensity
(0.005% PMT gain) (0.5% laser power )
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Fig. 8. HEI depth versus mean pixel intensity u for varied laser power using a 0.005% fixed
PMT gain (a). With laser power fixed at 0.5% for varied PMT gain, HEI depth versus mean
pixel intensity u (b).
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Fig. 9. HEI depth versus mean pixel intensity u for varied PMT gain using a 2.0% fixed laser
power.

minimum of 50 grey levels with PMT gain fixed at 0.005%. Fine tuning image brightness
should follow with increasing PMT gain to provide near image saturation. These
adjustments are simplified by using the SETCOL function in the LSCM LaserSharp2000
software to highlight saturated pixels red and lower pixel intensities as green during
scanning. However, difficulties striking a balance between saturation at highly reflective
regions and dark regions falling below an intensity threshold may arise for surfaces
containing multiple levels of reflectivity. To minimise dark regions that cause height
encoding error, adjusting the SETCOL threshold to 50 grey levels would provide a good
indicator during image acquisition while also highlighting the problem regions green prior
to image processing.

For the 100x lens, several images of the optical flat were captured using Kalman 2-4 frame
averaging and direct scan with the 500 Hz scan rate. The generated HEI depths in Figure 10a
show Kalman 2 provided the most benefit, reducing HEI depth 38.66% in comparison to
direct scan with Kalman 3 and 4 reducing HEI depth a further 6.72% and 0.46%. When
comparing direct scan results in Figure 10a with previous depth discrimination results, the
100x lens delivered significantly greater depth discrimination in the previous tests. The loss
of depth discrimination was caused by a failing laser power supply during Kalman tests.
Although depth discrimination improved with frame averaging, no benefit to lateral
resolution was achieved when imaging the 0.25 pm metal graticules at Nyquist zoom.
Figure 10b presents the average contrast measured across the MBI of graticule structures
captured using direct scan and Kalman 2-4 frame averages. Vertical contrast across
horizontal graticules on average measured higher than horizontal contrast. The cause of this
asymmetric contrast was in scan rate tests associated with continuous scanning in the x
direction. In addition to limited improvements for lateral resolution, Kalman averaging
becomes impractical for even the 500-750 Hz when imaging large 3D series due again to
increased acquisition time.



Quantitative Surface Characterisation Using Laser Scanning Confocal Microscopy 11
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Fig. 10. HEI depth indicates frame averages improved depth discrimination (a) while no
benefit to lateral resolution was gained with contrast remaining steady (b).

Confocal Aperture Settings

The impact of the confocal aperture settings on both depth discrimination and lateral
resolution were also assessed using the aluminium optical flat and chromium structures on
the Richardson slide. Since the confocal aperture is a critical parameter in maximising LSCM
resolutions, varied aperture tests measured lateral contrast and measured HEI depth for the
10x, 20x, 50x and 100x objective lenses. Images of the optical flat were captured with each
lens using zoom 999 for a 0.7, 1.0, 1.2, 1.7, 2.7 and 3.7 mm aperture setting. Height encoding
generated the averaged HEI depth versus aperture size in Figure 11. On assessment, HEI
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Fig. 11. The Influence of confocal aperture setting on depth discrimination for the 10x, 20x,
50x and 100x lenses.
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Fig. 12. Lateral contrast is reduced with increased aperture size for the 10x and 20x lenses
(a), 50x and 100x lenses (b).

depth show each lens responded differently over the 0.7-1.2 mm range. Any mechanical
effect related to opening the aperture would impact lenses equalling, implicating some form
of optical effect (Pawley, 1995) as the likely cause. Further increases in the confocal aperture
size and depth discrimination remained virtually unchanged for the 50x, while improving
slightly for the 100x lens. The most significant reduction in depth discrimination beyond a
0.7-1.2 mm setting occurred for the 10x lens and to a lesser degree the 20x lens. When
comparing the difference between 0.7 mm and 3.7 mm setting, a reduction in axial
resolution measured 49.1%, 42.7%, 13% and -20.2% for the 10x, 20x, 50x and 100x lenses. To
assess the impact of the same confocal aperture settings on lateral resolution, contrast was
measured across resolved graticule and bar structures for each objective lens using their
respective Nyquist zooming. A decreasing contrast plotted against increasing aperture size
in Figures 12a-b indicated lateral resolution decreased with larger aperture selections.
Figure 12a presents contrast decreasing with increased aperture size when imaging 1.0 um
bar structures with the 10x lens, and 0.5 pm graticules with the 20x lens. Figure 12b presents
contrast decreasing with increased aperture size for the 50x and 100x lenses when imaging
0.25 pm graticules.

Over the tested aperture range, contrast losses for each lens measured 20%, 12.5%, 13% and
4% for the 10x, 20x, 50x and 100x lenses. Similar to HEI results, the 10x lens is presented
with the highest sensitivity to increasing aperture size while the 20x, 50x and more
specifically the 100x lateral resolutions were shown to be less affected. Consistent with all
lenses, maximum lateral resolution was achieved using the smallest 0.7 mm confocal
aperture setting. To better illustrate the importance of using a 0.7mm aperture for maximum
HEI quality, MBI and HEI of the 600 line/mm ruled aluminium diffraction grate were
captured and generated when imaging the surface with the 50x lens and Nyquist zoom.
Figure 13a-c presents MBI and HEI of the surface captured using a 0.7 mm (a), 2.2 mm (b)
and 3.7 mm (c) aperture settings. The optimal 2.2 mm aperture recommended for the 50x
lens by LaserSharp2000 software, already demonstrates a loss of sharpness in HEI compared
to using the 0.7mm aperture.
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(a) 0.7 mm Aperture  (b) 2.2 mm Aperture (c) 3.7 mm Aperture

bl

Fig. 13. Both HEI and MBI of the 600 line/ mm ruled diffraction grate captured with a 0.7
mm (a), 2.2 mm (b) and 3.7 mm confocal aperture size.

Axial Resolution Tests

The Radiance2000 LSCM axial resolutions were measured from the through focal plane
intensity distributions, applying the full width half maximum (FWHM) approximation often
used by microscopist (Pawley, 1995; Webb, 1996). Performing xz scans of the optical flat for
each objective lens with Nyquist zoom, through focal pixel intensities were then extracted
and plotted against the z displacement of the microscope stage in Figure 14a using a 50 nm
step size. Indicated on each intensity distribution are the measured FWHM approximations
for the 10x, 20x, 50x and 100x lenses. Figure 14b illustrates the through focal xz scan
captured with the 100x lens and the relationship of the intensity distribution to z
displacement. Comparing measured and theoretical FWHM axial resolutions summarised in
Table 1, measured axial resolutions were between 18-68% worse than FWHM Plane axial
resolutions calculated for imaging a plane reflective surface by (Xiao and Kino, 1987).

It is well documented in literature that LSCM axial resolution is far greater when applying
image processing techniques to extract height maps from the raw 3D image series. Throughout
LSCM performance testing, HEI depth was calculated using the centre of mass image (CM)
processing algorithm that delivered depth discrimination (axial resolution) many times higher
than the measured or theoretical FWHM resolutions presented in Table 1. A measure of HEI
axial resolution using the centre of mass technique was gained when performing earlier
confocal aperture tests for the 10x, 20x, 50x and 100x lenses. In Figure 15, the same HEI depths
generated for a 0.7 mm aperture setting highlights the difference in axial resolution for each
objective lens NA. For comparison, reprocessing the images generated HEI axial resolutions in
Figure 15 associated with the peak detection (PD) and the powers height encoding techniques.
The peak detection algorithm determines surface height from the axial position containing the
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Fig. 14. Axial FWHM resolution approximations for the 10x, 20x, 50x and 100x lenses (a) and
the typical axial intensity distribution extracted from a through focal plane xz scan with the
100x lens (b).

Measured FWHM pane Difference in Measured
Objective Lens | NA | FWHM | (Xiao and Kino, 1987) From Theory
LUPlan10x |0.30| 8.02 um 4.77 um 68.1% more
LU Plan 20x [0.45| 2.50 um 212 um 17.9% more
LU Plan50x |0.80| 0.90 um 0.55 pm 63.6% more
LU Plan100x {0.90| 0.47 um 0.39 pm 20.5% more

Table 1. Measured FWHM axial resolutions and theoretical FWHM differences.
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Fig. 15. Axial resolutions achieved in HEI using the centre of mass, powers and peak
detection algorithms versus objective lens numerical aperture NA.
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brightest pixel within the through focal plane intensity distribution (Sheppard and Matthews,
1987; Sheppard and Shotton 1997; Pawley 1995; Jordan et al., 1998). For the powers technique,
through focal intensities are raised to the 2nd power before calculating the centre of mass
surface position. Further increases in the power used and HEI depth approach those generated
by peak detection as the weighting on brighter pixels increases.

Performing xz scans for the FWHM axial resolution approximations or capturing xyz series
for generating HEI depths both involved using a 50-100 nm step size. Oversampling with
finer steps ideally passes all xy surface points through the focal plane central region. Figure
16 illustrates a through focal intensity distribution for the 100x lens captured using a 50 nm
step size. The peak intensity on the 50 nm stepped distribution coincides with a surface
point passing through or near the focal plane central region. The two solid profile lines in
Figure 16 illustrate when using a 0.5 um step size, the surface may not pass through the
ideal central region but rather above or below the central position. The location of the CM
surface position using a 50 nm step size was 3.176 um. The difference between CM surface
positions generated for the two 0.5 pm stepped profiles is 0.06813 um, which can vary
depending on how the surface aligns with the focal plane. For peak detection identified by
PD in Figure 16, the surface positions for the same 0.5 pm stepped profiles varied a much
greater 0.3 pm. Table 2 summarises the centre of mass HEI depths, measured FWHM and
theoretical FWHM axial resolutions. Also listed in Table 2 are the factors of improvement for
HEI axial resolution over measured and theoretical values.

To assess the impact of step size on HEI depth and subsequent HEI axial resolutions, images of
the optical flat were captured using oversampled to near Nyquist step size. Based on measured
FWHM axial resolutions in Table 1 the approximate Nyquist step sizes for the 10x, 20x, 50x and
100x lenses are summarised in Table 3. Also summarised in Table 3 are the tested step sizes (1-3)
in microns and as percentages of the approximated Nyquist steps. On capturing images for the
tested step sizes using zoom 999 and the 500Hz scan rate, height encoding the images generated
the HEI depth versus the percentage of Nyquist steps in Figure 17.

Undersampling Through Focus
( 100x lens intensity distribution )

CM position 3.176 ym —o— 50 nm Step size

250
(150 nm steps ) —e—0.5 um Step size

(0.5 ym steps )

CM difference 0.06813 pm —— . |, «
200 4 oo

° o<

PD difference 0.30 ym ——— 5 o~
| (0.5 um steps )

Pixel Intensity ( Grey levels )

Axial Displacement ( pm )

Fig. 16. Difference in accuracy between peak detection & centre of mass height encoding.
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Objective | Centre of Mass | Measured | Theoretical Factor HEI Depth Improved on
Lens NA | HEI Depth FWHM FWHM | Measured FWHM | Theoretical FWHM

0.30 444 nm 8.02um | 4.77 um ~ 181 x ~ 107 x
0.45 18.2 nm 2.50 um 212 pm ~137 x ~116 x
0.80 124 nm 0.90 um 0.55 pm ~73 x ~ 44 x
0.90 10.8 nm 0.47 um 0.39 um ~44 x ~36 x

Table 2. Comparison of measured and theoretical FWHM axial resolutions to HEI depths
generated by the centre of mass height encoding algorithm.

Obiective Nyquist Test step size (1) Test step size (2) Test step size (3)
) Step % of Nyquist Step % of Nyquist Step % of Nyquist Step
Lens NA . ) . .
size Size Size Size
030 [348pum 0.10 pm (= 3%) 1.80 pm (= 52%) 3.60 pm (=~ 103%)
0.45 1.09 pm 0.05 pm (= 5%) 0.50 pm (= 46%) 1.00 pm (= 92%)
0.80 0.39 um 0.05 pm (= 13%) 0.25 pm (= 64%) 0.50 pm (= 128%)
0.90 ]0.20 pm 0.05 pm (= 25%) 0.15 pm (= 75%) 0.30 pm (= 147%)

Table 3. Summary of tested step sizes for the 10x, 20x, 50x and 100x lens as percentages of
Nyquist step size.

0.00

HEI Depth versus Percentage of Nyquist Step Size

(10x, 20x, 50x & 100x lenses )
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Fig. 17. HEI depth versus percentage of Nyquist step size for the 10x, 20x, 50x & 100x lenses.

Presented in Figure 17 and summarised in Table 4, tests show a marked increase in HEI depth
and therefore reduced axial resolution when increasing step size to near Nyquist values. An
insufficient sampling rate becomes obvious when attempting to image sloping surfaces. Figure
18a-c presents HEI of the silica Mahr PGN-3 roughness calibration standard captured with the
100x lens using 0.05 pm (a), 0.25 pm (b) and 0.5 pm step size (c). The Nyquist step size for the
100x lens is approximately 0.20 pm and using 0.25 pm steps in Figure 18b already show signs
of missing surface information with Figure 18c clearly under sampled with 0.5 um step size.
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Objective| Tested HEI Tested HEI Tested HEI

Lens NA |Step size (1)| Depth |Step size (2) | Depth |Step size (3)| Depth
0.30 010um |{640nm| 1.80pum |[263nm | 3.60 um |339nm
0.45 0.05um |260nm| 050pum |[76.0nm| 1.00um |119nm
0.80 0.05um |180nm| 025pum |[42.0nm| 0.50pum |60.0 nm
0.90 0.05um |11.0nm| 015pum |17.0nm| 0.30um |21.0 nm

Table 4. Summary of HEI depths generated for the 10x, 20x, 50x and 100x objective lens
tested step sizes.

() b)

Fig. 18. Mahr PGN-3 roughness calibration standard HEI oversampled with 0.05 pm steps
size (a), sample with near Nyquist 0.25 pm step size (b) and under sampled with a 0.5 pm
step size (c).

When imaging the optical flat using zoom 999, HEI axial resolution (HEI depth) essentially
provides a measure of the residual errors associated with LSCM image formation. Based on
HEI depths presented in Table 4 and allowing for a 5% measurement error, the smallest
measureable height between two real surface positions are listed in Table 5 for the tested
step sizes. Important considerations when selecting step size include image acquisition and
processing times that are traded with the level of measurement accuracy required. Data
storage also places a limit on the number and size of captured image sections that
subsequently affects the maximum vertical depth and scan area of a surface.

Objective Tested Tested Tested

Lens NA Step size (1) Step size (2) Step size (3)
030 ]1.28 +- 0.064 pm |526 +- 0.263 um|6.78 +- 0.339 um
045 052 +- 0.026 um |1.52 +- 0.076 pm|2.38 +- 0.119 um
0.80 036 +- 0.018 um |0.84 +- 0.042 um|1.20 +- 0.060 um
090 1022 +- 0.011 ym |0.34 +- 0.017 pm |0.42 +- 0.021 pm

Table 5. For the tested step sizes, the smallest vertical height measureable with 5% error.
Lateral Resolution Tests

Lateral resolutions for the Radiance2000 LSCM were measured directly using the high
contrast metallic graticule and bar structures on the Richardson test slide. Captured MBI in
Figure 19 presents resolved and unresolved horizontal and vertically aligned graticules for
each objective lens. Figure 19a presents MBI of the 0.5 pm spaced graticules partially
resolved by the 10x lens. Figure 19b presents the 20x lens having resolution between 0.25-0.5
um, while Figures 19¢c-d show lateral resolutions for the 50x and 100x lenses falling between
0.125-0.25 pm.



18 Laser Scanning, Theory and Applications

0.25um

0.125um
Y

0.25pm  0.125um
Y |

(c)50x

g Horizontal

Fig. 19. Upper and lower binding limits for the 10x, 20x, 50x and 100x objective lens lateral
resolution.

Contrast measured from MBI of the test structures were plotted against line spacing in
Figure 20 for each lens. Also contained in Figure 20 are theoretical FWHM lateral resolutions
at 33.3% contrast, corresponding to a FWHM separation distance predicted by (Brakenhoff,
et al., 1979). Contrasts measured for the 20x, 50x and 100x lenses were limited by the
degraded state of the finer bar structures found on the Richardson slide. Therefore the 0.125
pum graticules unresolved by the 50x and 100x lenses, and the 0.25 um graticules unresolved
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Fig. 20. Measured contrast versus graticule line spacing um for the 10x, 20x, 50x, &100x lenses.
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Measured FWHM Difference in Measured
Objective Lens | NA | FWHM or Limits | (Brakenhoff et al., 1979) From Theory
LU Plan 10x |0.30 0.77 um 0.716 um 7.5% more
LU Plan 20x |0.45 0.43 um 0.477 um 9.8% less
LU Plan 50x | 0.80 0.22 pm 0.268 um 17.9% less
LU Plan 100x |0.90 0.19 pm 0.239 um 20.5% less

Table 6. Measured FWHM lateral resolutions, binding limits & theoretical FWHM.

by the 20x lens in Figure 19 were used to approximate zero contrast for these lenses in
Figure 20. Interpolating a 33.3% contrast between 0.5-0.8 pm for the 10x, 0.25-0.5 pm for the
20x, and 0.125-0.25 pm for the 50x and 100x lenses estimated measured FWHM resolutions
to be approximately 0.77, 0.43, 0.22 and 0.19 um. It should be noted measured FWHM
resolutions for the 20x, 50x and 100x lenses are slightly better than would usually be due to
setting the resolution limit for these lenses at 0.125 pm or 0.25 pm, when in fact zero contrast
will measure in at possibly higher line spacing. However, FWHM resolutions measured
from plots in Figure 20 provide a fair comparison to FWHM calculated from theory
(Brakenhoff et al., 1979). Table 6 summaries theoretical FWHM lateral resolutions, measured
FWHM lateral resolutions and the percentile of difference for each objective lens.

In the LSCM reflection imaging mode, optical effects caused by discontinuous surface edges
have significant influence on the formation of height encoded images. Light reflected from the
edges of a surface relief constructively and destructively interfere (Juskaitis and Wilson, 1992),
modifying the through focal plane intensity distribution. Both the centre of mass and peak
detection height encoding algorithms break down in locating the surface position accurately in
these regions. The centre of mass algorithm tends to over or undershoot the real surface
position across such structures. To determine the limits of HEI lateral resolution for each
objective lens based on limitations set by HEI artefact, images of a straight edge found on the
Richardson slide were captured using twice Nyquist zoom and the 50 nm step sizes. Figure 21
present HEI of the edge structure captured with each objective lens to illustrate the lateral xy
width (wavelength) of the image artefact unique to the 10x (a), 20x (b), 50x (c) and 100x (d)
lenses. The artefact measured approximately 4.02 pm (a), 2.87 pm (b), 1.47 pm (c) and 1.14 pm
(d) for the respective lens. Filter applications in TrueMap V4 image processing software
established shortwave (\s) cut-offs limits of approximately 13.5 pm, 7 um, 3.5 pm and 2.7 pym
that completely removed the artefact from images prior to quantitative surface analysis.

Image Acquisition of Various Samples using Optimal Settings

Based on the LSCM resolution tests and assessment rules in the 4288 ISO standard for
quantitative surface characterisation, it has been concluded that the confocal system can be
used to measure surface roughness over a range of 0.05 microns to a few microns (Peng &
Tomovich, 2008). The above studies on the Radiance2000 confocal microscope system
performance and hardware settings have provided a guide to selecting the appropriate
objective lens and system setting for quantitative surface characterisation. Images of
engineering and biomaterial surfaces, metallic wear debris and collagen structures of
cartilage samples extracted from sheep knee joints are shown in Figure 22 to demonstrate
the capability of LSCM for various applications.

To acquire the images shown in Figure 22, different sample preparation methods were used.
For the scanning of engineering surfaces shown in Figure 22a and biomaterial surface
(dental ceramic) in Figure 22c right, the surfaces were cleaned and scanned directly. The
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Fig. 21. HEI of the edge structure captured with each objective lens to illustrate the lateral xy
width (wavelength) of the image artefact.

same method was applied when acquiring the metallic wear particle image shown in Figure
22b left. For the cartilage wear particle shown in Figure 22b right and cartilage surface in
Figure 22c left, these samples required staining before imaging. The wear particle generated
in a sheep’s knee was collected from synovial fluid encapsulated within the knee joint. The
extracted fluid was mixed with glutaraldehyde, agitated to mix the fluids and then stored in
a refrigerator set at approximately 4 degrees Celsius for more than 24 hours. This process
enabled the fixing of particles to prevent any further deterioration from occurring. Wear
particles were then dyed and fixed onto glass slides for imaging. The cartilage image shown
in Figure 22c left was acquired using the fluorescence imaging mode after the sample was
stained via immunohistochemical (IHC) staining methods.

3.2 Image processing

Image processing is a three-step process before quantitative image analysis is performed
using the developed system. The three steps are: (a) 3D image construction; (b) elimination
of image distortion and artefacts; and (c) image stitching.

Before performing quantitative image analysis, a series of 2D images needs to be compiled
into HEI format so that height information can be obtained for surface characterisation in
3D. Thus, HEI construction is the first step in the procedures used for image processing.
Similar to other image acquisition systems, noise and distortion often associated with LSCM
images are then reduced or eliminated with follow up HEI processing techniques. Finally,
the stitching together of multiple HEI is a necessary step to form a large surface mosaic for
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(a) Turned stainless steel
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(b) Laminar metal wear particle from a gearbox
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Fig. 22. Images of various surface acquired using the LSCM. (a) Engineering surfaces. (b)
Laminar particle from a gearbox and a wear particle from sheep knee joint. (c) Cartilage
surface with collagen fibre and biomaterial (dental ceramics).
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ISO compliant measurements. so a large surface is generated for ISO compliant measurements.
The details for the three phases of image processing are presented in as follows.

A series of 2D images is firstly obtained using the LSCM. To perform 3D surface
characterisation, 3D information first needs to be extracted from the 2D image series. To
construct 3D surface maps from raw LSCM data, a number of height encoding algorithms
have been tested and evaluated. The tests also served to provide HEI cut off limits for
developing a HEI reconstruction technique that removes sub resolution information such as
edge artefact using wavelet filtering. Three surface detection algorithms including peak
detection, centre of mass and centre of mass to a power have been tested for accuracy in
locating the real surface. The established process can create the appropriate 3D images for
surface characterisation. The procedures for image reconstruction can be found in Figure 23.
Figure 24 shows a maximum brightness and height encoded image of an engineering
surface complied from a set of 2D images acquired using the LSCM.

The second step in 3D image construction is to apply filters to separate surface form,
waviness and roughness information for surface measurement. This step is necessary to
analyse specific and meaningful surface information in different wave length for specific
purposes. In this project, we have used the wavelet method to filter and separate original
surface data into long, medium and short wave length, which corresponds to form,
waviness and roughness information. Figures 25 and 26 show examples of the process
conducted on an engineering surface and the surface of a metallic wear particle.

Load 3D volume data of
a surface

\ 4

Read intensity data from
each pixel in z column

v

Search for the centre of mass

A\ 4 \ 4
Store centre of mass Assign grey level to _the
intensity in MBI centre of mass location
ftenstty and display in HEI

\ 4

Store image files for
quantitative analysis

Fig. 23. Image reconstruction procedures using the centre of mass algorithm.
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Fig. 24. Ground steel surface (a) maximum brightness image (MBI), and (b) height encoded
image (HEI).
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Fig. 25. Images of an engineering surface presented in the original image, Form, Waviness
and Roughness.
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Fig. 26. Separated Form, Waviness and Roughness of a particle image.

Similar to any other imaging systems, image distortion exists and has to be eliminated to
ensure the accuracy of surface measurements. A series of tests have been conducted to
evaluate system related image distortions which may exist in generated 3D images. It has
been found that objective lens field curvature and surface tilt are the two main issues
affecting surface characterisation to be conducted later. Field curvature is a lens aberration
that introduces distortion to most existing optical microscopy application. Although the 10x,
20x, 50x and 100x LU Plan objective lenses used in this project are all corrected for field
curvature, noticeable curvature in HEI still remains when imaging with low zoom settings.
Figure 27 present an example 3D height encoded surface view of the optical flat, imaged
with the 10x lens using zoom 1.2. The z axis has been rescaled to accentuate the effects of
field curvature on distorting what should be a flat surface.

The presence of surface tilt, field curvature and scanning system distortions all contribute to
the total form error present in HEL The application of least square curve fitting is one
potential solution to removing field curvature and scanning distortion prior to more
accurate industrial surfaces analysis. Another potential solution is to simply subtract known
distortions obtained with the optical flat prior to industrial surface analysis. In our study,
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the removal process has been separated into two steps. The first step is to remove surface tilt
resulting from a sloping stage or specimen surface. Surface tilt is removed by the application
of a planar least square surface fit to both an optical flat HEI and the analysis surface HEI
captured using identical LSCM settings. Field curvature present in the optical flat HEI is
then simply subtracted from the levelled analysis surface HEI using the surface comparison
utility in TrueMap V4 image analysis software. Figure 28 show two images before tilt
correction (a) and after performing tilt correction (b). Once a 3D image has been constructed
and major image distortions have been corrected, the next step is to generate a large surface
area for numerical analysis. Since the frame size of one HEI is less than the ISO required
measurement size, it is necessary to stitch a number of 3D images together so that surface
measurements can be performed on a large area according to ISO requirements. A number
of commercial stitching programs have been assessed. PanaVue Image Assembler was
selected to stitch images together in this project. Figure 29 presents an example of a stitched
image ready for numerical analysis.
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Fig. 27. Surface view of the optical flat surface captured with the 10x lens and zoom 1.2.
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Fig. 28. Engineering surface (a) before and (b) after surface tilt correction.




26 Laser Scanning, Theory and Applications

Fig. 29. Stitched image after cross-correlation and blending for numerical analysis.

3.3 Quantitative image analysis

Quantitative image analysis involves using a set of numerical parameters to characterise
surface morphology for various purposes. There are in general two sets of numerical
parameters for surface characterisation. They are field parameters and feature parameters
(Jiang et al., 2007; Scott, 2009).

Field parameters are often used to classify averages, deviations, extremes and specific
features on a scale-limited continuous surface (Jiang et al., 2007). Surface roughness (S, and
Sq), skewness, kurtosis and spectral analysis are normally used as field parameters to
describe how rough or smooth a surface is along with texture distribution. These
parameters, also called profile surface texture parameters, have been commonly and
traditionally used in many applications. Feature parameters characterise surface features
and their relationship for functional diagnostics and prediction (Scott, 2009). The feature
parameters are relatively new and have not been widely used for surface characterisation.
For this reason, only common field parameters have been used in our study. In particular,
the surface roughness parameter S, is used to evaluate the performance of the above
developed image acquisition, processing and analysis techniques.

A set of manufactured nickel specimens certified for various roughness specifications, and a
front coated aluminium optical flat were used to test the above developments. These
samples have a well defined surface structure and differences in surface roughness. The
three selected nickel surfaces have average roughness values of 0.05 um (ground surface),
1.60 pm and 3.20 pm respectively (vertically milled surface). The smooth front coated
aluminium optical flat has a surface roughness of less than 5 nm. This sample was used to
test the limits of the LSCM imaging system and approximate system measurement error.
The surfaces were imaged using the system established in the section above. Image
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reconstruction, filtering and stitching processes were conducted as described. Table 7
presents the analysis results prior to corrective image processing, post corrective image
processing and the associated percentile of improvement for S,.

Average S, Average S, for Percentage S,
Sample . | Average S, after . . )
S) before correction correction (um) stitched image | being corrected
: (um) (um) (%)
0.005pm
Optical Flat 0.114 0.009 0.009 92
0.05pum
Ground Surface 0.591 0.054 0.054 91
1.60pm
Milled Surface 1.511 1.516 1.624 7.5
3. 20um 4100 3.059 3.200 22
Milled Surface ' ) )

Table 7. Average S, for the tested samples before and after corrective image processing, and
on stitching surface mosaics.

Prior to corrective imagine processing, the S, values generated for raw images obtained with
the LSCM did not match the reference values certified by the manufacturer. On processing
images in TrueMap V4 to eliminate field curvature and surface tilt, S, values for the
corrected images matched or were closer to the manufacturer specified S, values. In Table 7,
the percentage S, values were corrected by are calculated as follow:

S

o Sa before _correction — a after _ correction
%S =

a corrected —
S

a before _ correction

Thereafter, the corrected images were stitched together forming a large image. Table 8 show
the accuracy of S, before and after the correction and stitching processes, highlighting the
improvement in S, measurements. This demonstrates that more accurate and precise
topographical surface data has been extracted from large images.

. Relative Error* of S, after Accuracy of S,
Relative Error* of S, . .
Sample before correction (%) correction and before after correction
’ stitching (%) and stitching (%)
0.005pum
Optical Flat >100 80 20
0.05pm
Ground Surface >100 8 92
1.60pm
Milled Surface 5.56 15 98.5
3.20um
Milled Surface 28.13 0.01 99.99

. measured S value—true S_ value
* The error is calculated as % = | a a |

x100%
true S, value

Table 8. The accuracy of S, for test samples before and after corrective image processing, and
on stitching surface mosaics.
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4, Discussion

This project has clearly demonstrated that laser scanning confocal microscopy can be used
for quantitative surface measurements. The technique is suited to acquiring surface
roughness information within the range of approximately 0.05 microns to a few microns
with reasonably high accuracy. This allows the use of the system for surface characterisation
on a wide range of surfaces, particularly engineering surfaces and wear particles. The study
has also examined optimal system settings and objective lens for quantitative surface
characterisation. Although there is literature on the effects of LSCM settings in relation to
image quality, this project has, for the first time, systematically investigated the issues
associated with the measurement of engineering surfaces. From this study the
recommended settings for scan rate, laser power, PMT gain, confocal aperture setting and
step size provide the Radiance2000 LSCM user with a clear guide to obtaining images of
suitable quality for quantitative analysis. The study has also identified the effects of field
curvature and surface tilt on subsequent measurements, when selecting the appropriate
objective lens and zoom to meet ISO evaluation area requirements. The results confirm that
the removal of these distortions and artefacts during image reconstruction are important
steps to ensuring images contain accurate surface information. Techniques have been tested,
evaluated and selected for the removal of surface tilt and field curvature during 3D image
reconstruction. However, artefact associated with the formation of HEI at edge structures
require further assessment of appropriate techniques needed to minimise this effect and
remove the residual artefact during image reconstruction. Part of this project was to research
suitable image stitching algorithms. Due to the small field of view in confocal imaging, the
stitching of multiple images into a large surface mosaic was a necessary procedure
developed for performing measurements that satisfy ISO area of assessment rules.

The project used a range of samples with different surface roughness to evaluate the above
developments. The results have shown the developed technique cannot accurately quantify
the roughness of the very smooth optical flat, having a surface roughness of less than 5 nm.
This was highlighted by the large error associated with the optical flat roughness
measurement. The developed technique was able to measure surface roughness down to
0.05 microns with an accuracy of 90%. Based on measurement results obtained for the
surfaces of known roughness, we have concluded the LSCM imaging technique is suited to
measuring surfaces having roughness values ranging from 0.1 to approximately 5 microns.
This roughness range is covered by the 250-2500 um? assessment areas set out in the ISO
4288 measurement standards. However, further tests for surfaces having roughness values
approaching 10 micron is required to confirm the 2500 pm? range is within practical limits of
the LSCM imaging system. Important consideration when imaging for a 2500 pm?
assessment area, include imaging time and storage space when capturing a sufficient
number of images to form a surface mosaic.

5. Conclusion

This project, based on the studies of LSCM imaging fundamentals, has developed a reliable
and accurate 3D quantitative surface measurement system using laser scanning confocal
microscopy. The image acquisition technique and procedures have been developed for
providing images with optimal quality, resolution and that are representative of real surface
information. In addition, the project has investigated image processing techniques essential
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for accurate surface analysis. The project has made progress in the following aspects. (a)
Quantitative determination of the LSCM resolutions and its capability in 3D surface
measurement applications have been carried out in this study. (b) Comprehensive image
acquisition and processing techniques have been developed for numerical analysis. In
particular, reconstruction of 3D height encoded surface maps have been improved, and
image processing methods have been investigated for the removal of field curvature, surface
tilt and image artefact such as those generated by surface edges. (c) Based on the above
developments, a quantitative surface measurement system using the Radiance2000 confocal
microscope has been advanced for 3D surface characterisation. The reliability and accuracy
of the system have been validated with the measurement of calibration standards,
industrially machined surfaces and wear particles. We hope the work will extend the usage
of the laser scanning confocal technique from visual inspection to quantitative analysis in
many fields.
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1. Introduction

In vivo confocal scanning laser microscopy (CSLM) is a powerful imaging technique that
enables physicians and researchers to evaluate skin dynamically and non-invasively at the
cellular level. Traditionally, biopsy and histological processing are required to study the
cellular details of skin. This involves tissue excision and staining, which may introduce
artifacts to the sample. Staining and immunostaining have been used to identify specific
proteins and organelles successfully. With CSLM, the examined areas are not damaged,
removed, or processed, so imaging can be performed as often as desired. Studying dynamic
changes in skin over an extended period of time or as a response to treatment is feasible.
Unlike the vertical sections obtained by routine histology, en face (horizontal) images are
captured with CSLM. During the last 20 years, advances in technology have resulted in
images that are now near histological resolution and have enough detail for histological
analysis (Pellacani et al., 2008; Scope et al., 2007; Rajadhyaksha et al., 1999).

CSLM has been used in dermatology to assess skin lesions and skin conditions without
biopsy. Both benign and malignant melanocytic skin tumors have been described and
diagnosed, and proliferative and inflammatory skin diseases have been characterized
(Gonzalez & Gilaberte-Calzada, 2008; Calzavara-Pinton et al., 2008). Margins of lesions are
also identifiable from non-lesional skin. For physicians, CSLM provides real-time
diagnostics and the chance to follow the evolution of skin lesions over time, which would
not be feasible otherwise.

Whereas the majority of CSLM skin research concentrates on dermatological conditions,
this chapter focuses on capturing and studying non-diseased tissue, both healthy and
wounded human tissue. We first assess the effect that the incident laser wavelength has
on the images captured by comparing CSLM systems of three different wavelengths.
Then, we specifically discuss two studies in which we use CSLM to study skin
morphology and physiology: 1) a comparison of infant and adult skin morphology and 2)
the wound healing response of micro-injuries in otherwise healthy human skin. The
micro-injury study focuses on dynamic responses in skin over time. Ethically we are
committed to minimize biopsy collection when studying healthy human skin. CSLM is
our sole alternative to studying skin morphology and physiology at the cellular level non-



32 Laser Scanning, Theory and Applications

invasively and to monitor biological processes such as blood flow at video rate, with the
added benefit of investigating skin in vivo.

2. Structure of skin

2.1 Skin morphology

The skin is composed of two layers, the epidermis and dermis. The epidermis is the outermost
layer of the skin. The top layer of the epidermis is known as the stratum corneum and
functions as the barrier to the outside world. Its consists of corneocytes, or dead
keratinocytes, which contain primarily keratin. Corneocytes are approximately 1 pm thick and
1000 pm? in area. The stratum corneum, approximately 10-15 pm thick, encounters various
insults from the outside world, such as UV radiation, friction, scrapes and cuts, and irritants.

Stratum Corneum

- Stratum Granulosum

Epidermis

Stratum Spinosum

Stratum Basale

Fig. 1. Various layers of skin are noted in this histology slide of human skin. (hematoxylin
and eosin stain, 20x)

Below the stratum corneum is the viable epidermis. The viable epidermis is composed of
living skin cells, or keratinocytes, and is 50-100 pm thick. There are various layers noted
within the epidermis: stratum granulosum (granular layer), stratum spinosum, and stratum
basale. The stratum basale is a single layer of cells resting on the basal membrane that
includes both keratinocytes and melanocytes. Keratinocytes are generated by mitosis in the
stratum basale, and the cells differentiate and increase in size as they progress to the
uppermost layer of living cells. At the highest layer, they then stop functioning as cells and
exist as dead cell envelopes that compose the stratum corneum, which will eventually be
shed. Melanin, pigment that contributes to the color of skin, is produced by melanocytes
and is distributed to keratinocytes. The dermal-epidermal junction, where the epidermis
meets the dermis, often consists of dermal papillae, which are small finger-like protrusions
of the dermis into the epidermis. The dermis (1-3 mm) contains connective tissue,
vasculature, and various appendages. The connective tissue, primarily collagen and elastin,
provides cushion and elasticity to the skin. Blood and lymphatic vessels confined to the
dermis bring nutrients to and remove waste from the keratinocytes.

2.2 Endogenous skin chromophores
Skin has different endogenous chromophores that have unique physical characteristics.
Aside from optical scatterers found within skin, there are absorbers and fluorescent
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chromophores as well. In fluorescence, a particular stimulus at a given excitation
wavelength elicits an emission at a higher wavelength due to the Stokes shift and basic
principles of fluorescence. If coherent light of a specific wavelength is used in conjunction
with appropriate filters and a detector sensitive enough to measure the fluorescence signal,
endogenous (and exogenous) chromophores can be measured quantitatively from the skin
surface.

In summary, skin is a complex organ with different appendages and structures that can
scatter and absorb light. Table 1 lists some of these endogenous chromophores found within
skin (Kollias, 1995).

Endogenous Skin Chromophore | Characteristic Principle wavelength (nm)
Melanin absorber and Monotonic increase from 700-300 nm
scatterer
Collagen crosslinks fluorescent X335 M380; X370 M460
Elastin crosslinks fluorescent X420 M500; X460 M540
Oxy Hemoglobin absorber 412,542,577
Deoxy Hemoglobin absorber 430, 555, 760

Table 1. Different endogenous chromophores within skin at wavelengths of interest.
Excitation (X) and Emission (M) wavelengths are provided (Kollias, 1995).

3. Theory and technique of CSLM

3.1 Principles of CSLM

The confocal microscope is elementally comprised of a coherent scanning laser light source,
condenser lens, objective lens, and detector. Details involving the intricacies of the optics,
point spread function and other tissue-light interactions (Webb, 1996; Webb, 1999) are not
included in this chapter.

A laser light point source illuminates a small region within the skin and is scanned across
the skin. Light reflected from this focal point propagates back to the detector through a
pinhole aperture after a single collision within the tissue, allowing us to observe reflections
from single scattering events. Light from the in-focus plane is collected, as light emanating
from above and below the focus plane minimally passes through the pinhole to the detector,
resulting in images of high resolution and contrast. The term “confocal” stems from this
design in which the pinhole in front of the light source and the pinhole in front of the
detector are in optically conjugate focal planes. Figure 2 illustrates the principle of confocal
microscopy.

For the research discussed in this chapter, a commercial in vivo confocal scanning laser
microscope (Vivascope 1500, Lucid Inc., Rochester, NY) was used to non-invasively study
skin at the cellular level. Unless otherwise stated, a 785 nm wavelength laser was used in the
microscope.
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Fig. 2. Principle of CSLM. Note the same optical path is used for the detector and the source.
Optics are used to direct the light towards the detector.

3.2 Image acquisition
To minimize lateral movement of the skin and motion artifacts, a metal tissue ring is

adhered to the skin with a double-sided adhesive acrylic tissue window. The tissue ring,
which holds the optical coupling (ultrasound gel), is magnetically attached to the
microscope housing of this device.

Once the optical paths are fixed relative to the tissue imaged, a point source is rastered
quickly within a conjugate focal plane. The pinholes are then used to reduce the amount of
light that generates an image on the photodetector. This detector then produces the images
as they are seen on screen.

There are various methods of generating a scanning laser effect (Webb, 1999). For example, a
Nipkow disk (sometimes known as Nipkov disk) is a disk with a series of holes in it that
spins rapidly. While resolution along a scanline is very high, scan rates are limited to the
number of holes found within the disk. The images generated with these types of disks can
cause a flickering and result in a less than video sampling rate.

Commercially available in vivo CSLM equipment typically uses a laser light point source
that is scanned in a raster pattern by a multi-faceted polygon mirror and an oscillating
galvanometric mirror. The polygon mirror rotates at a high speed, a few hundred
revolutions per second, while the galvanometer oscillates at a slower speed and is driven by
a saw tooth signal. The beam scans left to right along the horizontal axis, and after a single
horizontal scan, the beam quickly returns to the starting point and shifts along the vertical
axis to begin a new scan. Each horizontal scan line is generated by each facet of the quickly
rotating multi-faceted polygonal mirror, and the vertical shift occurs during the oscillations
of the galvanometer. Scanning is performed at a rate of 9 frames per second, and the
resulting (1000 pixel x 1000 pixel) image is equivalent to an en face 0.5 mm x 0.5 mm
horizontal microscopic section, at closer to full motion and flicker-free video rates.
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The microscope can capture a series of focal planes at different depths by changing the focal
length of the beam, and it has the capability of imaging 200-300 pm below the skin surface.
A series of images is typically captured from the top of the stratum corneum (SC), through
the epidermis and papillary dermis, and down into the superficial reticular dermis, forming
a vertical image stack. This is known as “optical sectioning”.

3.3 Visualization of cellular structures

Each two dimensional optical section is 500 pm x 500 pm in size and is obtained in grayscale
relative to the positioning of the surface of the skin. Structures within tissue are visualized
based on their optical properties, changes of index of refraction, and absorption within the
tissue. There is good contrast within living tissue, allowing microscopic structures and
cellular details in the epidermis and superficial dermis to be visualized. Contrast in images
is provided by differences in refractive index of organelles and microstructures, such as
keratin, melanin, and collagen, compared to the background. Melanin has one of the largest
index of refraction found in skin, which makes it one of the strongest contrast agents in skin,
and results in greater backscattering of light, causing pigmented structures to appear bright
(Rajadhyaksha et al., 1995). Other structures such as inflammatory infiltrates, dendritic cells,
and capillaries can also be imaged with CSLM. Total light is reflected back when structures
appear white, while no reflection is represented by black.

3.4 Quantitative analysis

Both qualitative and quantitative analyses can be performed on the acquired CSLM images.
From individual images, cellular size can be measured. The thickness of the SC and
epidermis can also be measured when analyzing images captured from the image stacks.
From the 8-bit grayscale image, changes of intensity can be normalized to the laser power
for quantitative analysis of tissue structure within the images. This technique of quantifying
a region of interest (ROI) or group of pixels found within an image is a powerful technique
to measure changes in skin microstructure non-invasively and semi-automatically. With the
appropriate software analysis routines, gigabytes of image data can be analyzed and
meaningful measures can be made on data that was previously too cumbersome to analyze.

3.5 Imaging limitations

While CSLM is optimal for imaging optically thin tissues, certain appendages and other
optically thick samples limit its capabilities. Since the microscope is a fluid immersion
microscope, certain skin appendages and structures could change morphology while
immersed in fluid. Bubbles, improperly adhered and inconsistent placement of the tissue
ring are challenges that plague this imaging modality and increase the complexity of
acquiring quality images. Due to the high magnification, the images acquired are prone to
subject movement. Since in vivo CSLM measurements are made on living subjects who
breathe, have a moving circulatory system and have involuntary movements, there will
occasionally be added “noise” or movement in the acquired images. Great attention should
be paid to acquiring quality images prior to arriving at conclusions. When imaging the same
area over time, locating fiducial marks within tissue structures or carefully demarking the
surface area is critical to finding the same cellular structures and to detect changes over
time. Despite these various limitations, CSLM is one of the only methods to non-invasively
image cellular morphology and is an extremely powerful tool if used correctly.
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4. Incident wavelength effects on CSLM imaging

An important factor when imaging the skin with CSLM is to understand the effect that the
incident light wavelength has on the images captured. Recognizing the various effects that
the incident wavelength has on the images will help to properly understand and resolve
different biological structures within skin. Near-infrared wavelengths are typically chosen
for in vivo CSLM skin imaging because they can penetrate deeply into the skin. Shorter
wavelengths and smaller pinholes can increase the axial and lateral resolution of reflectance
imaging. The disadvantage of shorter incident wavelengths is shallower penetration depths,
which may be attributed to the wavelength dependence of light scattering and absorption of
light by endogenous skin tissue chromophores.

A study was performed to investigate the effect of three different wavelengths of incident
light when imaging with CSLM: 405, 785, and 830 nm (Luedtke et al., 2009). These incident
wavelengths were chosen because 1) 830 nm is the standard incident wavelength for
commercial in vivo CSLM systems and is presumed to have the best penetration depth; 2)
785 nm could excite fluorescent dyes, e.g., indocyanine green, while also having good
penetration depth; and 3) 405 nm could excite autofluorescence in skin and provide
improved resolution in reflectance measurements, due to the shorter wavelength. Optical
phantoms and human skin were imaged with these three incident wavelengths.

To determine differences attributed solely to the incident wavelength, the optics of the
systems were made as comparable as possible. The optical design, incident laser
wavelength, optical coatings and detectors are some of the factors that need to be
considered. For the study, three microscopes were used: the commercially available
Vivascope 1500 which uses an 830 nm laser, and two custom Vivascope 1500 microscopes
(Lucid, Inc., Rochester, NY) to allow imaging with 405 nm and 785 nm lasers. The 785 nm
and 830 nm CSLM systems were identical with regard to specifications. The exact same
objectives were used for both microscopes, with the only major difference being the incident
light source, to eliminate artifacts that may occur due to a change in optics. The 405 nm
CSLM was designed to be comparable to the 830 nm system. Some adjustments were
required to maintain a relative similarity despite the large wavelength difference,
specifically changes in polygon mirror coatings, antireflective coatings on the telescope
optics and objectives, pinhole size, and detector. These changes were essential to maintain
equivalent optics, while delivering reflectance images that could be compared across the
microscopes.

CSLM | Polygon Mirror Telescope Pinhole Detector
System Coating Design Diameter
785 and Lincoln Laser Optimized for Hamamatsu Avalanche
830 nm P 100 pm | Photodiode (C5460 Series)

01 protected gold |  750-1400 nm
systems (Hamamatsu, Japan)

Lincoln Laser - Hamamatsu Photomultiplier
405 nm 04 enhanced Optimized for 50 pm Tube (R7400U Series)
system . 406-658 nm
aluminum (Hamamatsu, Japan)

Table 2. Differences in design of CSLM systems

In the tissue phantom study, an optical phantom that simulated the optical properties of
human skin was evaluated to measure changes due to incident wavelength in a standard
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frame of reference. The phantom was comprised of silicone, india ink, and titanium dioxide
(Beckman Laser Institute, University of California - Irvine) and had absorption and
scattering coefficients of p,= 0.08/mm and p=2.53/mm at 600 nm. A 1 mm diameter steel
wire was inserted into the phantom so that imaging at the same exact location was feasible.
Six replicate image stacks were captured with each microscope, beginning at the surface of
the phantom and progressing into the phantom until structures were no longer visible.

The normalized intensity profiles generated for each wavelength microscope show that the
three wavelengths have similar rates of exponential decay down to depths of 175 pm (Figure
3). There are surface intensity differences, which may be due to sensitivity differences in the
photodetector to each wavelength, or to possible fluorescence in the silicone phantom when
excited at 405 nm. The high signal intensity observed in the 405 nm system may also be due
to its photomultiplier tube (PMT) photodetector compared to the avalanche photodiode
(APD) found in the near infrared wavelength systems.

Normalized Intensity Profiles - Tissue Phantom
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Fig. 3. Normalized intensity profiles of the tissue phantom, from different incident
wavelength CSLM systems (405 nm, 785 nm, 830 nm). Normalized intensity refers to
normalization of image intensity of a region of interest to the laser power used to capture
the image.

In the human study, 8 female subjects, ages 25-45 years old, were evaluated on the upper
volar arm after informed consent was obtained. After the tissue ring was applied on the
arm, imaging with the three microscopes was performed, without removing the tissue ring.
This helped minimize any artifacts that may be introduced when changing tissue windows
or placing the tissue ring multiple times on the same site. The order in which microscopes
were used was randomized for each subject. To image the same exact site, special attention
was paid to identify fiducial marks (e.g., hair follicles and pigmented spots) in surface
images to ensure imaging of exact locations. Image stacks were captured at 1.5 pm
increments, until structures were no longer visible. For each subject, three image stacks were
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acquired at different locations with each microscope. When analyzing these images, the
ROIs excluded areas of high contrast, e.g., hair follicles and surface microglyphics. When the
three image stacks captured at the same site but with the different wavelength systems were
analyzed, the size and shape of the regions were identical, and the average intensity of the
ROI was normalized to the laser power used to capture the image (Figure 4).

Imaging with the 405 nm CSLM system was halted after 166 pm because structures were no
longer visible due to the weak signal. The laser power of the 405 nm system cannot be
greatly increased for better imaging in depth because of the strong absorption by melanin,
which results in a stinging sensation for some subjects. Very little light penetration was
expected, so imaging to a depth of 166 pm was unexpected. Due to strong endogenous skin
tissue chromophore absorbers and increased scattering function, only the upper epidermal
features were expected to be seen, but the entire epidermis and part of the superficial dermis
were visible when using the 405 nm system. Two possible explanations for this surprising
result are 1) the inhomogeneity of skin which may allow light to penetrate deeper than
theorized or 2) the papillary dermal collagen reflectance observed in the images.

The intensity profiles were fit to exponential functions using least squares fitting. Data from
the 405 nm system can be represented by a one-term exponential function, while data from
the 785 and 830 nm systems require two-term exponential functions. When comparing the
intensity profiles generated from the optical phantom and human skin, the complexity of
the signals from human skin indicate inhomogeneities in skin structure.

Normalized Intensity Profiles - Human Skin
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Fig. 4. Normalized intensity profiles of human skin, from different incident wavelength

CSLM systems (405 nm, 785 nm, 830 nm)

The choice of wavelength may affect the ability of CSLM to visualize certain skin features, as
differences in human skin intensity profiles at each wavelength are observed. The intensity
profile generated by the 405 nm system shows an increase in signal intensity near 50 pm,
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which corresponds to the presence of dermal papillae near the dermal-epidermal junction.
Although the dermal papillae are visible in the 785 and 830 nm images, they are most
evident in the 405 nm images, which may indicate that using a 405 nm incident wavelength
laser may be best when studying dermal papillae. There is a significant decrease in signal
intensity from the 405 nm system, compared to the near-infrared wavelength systems,
which is likely due to the absorption of light by collagen cross-links in the superficial
dermis. The absorption is significantly reduced at near-infrared wavelengths, leading to
strong signal intensities from the 785 and 830 nm systems, making them much better
options when studying the superficial dermal tissue.

While the 405 nm system would theoretically generate images with improved resolution, it
was not fully realized in this study. This may be due to using a 50 pm diameter pinhole,
which may be too large, allowing light from adjacent layers to pass through. Imaging with a
35 pm diameter pinhole shows significantly improved resolution of cellular details.

Top of Bottom of
Dermal Dermal
Papillae Papillae

Stratum Stratum Stratum
Corneum Granulosum Spinosum

Fig. 5. Differences in image quality are observed with different incident wavelength lasers

It was anticipated that images obtained from the 785 and 830 nm systems would be nearly
identical due to the small difference in wavelengths and the absence of skin chromophores
that would absorb selectively at either 785 or 830 nm. The intensity values of skin at 785 nm,
however, were consistently greater than those obtained at 830 nm. Enhanced contrast was
also observed with the 785 nm, allowing better visualization of structures. Despite all efforts
to create the microscope setups with nearly identical optics, differences in image detail were
revealed at these wavelengths.

Overall, imaging at different wavelengths with CSLM systems can reveal different
structural details in cells. Both qualitative and quantitative differences were observed when
imaging the same location in healthy human skin with different incident wavelengths. The
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405 nm CSLM system provides better spatial resolution than near-infrared wavelength
systems, while still penetrating relatively deep into the skin, up to 166 pm. Despite the close
proximity of wavelengths, the 785 and 830 nm CSLM systems show differences in signal
intensity and structural contrast apparent in images. Optimization of the incident
wavelength may improve CSLM performance depending on the application.

5. Comparison of infant and mother skin

Examples of such quantitative analyses of cell size, SC and epidermal thickness, and
normalized intensities were used to measure age-related changes in a population of mothers
and their biological infants (Stamatas et al., 2009). CSLM allows non-invasive visualization
of different functional and microstructure differences between infant and adult skin.

In a clinical study comprised of 20 healthy mothers (25-43 years old) and their biological
children (3-24 months old), the skin microstructure of the lower thigh area of infants and
adults were examined and compared. Image stacks consisting of at least 32 images were
acquired, with an axial section of 1.5 pm in step size. The lower thigh area was examined for
ease of measuring infants, as it is difficult to keep them voluntarily still. The mothers held
the infants in their laps throughout imaging. Although there was still some movement in the
image stacks, every effort was taken to prevent movement of subjects during imaging. SC
and epidermal thickness, as well as size of cells in the granular layer, were assessed from the
confocal images. Sample images from various image depths are shown in Figure 6,
comparing infant and mother skin.

Stratum Stratum Top of Dermal Lower Dermal
Corneum Granulosum Papillae Papillae

10 month old
infant

N/

31 yearold
adult

Fig. 6. CSLM images at various depths from sample image stacks of an infant and an adult.
Both subjects are African-American. Pigmented keratinocytes are visible surrounding the
dermal papillae.

Surface features evaluated showed differences in microglyphic density and surface area.
Microglyphics appear as dark lines that separate “islands” of cells in CSLM images. For
infant skin, a greater density of microglyphics is present. Differences in epidermal thickness
and cell size were also documented. Infant SC and epidermis were found to be 30% and 20%
thinner, respectively, than adult SC and epidermis. Infant corneocytes and granular cells
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were found to be 20% and 10% smaller, respectively, than adult cells indicating a more rapid
cell turnover in infants (Figure 7).

5 month old infant 29 year old adult
Fig. 7. A granular cell is outlined in infant and adult images.

Dermal papillae density and size distribution also differed. In infant skin, a distinct direct
structural relationship between the SC morphology and dermal papillae was observed. A
change in reflected signal intensity at ~100 pm, indicating the transition between papillary
and reticular dermis, was evident only in adult skin (Figure 8). Upon performing software
analysis of the optical sections, a normalized profile as a function of depth was captured.

Infant and Adult Intensity Profiles
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Fig. 8. Normalized intensity profiles as a function of depth, for infant and adult skin.

The centers of the images were analyzed to further account for movement within the
images, and the averages were taken within the defined ROL The ROI was averaged across
the optical sections and the triplicate vertical image stacks acquired. These differences in
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skin microstructure may help explain some of the reported functional differences and
assumptions made regarding skin softness and other aging related effects.

6. Wound healing response of micro-injuries

A common treatment for skin aging is the use of a laser device with infrared wavelength to
induce an array of microscopic wounds in the skin. Micro-wounds are created when
aqueous components within skin tissue absorb the light, and defined areas of
photocoagulation stimulate a wound-healing response in the dermis, resulting in increased
production of new collagen and improved skin tone and texture (Hantash & Mahmood,
2007; Manstein et al., 2004; Tannous, 2007). These micro-injuries quickly re-epithelialize by
the surrounding undamaged tissue, and CSLM can be used to better understand the
dynamic wound healing process as a response to micro-injuries by monitoring them non-
invasively (Liu et al., 2009).

A single line of micro-injuries, 1 cm long with approximately 400 pm between centers of
micro-injuries, were created with a fluence rate of 60 mJ on the volar forearms of 8 healthy
subjects (Fitzpatrick skin type II-VI, ages 27-57 years old). Informed consent was obtained
from all subjects. Micro-injuries were evaluated with both CSLM and video microscopy
(Hirox, Japan) at various time points to study both short- and long-term effects of treatment
(30 minutes, 2, 4, and 21 days post-treatment). Cross-polarized images were captured with
video microscopy to highlight sub-surface features, including pigmentation and
vasculature. For CSLM imaging, a series of 128 images were acquired, with an axial section
of 1.5 pm in step size. To quantify the wound healing process at the microscopic level, the
depth-dependent intensity profile from a defined ROI was obtained by calculating the
average intensity within the ROI at each depth.

The micro-wounds appear as a line of dark brown spots in the video microscopy image,
while they appear very bright in the corresponding CSLM image, captured approximately
80 pm below the SC surface, indicating strong scattering in the micro-wound area (Figure 9).

e

Fig. 9. Corresponding cross-polarized (left) and reflectance CSLM (right) images of a line of
micro-wounds created by laser treatment, 1 day post-treatment, are shown. (4 mm x 3 mm)

To monitor the wound healing process of the micro-wounds, three ROIs were defined in
each CSLM image stack and their intensity profiles were extracted. The individual treated
micro-wound zone (1) and the surrounding collateral damage zone (2) were compared to a
normal area away from the micro-wound (3). Their depth-dependent intensity profiles were
extracted and analyzed to observe dynamic changes within skin as a response to the micro-
wound. The depth-dependent intensity profiles of the 3 ROIs and a series of corresponding
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Fig. 10. The depth intensity profiles of the 3 regions are shown, along with confocal images
at various depths from a sample image stack, 30 minutes post-treatment.
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confocal images at various depths are shown in Figure 10 (data from the volar forearm of a
27 year-old Caucasian female 30 minutes post-treatment). In the confocal images, the region
outlined in blue represents the treated micro-wound zone, and the region defined in red,
excluding the micro-wound zone (blue region), represents the surrounding area. The normal
“control” skin is defined by the green region.

As early as 30 minutes post-treatment, changes in reflectivity are observed in both the
micro-wound and the surrounding tissue, indicating cellular changes are occurring both in
and around the micro-wound as response to laser treatment. Within the superficial layers,
10-15 pm below the top of the SC, the intensity of reflection in the treated micro-wound
zone is only slightly higher compared to the surrounding and normal areas, indicating that
there is minimal damage to the surface of the skin. A significant increase in reflection is
observed in the micro-wound zone 20-50 pm below the skin surface. This may be due to
swelling, causing a mismatch in refractive index from the upper layers. The intensity of
reflection slightly decreases within the micro-wound below 50 pm and into the dermis,
indicating the dermal collagen may have been denatured from the laser treatment. This may
also be due to the tissue becoming optically opaque, so as skin is sectioned deeper, light is
lost to scattering and absorption of the tissue.

Dynamic changes of the wound-healing process were observed within the first week and
then again 3 weeks after the one-time treatment. Using both CSLM and video microscopy
together enables us to identify how changes on the cellular level contribute to what can be
seen in magnified images of the skin. Cross-polarized images of the treated site show that
micro-wounds are undetectable immediately after treatment, only showing slight edema
and inflammation in the images. Within the first 48 hours post-treatment, the micro-wounds
appear brown-colored, and as the micro-wounds healed over the 3 weeks, the micro-
wounds became invisible (Figure 11).

The depth-dependent intensity profiles provide a quantitative measure of the associated
cellular changes captured with CSLM and differentiate the 3 ROIs. Figure 11 also shows
representative intensity profiles of the treated micro-wound zone, the surrounding collateral
damage zone, and a normal area at various time points, and corresponding confocal images
50 and 120 pm below the surface. Throughout the study, normal skin shows similar
intensity profiles, indicating that the treatment had minimal effects outside the treated area.
Compared to the normal area, the intensity profiles of the treated micro-wound and the
surrounding collateral damage zones show changes in the first 4 days post-treatment and
return to profiles similar to normal skin 3 weeks after treatment. Although the surrounding
collateral damage zone shows little change from normal skin 30 minutes post-treatment,
there is a significant increase in intensity 2 days and 4 days after treatment. The intensity
profile of the treated micro-wound, between 20-100 pm below the surface, progressively
increases in intensity immediately after treatment until 4 days post-treatment.

To compensate for the intrinsic exponential decay in intensity with increasing depth in
CSLM, the intensity profile of the treated micro-wound zone was normalized to the normal
“control” area. Figure 12 shows a peak in the normalized intensity profile of the treated
zone, and the peak position first shifts deeper before returning to shallower depths as the
micro-wound heals. Images at intermediate time points between Days 4 and 21 were also
captured for each subject. The transition time when the peak position shifts back to
shallower depths appears to depend on age, with the peak of younger subjects shifting back
to shallower depths sooner than they do for older subjects. This suggests that younger
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individuals heal faster than older individuals, which agrees with clinical observations. This
quantitative method can be used to evaluate the wound-healing rate at the cellular level.
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Fig. 11. Representative cross-polarized images of the micro-wounds at various post-
treatment time points along with confocal images 50 and 120 pm below the top of the SC.
Intensity profiles are also shown.

7. Summary and conclusions

Confocal laser scanning microscopy is a novel technique that enables us to non-invasively
investigate skin at the cellular level and dynamic changes that may occur over a period of
time. It was shown that the incident light wavelength in CSLM systems affects signal
intensity and structural details at the cellular level. Systems equipped with shorter
wavelengths may provide improved resolution in images, while those with longer
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Fig. 12. Normalized intensity profiles within treated zone of 3 subjects at various time
points post-treatment.

wavelengths can image deeper into the skin. When comparing systems of the same design
and only differing in incident wavelength, the 785 nm system produces images with greater
signal intensity and contrast in structural detail compared to the 830 nm system. It is
peculiar that imaging human skin with 785 and 830 nm wavelengths produces intensity
profiles that appear biphasic, while imaging at 405 nm result in intensity profiles that follow
a simple exponential decay. The normalized intensity profiles generated from 405 nm
images are also significantly less than those from 785 and 830 nm images at shallow depths.
The studies discussed show the potential of using CSLM to study skin and the cellular
processes that occur over time and as a response to wounding. Infant skin is not fully
developed and exhibits different characteristics compared to adult skin. With CSLM, we
discovered morphological differences between infant and adult skin, which may contribute
to the functional differences observed between the developing infant skin and fully-
developed adult skin. Future work includes studying how and when infant skin transitions
to being adult-like, morphologically. Since we can observe the wound-healing process, we
can now evaluate various factors that may affect the wound-healing rate and evaluate how
micro-wounds compare to larger skin wounds. We can also evaluate how the method used
to create the micro-wound affects the resulting cellular damage.

Capturing cellular changes over time with CSLM is of great significance as it enables us to
study the physiology of living skin tissue. Skin is the body’s largest functioning organ,
consisting of millions of cells that are in constant activity, whether it be proliferation,
pigmentation, repair, etc. Capturing the same cells over time and observing their activity is
powerful. By studying healthy skin tissue and understanding how it reacts and functions
under average conditions, we can better characterize healthy tissue and differentiate
between healthy and unhealthy tissue. Capturing physiological and morphological changes
in skin due to aging, treatment, and wounding is only the beginning of our fundamental
understanding of dynamic cellular changes using CSLM. Having a strong foundation in the
knowledge of normal function and activity of healthy tissue is essential to the study and
understanding of diseased tissue.
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1. Introduction

Airborne laser scanners (ALS) produce a point cloud where each point has X, Y and Z
coordinates which are determined by the combination of GNSS (Global Navigation Satellite
System), IMU (Inertial Measurement Unit) and laser range finder. Additionally to coordinates
points have also an intensity value recoded. Intensity values are recorded in digital numbers
and represent the number of photons that are impinging the detector (Coren & Sterzai,
2006). Intensity values are related to the energy coming back to the receiver. Since the ALS
systems operate on the same physical basis as radar we can use the radar equation (Wagner,
2010):

2
Pr = %nsysﬂutma (1)
where P; is the power that has been received, P; is the power that was transmitted, D; is the
receiver aperture diameter, R is the range from sensor to the object, ; is the laser beam
width, 1y is the systems transmission factor, nam is the atmospheric transmission factor and
o is the cross-section of the target. As we can see from equation (1) the intensity (or received
power) is connected to the power that has been transmitted, the range from sensor to the
object, how the beam is diverged, system and atmospheric transmission and the footprint
size of the laser beam.
The cross-section o can be described with a following equation (Hofle & Pfeifer, 2007):

dr
o= Ep As (2)
where Q is the scattering solid angle of the target, p is the reflectance of the target and A, the
area illuminated by the laser beam. A; can be written as a function of distance R and beam

width g (Hofle & Pfeifer, 2007):
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When we substitute A, in equation (3) to equation (2), we get:

o = mpR* B cosa 4)

Substituting this into equation (1) we get a new radar equation:

PD;
Pr = 21{210 nsysnatm cosa (5)

The nsys is the optical transmission efficiency for all optical components of ALS system (Hofle
& Pfeifer, 2007). It is a constant for a certain ALS system but it may vary with different sensors.
The D; component is also a constant when using one type of sensor. The a is an incidence
angle, which is defined as an angle between incoming laser beam and surface normal.

Incominglaser beam

T

a=30°

,

Surface
Fig. 1. Lambertian scattering of the surface. Topographic effect on incidence angle.

As we can see from Fig. 1 the cosa part in equation (5) depends on the surface roughness.
When the measured area is flat then the incidence angle is the same as scan angle. The
surfaces are assumed to have Lambertian backscattering properties. This means that the
energy that is backscattered from the surfaces decreases with the increase of incidence angle.
It is clear that those factors have to be taken into account when we want to use the intensity
data.

2. Factors affecting the intensity

2.1 Atmospheric correction

When we are using ALS data it is clear that the atmospheric conditions are affecting the
intensity values. Since most of the ALS systems use 1064 nm wavelength it is important to
notice that scattering effect is much larger than absorbtion in that particular wavelength
(Kim et al., 2001). It is also reported that the attenuation of horizontal propagation can be
from 0.2 dB/km for very clear weather conditions to 3.9 dB/km for haze conditions (Hofle
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& Pfeifer, 2007). If we look at the vertical path of laser beam then the atmospheric
transmittance increases with higher altitudes (Hofle & Pfeifer, 2007). From the Beer-Lambert
law the intensity I can be written as:

[=I,e™ (6)

where I is the incident intensity, a is the atmospheric attenuation in dB/km and x is the
path length (from the sensor to the object). The part e in the equation (6) is also called
atmospheric transmittance (T). Knowing that we can write for equation (5) the Nam as a
function of atmospheric transmittance T:

1
Matm = F (7)
T describes the properties of atmosphere and can vary from 0 to 1 (1 referring to clear
transmittance of atmosphere). The value of T depends on the weather conditions (e.g.
visibility, air temperature, humidity, aerosol concentration) but also on the flying altitude.
Most of the flight are made in clear weather but usually after the rain. This means that the
humidity might be high. Since the lack of information about the weather conditions during
the flights, we have to use programmes that calculate approximate values for T. The usual
inputs for these programmes are: wavelenght, visibility, atmospheric model, path length,

environment (rural or urban).

2.2 Range correction

When we look at the equation (5) we can notice that the recieved power (or intensity) has an
inverse range square dependency (1/R2). The 1/R? dependency applies to the extended
diffuse targets. This means that the entire footprint is reflected on one surface and it has
Lambertian scattering characteristics (see Fig. 1). This is not always the case. Targets that are
smaller than the laser footprint size (e.g. a small tree branch or a leaf) are range independent
non-extended diffuse targets. And targets that have linear physical properties (e.g. wire) are
linear range dependent (Hofle & Pfeifer, 2007). For a target smaller than laser footprint size
the range dependency becomes 1/R#, and for linear targets 1/R3. In practical applications, it
is very hard to determine weather the target was smaller than a footprint size or not.

To correct the intensity values for range dependency a reference altitude should be chosen.
For this purpose we have to know the distance from sensor to the object for every individual
laser point. Also, incdence angle correction should be applied. But in some cases it is hard to
determine the incidence angle, e.g. for trees. Incidence angle correction can be left out if the
scan angle does not exceed 20 degrees on the flat surface, because the error caused by the
incidence angle is smaller than errors in measuremnts. Intensity values start to decrease
significantly from 20 degrees (Kukko et al., 2008). The range correction or sometimes also
called sperical loss can be written (Vain et al., 2009):

R?
IRcorr = Iobs _21 (6)

Rref
where corrected intensity for sherical loss (Ircorr) is @ function of observed intensity (o), Ri
(the slope distance from sensor to the object) and Reer (the chosen reference distance). For
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example, if the flying altitude is around 500 m then the slope distance with 20 degree scan
angle will be around 530 m. Then it is proper to choose 500 m as reference distance (Ryef).

2.3 Pulse energy correction

One of the critical parts in correcting ALS intensity data is the pulse energy correction. It is
problematic because the transmitted pulse energy is usually unknown. There is an
improvement with the newer pulse ALS systems and some pulse scanners can even record
wavefroms of detected signal as well. Since the intensity data is strongly connected to the
transmitted pulse energy level (see equation (5)) it has to be taken into consideration when
using data from different flights that have different pulse energy settings. The average
power (P,y) that is transmitted is a function of pulse energy and pulse rate (also called pulse
repetition frequency, PRF) (Baltsavias, 1999):

Pav =EF= Ppeukth (8)

The t, is the pulse duration that is usualy couple of nanoseconds. Pulses with shorter
duration time can carry more energy but are less stable than pulses with longer duration
time. The Ppea is the peak power of the transmitted laser pulse. The pulse energy E is
connected to the t, and Ppeax so that the energy level will decrease with the decrease of peak
power Ppeak. Peak powers for Optech scanners are reported by Chasmer et al., (2006). With
the higher PRF setting the transmitted energy is lower (Chasmer et al., 2006; Baltsavias,
1999), which reduces the penetration rate of the laser pulse. This means less points under the
canopy and also almost double error in height component when using 50 kHz or 100 kHz
settings (Chasmer et al., 2006). Even though the higher PRF settings will give more points,
they might not reach to the ground. The PRF settings should be selected according to the
vegetation density and application purposes. For correcting intensity data for different
energy levels, a simple formula is used (Vain et al., 2009):

ETref
obs ET/'

©)

IEcorr =1

The corrected intensity (Igcorr) is a function of observed intensity (Iobs), chosen transmitted
reference pulse energy value (Erf), and the transmitted pulse energy value in current flight
(Erj). The Erre is an energy value in one of the flights that are used, e.g. when you are
comapring two flights with different PRF setting and you know the transmitted energy
values, you choose one of the energy levels as reference.

2.4 Intensity correction formula
Summarizing the previous, we can write the correction formula as follows (Vain et al., 2009):

I R_lz 1 i ETref

I .
original 52 2
Ry cosa T Ey

(10)

corrected

To correct the intensity values we need to know several parameters. First, the atmospheric
conditions during the flight campaign. Since the atmospheric conditions play quite
important role in laser beam attenuation, weather conditions have to be taken into account
as much as possible using atmospheric modelling programmes. The second important part
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is energy losses during the travelling time of laser pulse. The effect of different pulse
properties might be large enough to be confused with temporal variation in vegetation
structure (Chasmer et al., 2006). If the scan angle exceeds the 20 degee limit, it starts to affect
the intensity values quite much (Kukko et al., 2008). But the correction proceedures so far
are using incidence angle correction for flat surfaces only, because it is hard to determine the
incidence angle for trees or other vegetation. For this reason, Wagner (2010) proposes the
use of backscattering coefficient to be used as a calibration parameter for laser scanner
intensity. The range differences has an effect on intensity data also. Therefore it has to be
corrected using range squared dependency for large areas.

3. Calibrating the intensity data

3.1 Commercial tarps

When we want to compare the intensity data for the same area, but we have used different
sensor types and settings, some kind of reference target is needed to unify the data sets.
Brightness targets (see Fig. 2) have proven to be suitable for calibration purposes.

Fig. 2. Brightness targets placed on the ground during the campaign in August 2006,
Espoonlahti, Finland.

These brightness targets (tarps) are made of polyester 1100 dtex with polyvinyl chloride
(pvc) coating. The weight of that fabric is 600 g/m?2 and they are coated with titanium
dioxide and carbon black paint mixing pigment. To decrease the non-Lambertian reflectance
effect a delustring agent was added to the paint which gives a mat surface. However, the
mat surface is quite sensitive to the dirt, which means that the tarps have to be cleaned
often. The size of these tarps is 5x5 m, which makes them easy to transport but at the same
time large enough to get reasonable number of laser points.

The tarps were measured at the Finnish Geodetic Institute (FGI) laboratory. For ALS
application a 1064 nm laser (diode-pumped Nd:YAG) was used with the polarization ratio
of 100:1. 1064 nm wavelength is usual for most of the ALS scanners. A basic laboratory
measurement setup is shown on Fig. 3.

For the calibration purposes in the laser laboratory a 99% Spectralon (Labsphere, Inc.) plate
was used. The tarps had nominal reflectances of 5%; 10%; 20%; 25%; 30%; 45%; 50% and
70%. Detailed information about the tarps is given in Kaasalainen et al., (2005) and
Kaasalainen et al., (2008).

These tarps have proved to be good reference targets and have been used also in
photogrammetric measurements in several studies (Honkavaara et al., 2008).
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CCD + optics

Filter + A/d4

Beam Splitter

r'—'j Rotating sample

Fig. 3. Setup of the FGI laser laboratory. The sample is placed on a rotating base. CCD
camera records the photons that backscatter from the sample. Filter was used to keep the
signal in the linear range of the CCD camera. CCD camera is on top of the beamsplitter, 110
cm from the sample.The distance from the sample to the beam splitter is 15 cm. The quater-
wave plate was used to scramble the polarization.

3.2 Using natural or semi-natural material to calibrate the intensity

The reference tarps are stable targets to use in calibration process. However, it is not always
possible to use them. They have to be placed on the ground before the flight takes place and
they must be cleaned once in a while to remove the dust. For this reason a possibility to use
natural or semi-natural targets (in this case asphalt and concrete are referenced as semi-
natural targets) was studied.

To study the stability of natural and semi-natural targets a data set from 2004-2007 for the
test area in Espoonlahti, Finland was used. Sensors were Optech, Topeye and Leica with
different flying altitudes and parameters. The intensity of the laser points were corrected
according to the equation (10), leaving out the pulse difference correction, simply because of
the lack of information about it. The samples were also collected and measured in the laser
laboratory (see Fig. 3), and a digital camera solution was tested (see Fig. 6). The most
promising and stable results were from the asphalt (Coren & Sterzai, (2006) have also used
asphalt to calibrate the intensity data).

Fig. 4 shows that the asphalt is a quite stable calibrator. The differences between sensors are
caused by the lack of information about the energy levels used. Also, ALS50-II system uses
the AGC (see Ch. 4) and the correction formula for that is not applied in this study.

3.3 Moisture effect

One of the factors that affect the intensity values is the moisture level in the target. It is quite
common that the airborne measurements are made after the rain. Fig. 5 shows the gravel
road in East-Finland where one part of the road was made wet with water during the flight.
The results show that the moisture has an effect on intensity data, making it lower than the
dry road data.
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Fig. 5 shows that the moisture reduces the intensity level and makes the intensity image
,darker”. It means that the knowledge about the moisture level in the target is important.
For this purposes a camera-based solution was introduced (Vain et al., 2009) with calibration
frame. This helps to make in-situ measurements that are more realistic than laboratory
measurements, because the conditions are more close to the actual ones. The camera uses
NIR spectrum that is quite close to the ALS measurements (1064 nm). This kind of system
helps to study the variations in one type of sample and also study the moisture effect on
intensity.
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Fig. 4. Results of the parking lot asphalt. Calibrated intensity data from different sensors
using parking lot asphalt sample as reference target. (Vain et al., 2009)
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Fig. 5. The wet spot on the road during the flight campaign. Intensity values from the wet
spot (blue line and dots) and the dry spot nearby (red). (Kaasalainen et al., 2010)
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Fig. 6. Using digital camera and calibration frame to measure sample areas in Espoonlahti,
Finland.

4. Automatic gain control

Automatic Gain Control (AGC) is one of the features that are used with the latest ALS
systems. The purpose of AGC is to increase the number of received echoes and reduce
oversaturation. Since the distance measurement in ALS is connected to the pulse width, the
oversaturation (or ringing effect) has direct effect on range accuracy.

The ALS receiver has a lower and upper level. Any received signal that is weaker than the
lower level is not recorded, and any signal that is stronger than upper level causes
oversaturation which causes errors in time measurements (see Fig. 7).

Upperlevel
Transmitted signal
'\Satu rated
/(\ signal
K R Lower level
b t t \Jnsatu rated
1
signal

Fig. 7. The signals from very bright targets can cause received signals to oversaturate which
in turn causes the error in the time measurement. The unsaturated “normal” signal does not
cause error in time measurement.
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Oversaturated signal in Fig. 7 causes the time measurement error (difference between t;" and
t;)) which means that the range is not right, because the range is determined by the
measurements in time difference between transmitted and received signal (Baltsavias, 1999).
The task of AGC is to keep the signal within the upper and lower levels. If there is a signal
that is weaker than the lower level, the gain will increase by 1 step. Or if the signal is
stronger than the upper level, then it will reduce the gain by 1 step. The AGC in Leica
ALS50-1I system has 256 steps and the speed of increase or decrease can be adjusted. Two
switches control the increase and decrease speed. For each speed (16 speeds) level there is a
certain number of points assigned. For example, if the level is set to position 10, this means
that there has to be 144 consecutive laser signals that are below the lower level to increase
the gain by 1 step. These levels help to control the amount of how much the gain is
fluctuating. If there are a lot of water object in the area, it means that the gain will ramp up if
the laser shots are coming from the water and if the laser hits the ground or trees, the gain
will start to ramp down again. With the AGC working properly the gain is fluctuating
constantly.

The gain and intensity is correlated quite strongly. Therefore, if the gain is fluctuating, the
intensity is changing also, even though the target area might be the same (e.g., asphalt road).
On Fig. 8 the AGC effect on intensity is clearly visible. The test flight was made in January
2010 in North-West Estonia. The same area was flown twice at the altitude of 500 m. Once
with AGC working properly and second time the AGC was set to a constant level (same as
previous ALS systems). The AGC increases the number of returns which can be seen clearly
on the water (top image have less points on the water than bottom image). And it also
“messes up” the intensity image which makes the use on intensity data very difficult (e.g., in
automatic classification of object based on intensity values).

The Fig. 9 shows that the intensity is changing according to the changes in AGC values. The
sample data was collected in Hyytidld, Finland 2008. The intensity, when AGC was turned
on (blue line), is changing according to the changes in AGC (red line) values.

The intensity data has to be corrected for AGC effect. Vain et al., (2010) propose a correction
model that is based on test flights made in Hyytidld, Finland in 2008. Same area was flown
twice: once with AGC working properly and second time when the AGC was set to a
constant level. Using least square fitting a model was generated with R?= 0.76. The model
itself is as follows (Vain et al., 2010):

Log = ay +ayl,,, +a31,, AGC (11)

where I is the intensity value when the AGC is turned off or set to a constant level, o, is
observed intensity value with AGC turned on and AGC is the automatic gain control value
itself. The parameters are: a;=—8.093883; a,=2.5250588; a;=-0.0155656. Using equation (11) to
normalise the intensity for AGC effect the relation between observed Ly(bs) (intensity values
from the flight where AGC was set to constant) and calculated intensity I was determined.
The root-mean-squared error between those two data sets was 5.65. Same model was used
to correct the beach sand sample (see Fig. 10).

As we can see from Fig. 10 the model still follows the original (Io¢) trend. That is the reason
why AGC has to be studied further. More information about the AGC should be given by
the manufacturers. There is also an other approach introduce by Korpela et al., (2010).
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Fig. 8. Top: Test area flown with the gain set to a constant level. The intensity image is
homogeneous and there are only few points on the water (top part of the picture).

Bottom: The same test area flown with gain fluctuating constantly. The intensity image is
much more “messy” than with constant gain. Also there are much more point on the water.
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Fig. 9. AGC effect on intensity. Beach sand data collected from Hyytiéld, Finland. Blue line
represent the intensity values when the AGC was turned on, red line is the AGC values

itself and the green line is the intensity values when the AGC was turned off. (Vain et al.,
2010)
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Fig. 10. Beach sand sample points corrected for AGC effect (,Model” line, red). (Vain et al.,
2010)

5. Conclusions

The intensity data can be used in several applications and therefore has a huge potential in
the future studies of the environment. The correction and calibration of ALS intensity plays
a crucial part in the usage of that data. This chapter introduces the problems that occur
when we manage the intensity values. The atmosphere is an important factor that affects the
results, also different flight settings (PREF, flying altitude, scan angle). The targets that can be
used as calibrators were introduced (tarps and asphalt).

A new feature in the ALS systems is the AGC. It makes the range measurements more
accurate and increases the point density. But if we look at the side of using intensity data
with AGC, then there is a problem. AGC has a clear effect on the intensity data that was
shown also in this chapter. More information from the manufactures is needed, and also
more tests and studies to make the correction model as good as possible.
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1. Introduction

Terrain elevation is a key input in numerous environmental applications and its quality
plays a critical role in understanding various earth surface processes (Kenward et al., 2000;
Clarke and Burnett, 2003; Neeson et al.,, 2008). Laser altimetry, also called lidar (light
detection and ranging), is a frontier remote sensing technology for mapping earth surface
elevation with high vertical resolving ability (Sun et al., 2003; Lefsky et al., 2005; Hofton et
al., 2006; Chen, 2007; Simard et al.,, 2008).In recent years LIDAR has emerged as an
important mapping tool and is finding a niche in GIS. LIDAR is a relatively new
technological tool that can be used effectively in geospatial decision making. LIDAR is an
acronym for Light Detection And Ranging and in some literature it is referred to as laser
altimetry. A LIDAR system is composed of a laser scanning system, global positioning
system (GPS), and an inertial measuring unit (IMU).

Airborne LiDAR has established itself as a standard method for the acquisition of precise
and reliable digital elevation data. The main application of airborne LiDAR technology is
topographic surveying. Airborne LiDAR has found application in an increasing number of
mapping and geo-data acquisition tasks. Apart from terrain information generation,
applications such as automatic detection and modeling of objects like buildings, roads or
vegetation for the generation of 3-D city models have been extensively explored. In the
present chapter airborne Lidar data has been used for semiautomatic detection of buildings
and roads.

2. Principle of LiDAR

2.1 Laser

Laser (Light Amplification by the Stimulated Emission of Radiation) light is highly
monochromatic, coherent, directional, and can be sharply focused.

Laser Scanning is an active remote sensing technique which provides range measurements
between the laser scanner and the illuminated object (most commonly earth topography).
Laser altimeter produces short or continuous pulses of laser light, which is captured by a
telescope after bouncing back when they are intercepted by a target. Laser system enables
day and night observation and also range measurement in textureless areas. Observations
from single direction are sufficient, unlike photogrammetric technique where at least two
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perspective views are required. In addition it provides data with high vertical accuracy.
While LIDAR is an active system that can be, theoretically, used 24 hours a day, it cannot be
used above cloud cover or when fog, smoke, mist, rain, or snow storms are present.
Additionally, high winds and turbulence will cause problems with the inertial system.
Mostly laser systems are Nd:YAG emitting in NIR (1064nm) wavelength in a narrow
spectral width (0.1-0.5nm). Some systems emit at 810 nm (ScaLARS), 900 nm (FLI-MAP),
1540 nm (TopoSys, Riegl). Laser systems generally emit in one wavelength only however
bathymetric lasers emit atl064 and 532 nm, to measure both water surface and water
bottom.

Time of Travel= TL
Transmitter

Receiver

Reflector

Fig. 1. Principle of Laser

2.2 Basic components and functioning

Typical system components include a position and orientation recording unit, a laser
measurement system and a control and data recording unit.

The pulsed laser is optically coupled to a beam director which scans the laser pulses over a
swath of terrain, usually centred on, and co-linear with, the flight path of the aircraft in
which the system is mounted, the scan direction being orthogonal to the flight path. The
round trip travel times of the laser pulses from the aircraft to the ground are measured with
a precise interval timer and the time intervals are converted into range measurements. The
position of the aircraft at the epoch of each measurement is determined by a phase
difference kinematic GPS. Rotational positions of the beam director are combined with
aircraft roll, pitch, and heading values determined with an inertial navigation system (INS),
and with the range measurements, to obtain vectors from the aircraft to the ground points.
When these vectors are added to the aircraft locations they yield accurate coordinates of
points on the surface of the terrain.

2.3 Lidar system classification
Laser systems are categorized on the basis of:
1. Method of recording the return pulse:
a. Discrete
b. Full Waveform
2. Size/Area of illuminated spot
a. Small footprint (few cm)
b. Medium to large footprint (tens of m)
3. Sampling Rate/ Scanning pattern



LIDAR Remote Sensing Applications in Automated Urban Feature Extraction 63

Laser System
Kinematic GPS, INS

5 i K

ﬁ GPS Base Station

Fig. 2. Components of a Laser Altimeter

4. Pulsed and continuous wave
5. Platform Based

a. Aerial

b. Satellite

c. Terrestrial
Discrete Lidar system measures the time of flight of Laser pulse until its first or last echo
arrives. They can only differentiate a first, several intermediate and a last echo. Full
waveform systems on the other hand sample the return signals very rapidly and store the
entire echo waveform. Small footprint lidar illuminates a few cm area on the ground
whereas the footprint size for medium to large footprint systems cover tens of meters. Small
footprint systems provide high density data and an accurate altimetric description within
the diffraction cone. However mapping large areas require extensive surveys. Besides small
footprint systems often miss tree tops. Large footprint systems increase the probability to
both hit ground and canopy top (Mallet & Bretar 2009). Pulsed systems measures the round
trip time of the light pulse from the laser to the target and back to the receiver. Continuous
wave systems use phase difference between transmitted and received signal for range
measurements.
Apart from range, several other physical properties like width of backscattered echo,
amplitude and cross section of backscatter are also measured.
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Fig. 3. Discrete and Full Waveform Lidar (In a waveform lidar, the entire return pulse is
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2.4 Lidar accuracy and error sources

The various sensor components fitted in the LiDAR instrument possess different precision.
For example, in a typical sensor the range accuracy is 1-5 cm, the GPS accuracy 2-5 cm, scan
angle measuring accuracy is 0.01°, INS accuracy for pitch/roll is <0.005° and for heading is
< 0.008° with the beam divergence being 0.25 to 5 mrad. However, the final vertical and
horizontal accuracies that are achieved in the data are of order of 5 to 15 cm and 15-50 cm at
one sigma. The final data accuracy is affected by several sources in the process of LiDAR
data capture (Lecture notes from International School on LiDAR Technology, IIT Kanpur,
India2008). A few important sources are listed below:

1.
2.

Error due to sensor position due to error in GPS, INS and GPS-INS integration.

Error due to angles of laser travel as the laser instrument is not perfectly aligned with
the aircraft’s roll, pitch and yaw axis. There may be differential shaking of laser scanner
and INS. Further, the measurement of scanner angle may have error.

The vector from GPS antenna to instrument in INS reference system is required in the
geolocation process. This vector is observed physically and may have error in its
observation. This could be variable from flight to flight and also within the beginning
and end of the flight. This should be observed before and after the flight.

There may be error in the laser range measured due to time measurement error, wrong
atmospheric correction and ambiguities in target surface which results in range walk.
Error is also introduced in LiDAR data due to complexity in object space, e.g., sloping
surfaces leads to more uncertainty in X, Y and Z coordinates. Further, the accuracy of
laser range varies with different types of terrain covers.
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6. The divergence of laser results in a finite diameter footprint instead of a single point on
the ground thus leading to uncertainty in coordinates.

3. Discrete airborne LIDAR for urban feature extraction

3.1 Road extraction

Automatic road extraction from remotely sensed images has been an active research in
urban area during last few decades. But it is quite difficult in urban environment due to mix
of natural and man-made features. An integrated approach of airborne laser scanning
(ALS)/altimetry and high-resolution data has been used to extract road and differentiate
them from flyovers. An integration of high-resolution satellite data and airborne laser
scanning data offer exciting possibilities for automatically and accurate road extraction
(Zhan et al., 2003). The urban area chosen for addressing the study problem is Amsterdam
in The Netherlands. Aerial LIDAR and IKONOS PAN and XS dataset were utilized for road
extraction.

Multiresolution segmentation allows the segmentation of an image into a network of
homogeneous image regions at any chosen resolution. These image object primitives
represent image information in an abstracted form serving as building blocks and
information carriers for subsequent classification, beyond purely spectral information,
image objects contain a lot of additional at-tributes which can be used for classification:
shape, texture and - operating over the network - a whole set of relational / contextual
information. Knowledge Base provides an intelligent and integrated knowledge solution
that promotes easy image information extraction. Various rules were applied for classifying
road segments. Spectral, shape, textural and contextural properties of the objects were
utilized for formulating rules for road extraction (Fig 4a). Lidar Data was processed to
generate Digital surface model. Lidar point cloud was filtered to classify ground and non
ground points (Fig 4b). Height threshold was applied to extracted roads using lidar point
cloud to separate out ground road and elevated roads (Fig 4c).

Fig. 4. a: Roads extracted with object oriented rule based classification
b: Filtered Lidar Data
c: Ground and Elevated Roads
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To evaluate the success of the results of road extraction, the extracted roads were subjected
to an accuracy assessment. Accuracy is the degree of conformity with a true reference.
Wiedemann et al., (1998) have suggested that the quality of each road can be evaluated by
contemplating the completeness and correctness of the extracted road network. The
contiguity of the two road networks (reference and extracted road) may lack in coherence,
hence the accuracy cannot be judged directly. Buffer method can be used for accuracy
assessment of automatically extracted data with respect to reference data. For assessment of
road extraction accuracy, a buffer of constant predefined width is constructed around the
reference and extracted road data. (Fig 5).

The parameters are defined and calculated using these formulas:

Completeness is the ratio of the correctly extracted records to the total no of relevant records
within the ground truth data, and can be calculated as-

length of matched reference

)

Completeness =
length of reference

Completeness € {0; 1}

Correctness is the ratio of the number of relevant records extracted to the total number of
the relevant and irrelevant record retrieval, and can be calculated as-

length of matched extraction

Correctness = (2)

length of extraction

Correctness e {0; 1}

Quality is the measure of final result combining completeness and correctness, and can be
calculated as-

(length of matched extraction)

Quality= 3)

(length of extraction + length of unmatched reference)

Quality e {0;1}

The optimum value for completeness, correctness and quality is 1.

In the case of road, completeness of 76.26% and correctness of 50.78% was achieved. The
overall accuracy observed for the road extraction was 43.85%. With this result it was
evaluated that more than 3/4th part whole of the road network was completely extracted
with the correctness of nearly half of the total road network.

While in the case of elevated road/ flyover, a completeness of 88.61% and correctness of
85.71%. The overall accuracy of the elevated road extraction was examined as 77.21%. The
output result shows that most of the part of elevated road network was completely and
correctly extracted to the total road network. In the study area, urban scene was highly
complex and contained high-rise buildings, open-grounds, medium-rise buildings etc,
which mainly affected the accuracy of road extraction. To overcome such problems an
integrated approach of high-resolution satellite data and LiDAR data have been studied,
which can extract urban road efficiently.
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Extracted road
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Matched reference Reference road

Matched extraction

—— Unmatched extraction

Fig. 5. Accuracy Assessment strategy

3.2 Building extraction

3.2.1 Integrated use of high resolution spatial data and aerial laser data

The automatic building extraction from remotely sensed imagery has attracted much attention
during the last decade. Generally the building extraction is based on different kinds of
knowledge of buildings: geometry, spatial, spectral, radiometry. Many computer-aided, GIS
and remote sensing techniques are currently in use to allow a faster building extraction,
development, updating, maintenance and urban planning. Different kinds of techniques are
being used for building extraction. Most of them are pixel based, using multi source data
alone.

The increasing availability of high spatial resolution satellite images has provided a new
data source for building extraction. When compared with the aerial photographs, the high
resolution satellite images provide several advantages that include the cost and the
accessibility. In the recent studies the spectral reflectance values have been used to detect
the buildings [Lee, S., et al., 2003).

High resolution satellites image provides a good basis for reorganization and monitoring of
structural changes to map urban details. Higher the resolution of the imagery, more man
made features such as buildings, roads, moving objects, etc. can be identified. But even in
high resolution image, the feature extraction suffers from the background objects. Airborne
laser scanning is an emerging technique to identify the height objects. An integration of
high-resolution satellite data and airborne laser scanning data offer exciting possibilities for
automatically and accurate building extraction. (Zhan, Q,. 2003). One single sensor
technology seems unlikely to produce detailed and varying characteristics of building
models. Combining the geometry, photometry, and other sensing sources can compensate
for the shortcomings of each sensing technology and appears to be a promising
methodology.
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The study area selected is a very small part of Amsterdam, but having well planned
buildings. When using images characterized by a higher spatial and spectral resolution, it is
difficult to obtain satisfactory results using traditional classification methods. Object
oriented approach utilizes group of pixels instead of individual pixels for classification
process. Objects are created by segmentation which makes this step the most crucial in the
methodology used. Segmentation results can be improved by iteratively selecting
appropriate parameters like scale, smoothness and compactness to identify various objects
in the image. In multi segmentation, different scale parameters were analysed to identify the
scale value at which the image could be segmented. If the parameters are not optimally
chosen, the features may merge producing complex polygons having parts of adjoining
features merged with them hence producing erroneous results. Accuracy of extraction was
analysed using the above mentioned parameters. IKONOS fused image and LIDAR data
were segmented based on scale, shape, compactness and smoothness. An object-oriented
knowledge base was generated to extract building (Fig 6).
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Fig. 6. Buildings extracted from a: IKONOS b: IKONOS+LiDAR

After extracting the object of interest, it was found that the extracted objects did not show
accurate and defined boundary. To remove these defects and regularize the building
boundaries, mathematicabl morphological operators were applied (Fig 7).

In addition to completeness, correctness and quality, area and positional accuracy were
calculated for the extracted buildings. The area accuracy using IKONOS is 95.05% and the
area accuracy for the buildings extracted using IKONOS and LiDAR is 99.84%. In case of
qualitative assessment, completeness correctness and quality of the extracted buildings was
calculated. For IKONOS data the completeness was 84 %, correctness 100% and quality was
found to be 86 %. For IKONOS and LiDAR data completeness is 90.9%, correctness is 100%
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(@) (b)

Fig. 7. a Before using Closing Operator b. After using Closing Operator

and quality 90.9%. The buildings extracted using IKONOS data have well defined building
boundaries so the error in X and Y direction are very less. While in LIDAR and IKONOS, the
buildings extracted have not defined building boundaries. The edges and the corners of the
extracted building boundaries using LiDAR and IKONOS are not matching. Thus, there is
more positional error in X and Y direction in the extracted buildings. The results indicate a
definite improvement in accuracy by utilizing complementary datasets. In high contrast
areas buildings extracted using only high resolution intensity data gave satisfactory results,
while in low contrast and shadow areas incorporating range data is necessary for proper
boundary detection.

The present study indicates the usefulness of integrating LiDAR data for building
extraction. It was found that in low contrast areas where IKONOS image was not giving
good results, integration of LIDAR has improved the correctness and quality of the extracted
data to a great extent. Though positional accuracy was higher with IKONOS dataset as it
gives proper edges of the buildings.

3.2.2 Use of laser range and height texture clues

Detecting buildings directly from the raw LiDAR data is not a straightforward problem.
This is due to the ambiguity of other vertically extended features which are not buildings in
the raw data. (Alharthy & Bethel 2002). The raw LiDAR point cloud consists of a mixture of
terrain, vegetation, buildings and other natural and man-made structures. Different types of
objects require different methods for modeling, analyses and visualization. An inherent
source of information of LiDAR point data is the analysis of height texture defined by local
variations of height. Depending on the type of sensor used, objects to be classified show
different behaviour in texture measures derived from these variations.

Most of the previous work in classification of aerial LiDAR data has concentrated on
unsupervised clustering on a smaller number of classes often resulting in coarse
classification while a few have attempted parametric classification with or without
segmentation. [Arefi et al ]
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The aim of the work presented in the following is to classify raw laser scanner data using
height texture measures. Texture is qualitatively and quantitatively defined by height,
variation of height in local windows and measures. When a small-area patch has wide
variation of gray level primitives, the dominant property is texture (Haralick and Shapiro,
1992). A number of texture measures will be defined and discussed. These texture measures
are used as bands in a classification of the dataset.

Following texture measures for the purpose of this study were calculated:

Data range: It is the difference between minimum and maximum pixel value in a window
around a pixel. It will be zero in homogenous area such as on flat roofs or streets, small on
tilted roofs and large within trees.

Variance: The variance of height in a window around a pixel will show similar
characteristics as the data range, with somewhat different behaviour concerning single
outliers.

x; — M)?
Variance = Zu

= )

where: x;; = DN value of pixel ij , n = number of pixels in a window, M= mean of moving
window

Contrast: It is a measure of the amount of local variation in the Image. It increases
exponentially as (i-j) increases. Contrast increases at the edges.

N-1
> By ©)
i,j=0

Dissimilarity: Similar to “Contrast”, but increases linearly. High if the local region has a
high contrast.

N-1
> By(i-)) (©)
i,j=

iis row and j is column number, i, is value in the cell i,j of matrix, Pjis normalized value in
cell i,j, N is number of rows or columns
Correlation: Measures the linear dependency of grey levels of neighbouring pixels.
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o0 is standard deviation

Variance image highlighted the building and tree boundaries. Data range, Contrast and
Dissimilarity gave similar results. Correlation highlighted the building blobs and tree pixels.
Since the study aimed at automatically extracting the building footprints, hence correlation
was found useful. The original Height data, Variance and Correlation were stacked in form
of bands to give a composite image. An analysis of the results obtained from the
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classification using different combinations of the texture measures discussed showed that
good results are obtained when using these three bands, which were further processed to
highlight the desired characteristics of buildings

Both unsupervised classification and supervised classification techniques were applied to
these three bands. While unsupervised classification did not lead to a satisfactory
segmentation, good results were obtained with maximum likelihood classification.

After training the ML algorithm quantitatively evaluates the variance and correlation of the
class spectral response patterns when classifying all pixels in the image. The value of the
discrimination function of a given pixel, being a member of a particular class, is computed.
The pixel is then assigned to the class with the largest probability.

The classified results (Fig 8a) gave objects protruding from the terrain which included both
buildings and tree pixels. The differentiation between building and tree classes was based
on spectral values. NDVI was calculated and was used as an input for rule based expert
classification (Fig 8 b).However few tree pixels were not removed as their spectral values
were effected due to factors like shadows etc. The remaining scattered non building pixels
were removed by applying morphological filters (Fig 8 c). The improvement achieved by
post processing with opening and closing can be observed. The small holes are filled, few
isolated pixels are removed or associated with other objects and the edges are smoother and
closer to the shape of the buildings than before post processing. However in places few
building pixels in close proximity to tree pixels have also been eliminated.

Visual interpretation of the IKONOS image was carried out for use as reference in error
evaluation of the extraction process. Accuracy assessment was carried out and a confusion
matrix was generated. The error matrix obtained is shown in Tablel.

An overall accuracy of 91% was achieved. The error of commission for class buildings was
found to be 9% that means 9% pixels which belong to other classes have been wrongly
classified into buildings, whereas the error of omission was 6% which indicated that 6%
pixels belonging to class buildings have been omitted in the final classification results.

The investigations in the present study have shown that the detection of buildings in laser
range data is feasible and indicates a promising quality by just using standard remote
sensing and image processing tools.

BUILDINGS TREES OTHERS TOTAL
BUILDINGS 32 3 0 35
TREES 2 9 1 12
OTHERS 0 1 30 31
TOTAL 34 13 31 78

Table 1. Error Matrix for knowledge based classification
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Fig. 8. a: Supervised classification results, b: Knowledge based classification c: After noise
removal

4. Conclusions

In high resolution satellite data, urban features are no longer point objects but polygons
with prominent shadows and other associated features. Shadows and surrounding objects
give different manifestations during the feature extraction. Sometimes the roads parallel to
the buildings and the trees mix up and pose a hindrance to the building extraction. Since
numerous factors influence the brightness value of the image making it difficult to separate
the desired information. To overcome this problem, multiple data sources have been
exploited to compensate for these disadvantages. For this purpose LiDAR data has been
used as an attractive supplement together with high resolution intensity data due to high
vertical accuracy and high point density. LiDAR data have several advantages of feature
localization and planer patch extraction compared to image dataset. On the contrary, high
resolution imagery provides more accurate break lines information than LiDAR data.
Moreover multispectral imagery is useful to identify and classify objects, such as building



LIDAR Remote Sensing Applications in Automated Urban Feature Extraction 73

and vegetation. Thus, it is proposed to combine LiDAR data and high resolution satellite
images for the urban feature identification and detection.
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1. Introduction

Confocal microscopy is a powerful tool that creates sharp images of a specimen that would
otherwise appear blurred when viewed under a conventional microscope. This is achieved
by excluding most of the light from the specimen that is not from the microscope’s focal
plane. The image thus obtained has less haze and better contrast than that of a conventional
microscope and represents a thin cross-section of the specimen (Diaspro, 2002; Hibbs, 2004;
Matsumoto, 2002; Muller, 2002; Paddock, 1999; Pawley, 1995). Laser scanning confocal
microscopy has become an invaluable tool for imaging thin optical sections in living and
fixed specimens ranging in thickness up to 100 micrometers. In fact the confocal microscope
is often capable of revealing the presence of single molecule (Peterman, Sosa et al., 2004).
Modern confocal microscopes have kept the key elements of Minsky’s design: the pinhole
apertures and point by point illumination of the specimen. During the 1990s advances in
optics and electronics afforded more stable and powerful lasers, high-efficiency scanning
mirror units, high-throughput fiber optics, better thin film dielectric coatings, and detectors
having reduced noise characteristics. In addition, fluorochromes that were more carefully
matched to laser excitation lines were beginning to be synthesized (Mason, 1999). Coupled
to the rapidly advancing computer processing speeds, enhanced displays, and large-volume
storage technology emerging in the late 1990s, the stage was set for a virtual explosion in the
number of applications that could be targeted with laser scanning confocal microscopy.
Modern confocal microscopes can be considered as completely integrated electronic systems
(Spring and Inoue, 1997) where the optical microscope plays a central role in a configuration
that consists of one or more electronic detectors, a computer (for image display, processing,
output, and storage), and several laser systems combined with wavelength selection devices
and a beam scanning assembly. In most advanced systems, integration between the various
components is so thorough that the entire confocal microscope is often collectively referred
to as a digital or video imaging, capable of producing electronic images. These microscopes
are now being employed for routine investigations on molecules, cells, and living tissues
that were not possible just a few years ago (Goldman and Spector, 2005).

Modern instruments are equipped with 1) 3-5 laser systems controlled by high-speed acousto-
optic tunable filters (AOTFs), which allow very precise regulation of wavelength and
excitation intensity; 2) Photomultipliers that have high quantum efficiency in the near-
ultraviolet, visible and near-infrared spectral regions, these microscopes are capable of



76 Laser Scanning, Theory and Applications

examining fluorescence emission ranging from 400 to 750 nanometers; 3) Spectral imaging
detection systems which further refine the technique by enabling the examination and
resolution of fluorophores with overlapping spectra as well as providing the ability to
compensate for autofluorescence; 4) Spatial pinhole that eliminate out-of-focus light in
specimens that are thicker than the focal plane thus increases optical resolution and contrast of
a micrograph using point illumination. (Murphy, 2001; Wilson and Carlini, 1988; Pawley, 2006)
Besides allowing better observation of fine details, it is also possible to build three-
dimensional (3D) reconstructions of a volume of the specimen by assembling a series of thin
slices taken along the vertical axis using confocal microscope (Al-Kofahi, Can et al., 2003).

In the recent years confocal microscopy has gained a tremendous popularity in the scientific
and industrial communities owing to its great number of applications in life sciences,
semiconductor inspection and material science (Conn, 1999; Diaspro, 2002; Gu, 1996; Hibbs,
2004; Mason, 1999; Masters, 1996, Matsumoto, 2002; Muller, 2002; Paddock, 1999; Pawley,
1995; Sheppard and Shotton, 1997; T.R.Corle and G.S.Kino, 1996; Wilson, 1990).

Principle

Current instruments are highly modified from the earliest versions, but the principle of
confocal imaging that was developed by Marvin Minsky is employed in all modern confocal
microscopes (Minsky 1961; 1988). The image in a confocal microscope is achieved by scanning
one or more focused beams of light, usually from a laser or arc-discharge source, across the
specimen. This point of illumination is brought to focus in the specimen by the objective lens,
and laterally scanned using some form of scanning device under computer control. The
sequences of points of light from the specimen are detected by a photomultiplier tube (PMT)
through a pinhole (or in some cases, a slit) (Fellers and Davidson, 2007), and the output from
the PMT is built into an image and displayed by the computer.

Although unstained specimens can be viewed using light reflected back from it, most of the
times specimens are labeled with one or more fluorescent probes. A laser is used to provide
the excitation light (in order to get very high intensities). The laser light reflects off a
dichroic mirror hits two lenses mounted on motors. These mirrors scan the laser across the
sample, dye in the sample fluoresces and the emitted light gets descanned by the same
mirrors that are used to scan the excitation light from the laser. The emitted light passes
through the mirror and is focused onto the pinhole. The light that passes through the
pinhole is measured by a detector, i.e. a photomultiplier tube. Thus there is never a
complete image of the sample at any given instant; only one point of the sample is viewed.
The detector is attached to a computer which builds up the image, one pixel at a time.
Earlier, a 512x512 pixel image formation could be done probably 3 times a second due to the
limitation in the scanning mirrors. Subsequently, to speed up scanning a special Acoustic
Optical Deflector (AOD) was used in place of one of the mirrors. AOD uses a high-
frequency sound wave in a special crystal to create a diffraction grating, which deflects the
laser light. By varying the frequency of the sound wave, the AOD changes the angle of the
diffracted light, thus allowing a quick scan leading to 512x480 pixel images 30 times per
second. If one looks at a smaller field of view, then the process can be even faster (up to 480
frames per second).

The basic difference between the two techniques are as follows: (Lichtmann, 1994; Murray,
2005; Sandison and Webb, 1994; Swedlow, Hu et al., 2002; White, Amos et al., 1987; Wilson,
1989; Wright and Wright, 2002).
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Fig. Schematic representation of basic principle of confocal microscope

S1. No. |Characteristics

Widefield fluorescence
microscope

Confocal microscope

1. |Fundamental setup

Comprises of fluorescence
light Source, solid-state
charge-coupled devices
(CCDs) and fluorescence
filter cube.

Comprises of laser, light
source pinhole aperture,
photomultiplier detector,
detector pinhole aperture and
dichrome mirror

2. |Principle

The entire specimen is

Only a single point is
illuminated at a time to avoid

bathed with light, unwanted scattering of light.
3. |Resolution Low High
4. Reg1or.13 of Out._Of_ Blurred and large Reduced
focus information
5 thlcal resolution 23 um 05 um
inz
. . . Improved z-resolution allow
Signals from optical Many signals cannot be .
6. . for more accurate signal
sections seen separately. e
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7. |Acquisition of 3-D data |Not possible Possible
8. |Cost Relatively inexpensive Expensive

9. |Hazards

No any

High intensity laser irradiation
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2. Laser systems

LASER- Light Amplification by the Stimulated Emission of Radiations can be defined as
materials with altered distribution of atoms is such that there are more excited atoms, ready
to emit energy. The process of altering the energy distribution of the atom so that most of
them are in a high energy state, population inversion. Lasers did not become a reality, until
methods to achieve population inversion become feasible in 1950s. Mercury and xenon light
sources, the most common light sources for microscopes are found to be too weak for
confocal system, hence it uses different type of lasers.

Laser types

Depending on the materials used as the medium lasers, are grouped into three categories:
e Gas lasers

e  Solid state lasers

e  Semi-conductor lasers

Laser safety

The two major concerns in safe laser operation are exposure to the beam and the electrical
hazards associated with high voltages within the laser and its power supply. While there are
no known cases of a laser beam contributing to a person's death, there have been several
instances of deaths attributable to contact with high voltage laser-related components.
Beams of sufficiently high power can burn the skin, or in some cases create a hazard by
burning or damaging other materials. But the primary concern with regard to the laser beam
is potential damage to the eyes, which are most sensitive to light.

3. Filtering devices

In fluorescence microscope filtering devices are used to separate light beams on the basis of
their wavelengths. Four different types of filters are used to selectively transmit or block a
desired range of wavelengths.

a. Short pass filters - they cut off wavelengths longer than a certain wavelength e.g. heat
filters are used to exclude infra red light to reduce specimen heating by illumination.

b. Long pass filters -e.g. fluorescent filters that transmit light of longer than a certain
wavelength.

c. Band pass filter- that transmit light only between a cut-on and cut-off wavelength,
especially useful when one is trying to image signals from more than one fluorochrome
simultaneously.

d. Dichrome mirrors -that separates the emitted light from the excited light.
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Now-a-days these filters are rapidly replaced by active optical devices such as acousto-
optical devices.

4. Acousto-optical devices

These devices work on the principle of acousto-optic effect. In general, acousto-optic effects
are based on the change in refractive index of a medium due to the presence of sound waves
in that medium. Sound waves produce a refractive index grating in the material and this
grating is seen by the light wave. These variations in the refractive index, due to the
pressure fluctuations, may be detected optically by refraction, diffraction, interference
and reflection effects. The acousto-optic effect is extensively used in the measurement and
study of ultrasonic waves. However, the growing principle area of interest is in acousto-
optical devices for the deflection, modulation, signal processing and frequency shifting of
light beams. This can be attributed to the increasing availability and performance of lasers,
which have made the acousto-optic effect easier to observe and measure. Technical
progresses in bothcrystal growthand high frequency piezoelectric transducers have
brought valuable benefits to acousto-optic components' improvements. Some materials
displaying acousto-optic effect include fused silica, arsenictrisulfide, tellurium
dioxide and tellurite glasses, lead silicate, mercury(l) chloride, lead (II)bromide and other
materials (Wachmann, 2000; Wachmann, Niu et al., 1996).

Various acousto-optic devices used now-a-days are as follows:

a. Acousto-Optic Tunable Filters (AOTFs)

The integration of opticoelectronic technology into confocal microscopy has provided a
significant enhancement in the versatility of the spectral control for a wide variety of
fluorescence investigations. AOFT is an adjustable quartz filter that works at frequencies as
high as sound i.e. “Acousto”. Light that passes the AOFT is diffracted depending on its own
wavelength and the wavelength of the ultrasonic wave field. The ultrasonic wave field can
be modulated so that the intensities of different laser lines can be changed between 0% to
100% by the software even during the scanning process (Chang, 1995). Several benefits of
the AOTF combine to enhance the versatility of the latest generation of confocal
instruments, and these devices are becoming ever-increasing popular for control of
excitation wavelength ranges and intensity. The primary characteristic that facilitates nearly
every advantage of the AOTF is its capability to allow the microscopist control the intensity
and/or illumination wavelength on a pixel-by-pixel basis while maintaining a high scan
rate. This single feature translates it into a wide variety of useful analytical microscopy

* 458 nm
Argon ;
LASER 476nm
" 488 nm
* 4% nm
* 514nm

Fig. The AOTF enables you to select the wavelengths (laser lines on/ off)
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tools, which are even further enhanced in flexibility when laser illumination is employed.
The rapid intensity and wavelength switching capability of the AOFT enables sequential
line scanning of multiple laser lines in which each excitation wavelength can be assigned a
different intensity in order to balance various signals for optimal imaging (Sharma, 2001).
The AOFT speed and versatility controls the wavelength and intensity of light that
simultaneously or sequentially scan each sample at sufficient speed to accurately monitor
dynamic cellular processes (Chen, Mills et al., 2003). The AOFT functions allow the selection
of small user-defined specimen areas termed as regions of interest. (ROI) can be illuminated
with either greater or lesser intensity and at different wavelengths for precise control in
photobleaching techniques, or spectroscopic measurements (Chen, Mills et al., 2003; Day,
Periasamy et al., 2001; Wallrabe and Periasamy, 2005). The illumination intensity can only be
increased in selected regions for controlled photobleaching experiments but can be
attenuated in desired area in order to minimize unnecessary photobleaching. When the
illumination area is under AOFT control, the laser exposure is restricted to the scanned
area by default and the extremely rapid response of the device can be utilized to provide
beam blanking during the fly-back interval of the galvanometer scanning mirror cycle
there by limiting unnecessary specimen exposure (Claxton, Fellers et al.). When the AOFT
is combined with multiple lasers and software that allow time course control of the
sequential observations, time-lapse experiments (4-D imaging) can be designed to acquire
data from several different areas in a single experiment, which might, for example, be
defined to correspond to different cellular organelles.

Thus development of AOFT has ultimately provided substantial additional versatility to
techniques such as FRAP (Lippincott-Schwartz, Altan-Bonnet et al., 2003; Klonis, Rug et al.,
2002), FLIP (Phair and Misteli, 2002) as well as uncaging i.e. localized photoactivated
fluorescence (Politz, 1999).

b. Acousto-optic Beam Splitter (AOBS)

The AOBS is actually an AOFT used in an imaginative manner to replace the dichoric mirror
which is usually used to separate the illumination and detection paths in confocal
microscope. In practice, AOBS is programmed so that it leaves most of the fluorescent light
undetected and only deflects light at specific laser lens.

The advantages of AOBS over systems that use dichoric mirrors as the main beam splitter
are its high efficiency, its lack of moving parts and its flexibility in terms of using new laser
lines simply by changing the software. While proper operation of the AOBS depends on the
light input being parallel as it passes through the crystal light originating above or below
the plane of the focus, one may see slightly different transmission characteristics.
Fortunately in confocal operation most of the out focus light is removed at the pin hole.

c¢. Acousto-optic modulator (AOM)

Optical wave can be modulated by varying the parameters like amplitude, phase, frequency
and polarization etc. Besides the acousto-optic interaction also makes it possible to modulate
the optical beam by both temporal and spatial modulation. A simple method of modulating
the optical beam travelling through the acousto-optic device is by switching the acoustic field
on and off. When off, the light beam is undiverted, the intensity of light directed at the Bragg
diffraction angle is zero, when switched on Bragg diffraction occurs, the intensity at the Bragg
angle increases. Hence, acousto-optic device modulates the output along the Bragg diffraction
angle by switching it on and off. In confocal microscope the device acts as a modulator for
keeping the acoustic wavelength (frequency) fixed and thereby varying the drive power to
vary the amount of light in the deflected beam. There are several limitations associated with
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Fig. Schematic representation of AOM

the design and performance of acousto-optic modulators. The acousto-optic medium must be
designed carefully to provide maximum light intensity in a single diffracted beam. The time
taken for the acoustic wave to travel across the diameter of the light beam limits the switching
speed and hence the modulation bandwidth. So to increase the bandwidth the light must be
focused to a small diameter at the location of the acousto-optic interaction.

d. Acousto-optic deflectors (AOD)

AODs are essentially the same as acousto-optic modulators (AOMs). In an AOM, only the
amplitude of the sound wave is modulated (to modulate the intensity of the diffracted laser
beam), whereas in an AOD, both the amplitude and frequency are adjusted (Hosada, Seya et
al.). AOD can scan a laser beam at up to 1000 KHz compared to about 500-1000Hz for linear
galvanometer scanner and about 4-8 KHz for resonant galvanometer. However, since AOD
produces deflection by diffraction and the scan angle depends on the wavelength of light
beam, the longer wavelength fluorescent light will be deflected by a different amount on its
way back through the crystals and will therefore fail to pass through the pin hole which

Fig. Schematic representation of AOD
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restricts its use. Although this dispersion effect can be theoretically compensated by a
chromatic corrections, but they are not practical in case of confocal. However, to overcome
this limitation of AOD, a confocal microscope is designed to descan only along the vertical
direction (controlled by slow galvanometer), followed by collection of light using a slit rather
than a pin hole (Brakenhoff, Blom et al., 1979). The penalty is the reduction in the amount of
optical sectioning and a very slight distortion in image caused due to loss of circular
symmetry. Nevertheless, it is possible to obtain high quality image using slits (Keller, 1995).

5. Scanners

Confocal imaging relies upon the sequential collection of light from spatially filtered
individual specimen points, followed by electronic signal processing and eventually the
visual display as corresponding image points. The point-by-point signal collection process
requires a mechanism for scanning the focused illuminating beam through the specimen
volume under observation which is achieved by scanning the stage or the beam. Thus, the
principle scanning variations commonly employed to produce confocal microscope images
includes:

e Scanning a laterally translating specimen stage coupled to a stationary illuminating
light beam (stage scanning)

e Scanning light beam with a stationary stage (beam scanning). In modern confocal
microscope, two fundamentally different techniques for beam scanning have been
developed.

e Single beam scanning (Wilhelm, Grobler et al,, 2003) uses a pair of computer
controlled galvanometer mirror to scan the specimen at the rate of approximately 1
frame/sec.

e  Multiple beam scanning confocal microscope that are equipped with a spinning
Nipkow disk containing an array of pinholes (Ichihara, Tanaami et al., 1996; Inoue
and Inoue, 2002; Nokano, 2002), here the light source is arc-discharge lamp instead
of lasers to reduce specimen damage and enhance detection of low fluorescence
level during real time image collection. Apart from this multiple beam microscope
can readily capture image with an array of detectors, such as CCD camera system,
PMT etc. (Chong, Coates et al., 2004).

Scanning the stage has the advantage that the optical system is spatially invariant but beam
scanning can be faster and avoids the problem of moving the sample. However, beam
scanning has certain limitations as it is usually performed using a feedback controlled
galvano-scanner mirror. So, in this case the light from the sample must be de-scanned so
that it does not move relative to the pinhole (Murphy, 2001; Webb, 1996). Each technique
has performance features that make it advantageous for specific confocal applications, but
that limits their usefulness in others.

6. Detectors

As light emitted by fluorophores in the sample is mainly unpolarized, polarization sensitive
beam splitters can only separate half of it from polarized excitation light. Instead, the emitted
light is either sequentially split by a combination of short pass or long pass dichrome mirror
before being passed through a band pass or long pass emission filters to detectors or it strikes a
dispersive element and then can be projected to detector. In confocal microscopy fluorescence
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emission is directed through a pinhole aperture positioned near the image plane to exclude
light from fluorescent structures located away from the objective focal plane, thus reducing the
amount of light available for image formation. As a result, the exceedingly low light levels
most often encountered in confocal microscopy necessitate the use of highly sensitive photon
detectors that do not require spatial discrimination, but instead respond very quickly with a
high level of sensitivity to a continuous flux of varying light intensity. Thus in confocal
microscopy the collection and measurement of secondary emission gathered by the objective is
accomplished by several classes of photosensitive detectors, including photomultipliers (PMT)
and assigning pseudocolors detector (APD) (Spring, 2001).
a. Photomultiplier detector: It measures intensity without spectral information. It actually
outputs an electrical impulse to the position logical circuits.
Principle of signal amplification:
e Conversion of photons into electrons
e Multiply electron
e Signal read out
b. Assigning pseudo colors detector: For multiple-channel acquisition it is helpful to
assign indexed colors to different grey-scale-images. The detector signals are adjusted
by gain and offset such that maximum number of grey level is included in the resulting
image (output).
¢ Gain: Amplifies the input signal by multiplication which results in a higher gray
level value; bright features are brought closer to saturation, general image
brightness is increased.
e Offset: sets the gray level of a selected background to zero; adjust the darkest
features in the image to black.

7. Pinhole

The optical sectioning (the rate at which the detected intensity drops off in the axial
direction) capability of a confocal microscope depends on pinhole and its capability to reject
out-of-focus light rays i.e. the strength of the optical sectioning depends strongly on the size
of the pinhole. Thus one can assume that making the pinhole as small as possible is the best
way to enhance optical sectioning. However, as the pinhole size is reduced a large number
of photons that arrive at the detector from the specimen is blocked. This may lead to a
reduced signal-to-noise ratio. To offset the weaker signal more fluorescence is needed from
the specimen but this can be done to a limit (by raising the intensity of the excitation light)
on the contrary high intensities can damage the specimen, and in the case of fluorescence,
also degrade the fluorophore. Moreover, it has been shown that optical sectioning does not
improve considerably with the pinhole size below a limit, which approximates the radius of
the first zero of the Airy disk. Thus, a fine approximation is to make the pinhole about the
size of the Airy disk. Confocal fluorescence imaging using the pinhole along with the earlier
optics significantly reduced the intensity of the emission that reaches the detector. With the
advancement in technology, the use of photo detectors for capturing light the sensitivity of
confocal imaging is enhanced. Thus, the detector’s sensitivity and noise behavior are vitally
important. The sensitivity is characterized by the quantum efficiency. That is, the accuracy
of the measurement is improved by increasing the number of photons arriving at the
detector.
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Confocal working

Confocal imaging is accomplished by using a two-step process. First, excitation light that is
focused on the specimen by the objective is initially passed through a small aperture, often a
slit or pinhole. Alternatively, a very narrow beam of laser light can be introduced into the
system via an optical fiber. By conditioning the excitation light this way, the amount of
fluorescence not in focus can be controlled or minimized. Second, fluorescence emissions
that originate from above or below the plane of focus are blocked by a second aperture or
slit in front of the detector. The smaller this second opening, the higher the rejection rates of
out-of-focus light and the thinner the optical section. These thin optical sections have greatly
improved contrast and axial resolution, but they are obtained at the expense of overall
specimen brightness.

Fluorophores

The choice of fluorophores is the most important aspects of fluorescence, confocal
microscopy. It is typically influenced by several factors:
e  The fluorophores should tag the correct part of the specimen.
e It must be sensitive enough for the given excitation wavelength.
e  For living specimens it should not significantly alter the dynamics of the organism
¢ The specimen should not affect the fluorophore as its chemical environment can affect
the position of the peaks of the excitation and emission spectra.
A major problem with fluorophores is that they fade (irreversibly) when exposed to
excitation light, a phenomenon known as photobleaching. Although this process is not
completely understood, it is believed in some instances to occur when fluorophore
molecules react with oxygen and/or oxygen radicals and become nonfluorescent. The
reaction can take place after a fluorophore molecule transitions from the singlet excited state
to the triplet excited state. Although the fraction of fluorophores that transitions to the
triplet state is small, its lifetime is typically much longer than that of the singlet state. This
can lead to a significant triplet state fluorophores population and thus to significant
photobleaching. Several strategies have been developed to reduce the rate of
photobleaching. One method is to merely reduce the amount of oxygen that would react
with the triplet excited state. This can be done by displacing it using a different gas. Another
method is by the use of free-radical scavengers to reduce the oxygen radicals. Shortening the
long lifetime of the triplet excited state has also been shown to be effective. Still other ways
include using a high numerical aperture lens to collect more fluorescence light and thus use
less excitation light. While photobleaching makes fluorescence microscopy more difficult, it
is not always undesirable. One technique that takes advantage of it is fluorescence
photobleaching recovery (FPR) or fluorescence recovery after photobleaching (FRAP). It
involves exposing a small region of the specimen to a short and intense laser beam, which
destroys the local fluorescence, and then observing as the fluorescence is recovered by
transport of other fluorophore molecules from the surrounding region. Quantities such as
the diffusion co-efficient of the dyed structures can then be determined.

Fluorophores for Confocal Microscopy

Biological laser scanning confocal microscopy relies profoundly on fluorescence as an imaging
mode due to its high degree of sensitivity, coupled with the ability to specifically target
structural components and dynamic processes in chemically fixed as well as living cells and
tissues. In confocal microscope this is achieved by fluorophores. Recent advances in
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SI. No. Fluorophores Excitation (nm) Emission (nm)
1. 5-Hydroxytryptamine (HAD) 370-415 520-540
2. Acridine yellow 470 550
3. Acridine orange 500 530
4, Alexa Fluor488 494 519
5. Alexa Fluor532 530 555
6. Alexa Fluor546 554 570
7. Bodipy 500/510 508 515
8. Bodipy 530/550 534 554
9. Cascade Blue 375 410
10. Coumarin 384 470
11. cY2 489 506
12. CY3 548 562
13. CY5 650 670-700
14. Dansyl 340 520
15. DAPI 345 458
16. DPH 354 430
17. Erythrosin 529 554
18. Ethidium Bromide 510 595
19. FITC 494 518
20. Fluorescein 495 517
21. FURA-2 340/380 500/530
22. GFP 395/489 509
23. Hoechst 33258 365 480
24, Hoechst33342 355 465
25. Laurand 364 497
26. Lucifer yellow CH 428 535
27. Nile Red 485 525
28. Oregon Green 438 493 520
29. Oregon Green 500 503 522
30. Oregon Green 514 511 530
31. Prodan 361 498
32. Pyrene 341 376
33. Rhodamine 110 496 520
34, Rhodamine 123 505 534
35. Rhodamine 6G 525 555
36. Rhodamine B 540 625
37. SITS 336 438
38. SNARF 480 600/650
39. Stilbene SITS, SITA 365 460
40. Texas Re 589 615
41. TOTO-1 514 533
42, YOYO-1 491 509
43, YOYO-3 612 631

Table 1.
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fluorophore design have led to superior synthetic and naturally probes, including fluorescent
proteins and quantum dots, which exhibit a high level of photo stability and target specificity.
Synthetic probes are constructed around synthetic aromatic organic chemicals designed to
bind with a biological macromolecule or to localize within a specific structural region, such as
the cytoskeleton, mitochondria, golgi apparatus, endoplasmic reticulum, and nucleus. Various
other probes are employed for monitoring dynamic processes and localization of
environmental variables, including concentrations of inorganic metallic ions, pH, reactive
oxygen species, and membrane potential. Still others are useful in monitoring cellular
integrity, endocytosis, exocytosis, membrane fluidity, protein trafficking, signal transduction,
and enzymatic activity. Besides, fluorescent probes have been widely applied to genetic
mapping and chromosome analysis in the field of molecular genetics.

Excitation and Emission Wavelengths of some well-known fluorophores

A list of excitation and emission wavelengths of probes utilized in fluorescence research and
applications is listed in Table 1. The positions of the maxima depend upon the solvent
utilized in the measurements. The table is only intended to provide an indication of the
wavelength range covered by each fluorophores.

Choosing fluorophore combinations for confocal microscopy

During multiple label fluorescence staining protocols, be it be wide-field and confocal
microscopy, the sensible choice of probes is major criteria for obtaining the best target signal
while simultaneously minimizing bleed-through artifacts.

Spectral bleed-through artifacts

The spectral bleed-through of fluorescence emission (often termed crossover or crosstalk),
that occurs due to very broad bandwidths and asymmetrical spectral profiles exhibited by
many of the common fluorophores, is a fundamental problem that must be addressed in
both wide-field and confocal microscopy. The phenomenon is usually manifested by the
emission of one fluorophore being detected in the photomultiplier channel or through the
filter combination reserved for a second fluorophore. Bleed-through artifacts often
complicate the interpretation of experimental results while working with a combination of
fluorophores, mainly if sub-cellular co-localization of fluorophores is under investigation or
quantitative measurements are necessary, such as in resonance energy transfer (FRET) and
photobleaching (FRAP) studies.

Signal-to-Noise considerations

Confocal microscope can also be used for quantitative estimation. For quantitative assessment
of imaging modes utilizing digital microscopy techniques, the effect of signal sampling on
contrast and resolution must be considered. The measured signal level values do not directly
represent the number of photons emitted or scattered by the specimen, but are proportional to
the number of photons. Furthermore, each individual sample of signal intensity is only an
estimation of the number of collected photons, and will vary with repeated measurement. This
variation is referred to as noise which imparts an uncertainty in the quantification of intensity
and therefore in the contrast and resolution of the image data. Thus for better quantitative
estimation signal-to-noise ratio must be taken into consideration.

Resolution

Confocal microscopy has inherent resolution limitations due to diffraction. Resolution can be
defined as the ability to recognize two closely associated points as two distant points. As
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discussed in confocal microscope the point source (LASER) is used to produces a point of light
on the specimen. In fact it appears in the focal plane as an Airy disk, whose size depends on
the wavelength of the light source and the numerical aperture of the objective lens. The Airy
disk limits the maximum resolution that can be attained with the confocal microscope, the best
resolution is usually about 200nm. Ideally, the image of a point would just be a single intense
point right at radius % 0. However, the finite size of the Airy disk sets the scale for which
details can be resolved. According to the Rayleigh criterion, the minimum separation between
two Airy disks for which they are distinguishable is equal to their radius. This corresponds to
the maximum of one Airy disk superimposed on the minimum of the other. Resolution along
the optical axis is also limited by diffraction effects. As in the lateral direction there is a
periodic, but elliptical distribution of intensity in the shape of an Airy disk.

Types of confocal microscope

Two types of confocal microscopes are commercially available:
e Confocal laser scanning microscopes
¢ Spinning-disk (Nipkow disk) confocal microscopes
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Fig. Schematic representation of the working principle of different types of confocal
microscope

Each of these classes of confocal microscope has particular advantages and disadvantages.
Most systems are either optimized for resolution or high recording speed (i.e. video
capture). Confocal laser scanning microscopes can have a programmable sampling density
while Nipkow use a fixed sampling density defined by the camera resolution. Imaging
frame rates are typically very slow for laser scanning systems (e.g. less than 3
frames/second). Commercial spinning-disk confocal microscopes achieve frame rates of
over 50 per second- a desirable feature for dynamic observations such as live cell imaging.
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Cutting edge development in confocal laser scanning microscopy now allows better than
video rate (60frames/second) imaging, by using multiple microelectronic mechanical
systems based scanning mirrors. Confocal x-ray fluorescence imaging is a novel technique
that allows control over depth, in addition to horizontal and vertical aiming. For example,
when analyzing buried layers in a painting.

Difference between laser scanning and spinning disc confocal microscope:

Sl Characteristics Laser Sc?nmng confocal Splnnlng—dlsk confocal
No. microscope microscope
1. Light source Laser Arc or Laser
2. Pin hole size Small Large
3. Mode of scanning | Point-by-point scanning Full frame imaging
Full-frame CCD cameras
4. Detector used PMT are used for image
formation.
Dimension It is used for the re- It " required f9r & .
5. . . . D(time-lapse) imaging of
analysis construction of 3-D image

living cells

Two types: Nipkow disk
Only one type: laser scanning | scanning confocal and
confocal microscope. DSU disk scanning
confocal.

6. Types

It provides highest level of
7. Advantages confocality and ability to do
thin optical sections.

It offers speed and great
transmission.

Compromise detectible
fluorescence in order to
deliver high degree of
confocality.

Point-by-point acquisition of
image is time consuming,.

8. Disadvantages Any specimen movement Less confocality.
during scan can result in
jagged edges in image or poor
definition of intracellular
details due to both time it
takes to capture the image and
damaging effects of the laser.

Fast Confocal Microscope

Most confocal microscopes generate a single image in 0.1-1 sec. For many dynamic processes
this rate may be too slow, particularly if 3D stacks of images are required. Even for a single 2D
image, slow frame rates translate into long exposure times of the specimen to intense laser
light, which may damage it or cause photobleaching. Two commonly used designs that can
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capture images at high speed are the Nipkow disk confocal microscope and a confocal
microscope that uses an acousto-optic deflector (AOD) for steering the excitation light.

Applications of Confocal Microscope

The broad range of applications available to laser scanning confocal microscopy includes a
wide variety of studies in neuroanatomy and neurophysiology, as well as morphological
studies of a wide spectrum of cells and tissues. In addition, the growing use of new
fluorescent proteins is rapidly expanding the number of original research reports coupling
these useful tools to modern microscopic investigations. Other applications include
resonance energy transfer, stem cell research, photobleaching studies, lifetime imaging,
multiphoton microscopy, total internal reflection, DNA hybridization, membrane and ion
probes, bioluminescent proteins, and epitope tagging. Many of these powerful techniques
are described in these reviews.

CLSM is widely-used in numerous biological sciences discipline, from cell biology and
genetics to microbiology and developmental biology.

FRAP (Fluorescence Recovery After Photo-bleaching)

FRAP is a technique designed to quantifying two dimensional lateral diffusion of a
fluorescent probes tagged to biological samples like nucleotides and proteins in single cells
or in molecularly thin film. In a FRAP experiment, a region with fluorescent molecules is
irradiated or photo-bleached with laser light. This results in the fluorescent molecules inside
that region to become non-fluorescent. The part recovered after a time lapse of this
experiment is due to subsequent redistribution of fluorescent and bleached molecules
throughout the volume. This gives information about their mobility. This technique is very
useful in biological studies of the fluid mosaic model of cell membranes. It can also be used
to determine if a protein is able to move within a membrane, or whether it is tethered to
other structural components of the cell. FRAP allows quantitation of a number of 'dynamic
parameters' such as diffusion coefficient, immobile fraction and binding or residence time.

e FRAP can be applied to one photon or multi-photon.

e  Slow FRAP takes seconds and fast FRAP takes micro- to milli-seconds.

e The amount of light that recovers (returns) relative to the amount of light that was there
before the photobleaching is the percent recovery.

e  The speed with which the fluorescent molecules migrate back into the photobleached
area is a measurement of the "diffusional mobility" which is usually called lateral
mobility

FRET (Fluorescence Resonance Energy Transfer)

Fluorescence resonance energy transfer (FRET) is a distance-dependent interaction between
the electronic excited states of two dye molecules in which excitation is transferred from a
donor molecule to an acceptor molecule without emission of a photon. This mechanism is
termed "Forster resonance energy transfer" and is named after the German scientist Theodor
Forster. When both chromophores are fluorescent, the term "fluorescence resonance energy
transfer" is often used instead Forster resonance energy transfer. Energy passes from the
excited DONOR molecule to the ACCEPTOR molecule through nonradiative dipole-dipole
coupling which then emits fluorescence. The fluorophores must be extremely close to one
another for this to happen (< 0.Imm). Thus, if FRET occurs, the donor fluorescence
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decreases (quenching) and the acceptor fluorescence increases. So the ratio of

acceptor/donor goes up. When the acceptor is photobleached, donor fluorescence increases.

Thus the efficiency of FRET is dependent on following parameters:

e Donor and acceptor molecules must be in close proximity (typically 10-100A).

e The absorption spectrum of the acceptor must overlap the fluorescence emission
spectrum of the donor

e Donor and acceptor transition dipole orientations must be approximately parallel.

Some selected applications of FRET:

e  Structural and conformation of proteins

e  Spatial distribution and assembly of protein complexes

¢  Receptor/ligand interactions

¢ Immunoassays

e  Prohibiting interactions of single molecules

e Real-time PCR assays and SNP detection

e Detection of nucleic acid hybridization

e  Primer-extension assays for detecting mutations

e Automated DNA sequencing

e Distribution and transport of lipids

¢  Membrane fusion assays

¢  Fluorogenic protease substrates

¢ Indicators for cyclic AMP and zinc

Thus, FRET is an important technique for investigating a variety of biological phenomena

that produce changes in molecular proximity.

FLIM (Fluorescence Lifetime Imaging)

The fluorescence lifetime is defined as the average time that a molecule remains in an
excited state prior to returning to the ground state. The process of fluorescence emission by
an excited molecule occurs like radioactivity with a characteristic half-life or decay lifetime
of a few nanoseconds. The life time varies between different fluorescent molecules and for
the same probe in a different environment. For example, the lifetimes of many fluorophores
are altered by the presence of ions such as Ca?*, Mg?*, ClI, pH or K*. This allows the
researcher to follow environmentally induced changes. FLIM does not require wavelength-
ratio metric probes. Fluorescence lifetime can give information about colocalisation of two
molecules (e.g.FRET) and separation of two emissions with same spectrum.

An advantage of lifetime imaging is that the absolute values of lifetimes are independent of
the probe concentration, photobleaching, light scattering and the amount of excitation
intensity. Fluorescence lifetime imaging (FLIM) thus offers several opportunities to study
dynamic events of living cells.

FLIP (Fluorescence loss in photobleaching)

A part of a cell at a distance from where there is an excess of fluorescent protein is bleached
with a laser at low intensity. One then images the sample just before and at constant
intervals after bleaching, allowing the bleached molecules to redistribute through the cell.

FLAP (Fluorescence localization after photobleaching)

The molecule to be located has 2 fluorophores, one to be bleached, and the other to act as a
reference label. One can then track the distribution of the molecule after it is bleached. The
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FLAP signal was obtained by subtracting the bleached signal from the unbleached one,
allowing the tracking of the labeled molecule.

FISH (Fluorescence in situ hybridization)

FISH involves the preparation of short sequences of cDNA complementary to the DNA
sequence of interest (Daims, Ramsing et al., 2001; Schmid, Twachtmann et al., 2000; Wagner,
Horn et al., 2002). These cDNA probes are labeled with fluorescent tags, and once the probes
hybridize to the complementary DNA, the area of DNA fluoresces. FISH can be performed
on non-dividing cells as well as actively dividing cells.

Living Cells imaging

Confocal microscopy has been used effectively for the 3D study of dynamics in living cells.
However, the imaging of living specimens adds the challenge of maintaining the life and
normal function of the organism. There are of course difficulties involved in preparing the
sample for viewing as is the case in conventional microscopy. But while performing the
experiments effect of photo-damage on the specimen caused due to focused high intensity
excitation light must be taken into account. This is complicated by the repeated exposure
required for tracking the cellular dynamics—a problem that has worsen 3-D data collection.
Fluorescence also introduces the problem of the fluorophore influencing the cell behavior as
well as the risk that oxygen molecules reacting with fluorophores in triplet excited states
may generate free radicals that damage the cell. Despite the challenges, a wide variety of
sophisticated fluorophores have been developed to study different aspects of cell biology.
They are designed to mark specific parts of the cell interior and often can simply be
introduced to the cell wall. The fluorophores molecules make their way into the cell and
attach to the intracellular structures of interest such as the mitochondria and the Golgi
apparatus. This is not always the case, however, as some fluorophores must be injected
directly into the cell. Labeling is even applied to the study of “nonphysical” structures of the
cell, some fluorophores have been developed for the measurement of dynamic processes
such as membrane potentials and ion concentrations. Multicolor fluorescence to distinguish
between small features such as proteins within a cell it is useful to tag them with different
fluorophores and image them as separate colors. There are two ways to do this 1)
fluorophores are selected to correspond with the wavelengths of a multiline laser and 2)
their response to the same excitation wavelength causes emission at different wavelengths.
In both cases the resulting emission is separated with appropriate filters and directed to
different detectors. However, there can be cross talk between channels of the emitted light.
For most of the commonly used fluorophores there is usually some overlap between their
emission spectra, making perfect channel separation impossible by filtering alone. To first
order this can be corrected by determining the level of overlap of emission of each
individual fluorophores into the channels of the other fluorophores and subtracting it out
mathematically.

Thus, confocal microscopy can serve as a valuable tool for live cell imaging.

Clinically, CLSM is used in the evaluation of various eye diseases, and is particularly useful
for imaging, qualitative analysis, and quantification of endothelial cells of the cornea (Patel
and McGhee, 2007). It is used for localizing and identifying the presence of filamentary
fungal elements in the corneal stroma in cases of keratomycosis, enabling rapid diagnosis
and thereby early institution of definitive therapy. Research into CLSM techniques for
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endoscopic procedures is also showing promise (Hoffman, Goetz et al., 2006). In the
pharmaceutical industry, it was recommended to follow the manufacturing process of thin
film pharmaceutical forms, to control the quality and uniformity of the drug distribution (Le
Person, Puigalli et al., 1998). CLSM is also used as the data retrieval mechanism in some 3D
optical data storage systems and has helped determine the age of the Magdalen papyrus.

Advantages:

Confocal microscopy offers several distinct advantages over traditional widefield

fluorescence microscopy-

e The primary advantage of laser scanning confocal microscopy is the ability to serially
produce thin (0.5 to 1.5 micrometer) optical sections through fluorescent specimens that
have a thickness ranging up to 50 micrometers or more.

¢ The ability to control depth of field.

e The most important feature of a confocal microscope is the capablity of isolating and
collecting a plane of focus from within a sample, thus eliminating the out of focus
"haze" normally seen with a fluorescent sample. Fine detail is often obscured by the
haze and cannot be detected in a non-confocal, fluorescent microscope

¢ Elimination or reduction of background information away from the focal plane (that
leads to image degradation) - The most important feature of a confocal microscope is
the capablity of isolating and collecting a plane of focus from within a sample, thus
eliminating the out of focus "haze" normally seen with a fluorescent sample. Fine detail
is often obscured by the haze and cannot be detected in a non-confocal, fluorescent
microscope.

e  The capability to collect serial optical sections from thick specimens- this is due to the
fact that with the confocal microscope, the z-resolution, or optical sectioning thickness,
depends on a number of factors: the wavelength of the excitation/emission light,
pinhole size, numerical aperture of the objective lens, refractive index of components in
the light path and the alignment of the instrument.

e The confocal microscope has a stepper motor attached to the fine focus, enabling the
collection of a series of images through a three dimensional object. These images can
then be used for a two or three dimensional reconstruction.

e  Double and triple labels can be collected with a confocal microscope. Since these images
are collected from an optical plane within the sample, precise co-localizations can be
performed.

e Confocal reflection microscopy can be utilized to gather additional information from a
specimen with relatively little extra effort, since the technique requires minimum
specimen preparation and instrument re-configuration. In addition, information from
unstained tissues is readily available with confocal reflection microscopy, as is data
from tissues labeled with probes that reflect light. The method can also be utilized in
combination with more common classical fluorescence techniques. Examples of the
latter application are detection of unlabeled cells in a population of fluorescently
labeled cells and for imaging the interactions between fluorescently labeled cells
growing on opaque, patterned substrata.

e Has the ability to compensate for autofluorescence.

The basic key to the above mentioned advantages is the use of spatial filtering techniques in

confocal microscope to eliminate out-of-focus light or glare in specimens whose thickness

exceeds the dimensions of the focal plane.
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Disadvantages:

Co-localization of fluorophores in Confocal Microscope - Two or more fluorescence
emission signals can often overlap in digital images recorded by confocal microscopy due to
their close proximity within the specimen. This effect is known as colocalization and
usually occurs when fluorescently labeled molecules bind to targets that lie in very close or
identical spatial positions.

8. Summary

A confocal microscope provides a significant imaging improvement over conventional
microscopes. It creates sharper, more detailed 2D images, and allows collection of data in
three dimensions. In biological applications it is especially useful for measuring dynamic
processes. A number of designs have been developed to achieve video-rate confocal
microscopy, which enables the capture of short-timescale dynamics.
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1. Introduction

Early detection of pre-malignant and malignant lesions of the larynx may be the best
method to improve patient quality of life and survival rates. Microlaryngoscopy, the
Kleinsasser method (Kleinsasser, 1962), was introduced in 1962 as a new procedure to
diagnose laryngeal diseases. Diagnosis of laryngeal disease depends on both the extent of
sampling and the method used (McGuirtBrowne, 1991). To improve the accuracy of
sampling during microlaryngeal surgery (MLS) and to maximize survival for patients with
cancer of the larynx, the search for new in-vivo technologies is of great clinical relevance.
The risk of local recurrence increases from 32% to 80% when positive margins are found
(Batsakis, 1999). Several techniques have been introduced in laryngology to detect early
stages of laryngeal cancer. Stroboscopy was thought to detect early laryngeal cancer, but
when applied preoperatively, this method fails to differentiate clearly between invasive
carcinoma of the true vocal cord and intracellular atypia and to determine the penetration
depth of the laryngeal cancer (Colden et al.,, 2001). Several methods were introduced to
improve the accuracy of sampling during microlaryngoscopy. Among these technologies,
“optical” biopsy (Kothe et al., 2005), rigid endoscopy (Kawaida et al., 1998), contact
endoscopy (Andrea et al., 1995a; Andrea et al., 1995b; Arens et al., 2003; Carriero et al., 2000;
Cikojevic et al., 2008; Wardrop et al., 2000), autofluorescence endoscopy (Delank et al., 2000;
Gillenwater et al.,, 1998; Harries et al., 1995, Malzahn et al., 2002), aminolevulinic acid-
induced fluorescence (Arens et al., 2007; Csanady et al., 2004; Gillenwater et al., 1998) and
optical coherence tomography (OCT) (Armstrong et al., 2006; LuierfSen et al., 2006; Wong et
al., 2005) should be noted. Except for the latter method, all technologies mentioned mainly
visualize macroscopically suspect lesions of the larynx. OCT is an optical imaging technique
that clearly identifies basement membrane violation from laryngeal cancer, but fails to
penetrate bulky exophytic tumors (Armstrong et al., 2006). Laryngeal tumors mostly appear
as keratotic lesions. So far, there is no information on the correlation between penetration
depth and thickness of keratotic lesions using OCT. Additionally, OCT fails to visualize
nuclear abnormalities that will be important to differentiate between hyperplasia of the
epithelium and dysplasia or early cancer (Armstrong et al., 2006). OCT images can be
obtained at depths of up to 2 mm (Brezinski et al., 1996) and provide approximately 3-35
pm lateral and 15-30 pm axial resolution when applied to epithelial tissue (Schmitt, 1999).
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OCT provides test outcomes for differentiation between benign laryngeal lesions and
dysplasia/carcinoma in situ with sensitivity of 88%, specificity of 89%, and predictive
accuracy of 88% (Just et al., 2010).

In contrast to OCT, laser scanning microscopy (LSM) provides cellular and sub-cellular
information and achieves a resolution of 1 pm (Rajadhyaksha et al., 1995). The basic
principle of LSM is that light from a laser passes through the illumination aperture, is
reflected by a dichroic mirror, and is finally focused on one point in the specimen (Stave et
al., 2002). Laser light that is backscattered from the specimen is captured through an
aperture. Only the light from the in-focus plane is imaged. Out-of-focus light is eliminated.
This gives a high-resolution image of cellular structures at the focal point. To obtain a two-
dimensional image, the confocal microscope scans across the tissue at a single depth,
recording images from a number of adjacent focal points. By moving the focal plane,
different layers of the tissue are displayed. The imaging depth is up to 0.5 mm and allows
identification of many intra-epithelial lesions (Collier et al., 2002; Rajadhyaksha et al., 1995;
White et al., 1999). With special software, it is possible to 3D-reconstruct the volume scans in
vivo. This procedure has been termed “virtual biopsy” (Amos & White, 2003; Kiesslich et al.,
2004). The illumination of the tissue (penetration depth of the laser) depends primarily on
the keratinization of the epithelium. It was hypothesized that increased levels of keratin
diminish the ability for illumination of the deeper cell layer of the epithelium. The reason for
this is the higher refractive index of keratin compared to cytoplasm (Brunsting & Mullaney,
1974). However, the penetration depth of LSM is limited due to two factors: background due
to out-of-focus scattering and signal-to-noise ratio (Schmitt et al., 1997).

Recently, a confocal microscope has been miniaturized and integrated into a conventional
flexible endoscope (Venkatesh et al., 2009). The diameter of the distal tip of the endoscope is
12.8 mm including the integrated miniaturized confocal microscope with a diameter of 5
mm (Venkatesh et al., 2009). The use of endoscopes with this large diameter has so far been
limited to the gastrointestinal tract. This newly developed imaging system provides in-vivo
histology during ongoing endoscopy and can be used to diagnose different diseases of the
gastrointestinal tract (Kiesslich et al., 2005; Kiesslich et al., 2006; Kiesslich & Neurath, 2005;
Kiesslich & Neurath, 2006; Venkatesh et al., 2009). There have been initial attempts to use
the mentioned imaging technology for in-vivo assessment of the oropharyngeal mucosa.
After topical application of acriflavine and intravenous fluorescein, cellular and sub-cellular
structures of the anterior human oropharyngeal region were displayed (Haxel et al., 2010).
Using a confocal microscope for use in ophthalmology, we obtained cellular and sub-
cellular information in vivo without any staining (Just et al., 2006a; Just et al., 2007a; Just et
al., 2005). Figure 1 demonstrates an in-vivo image of healthy human cheek mucosa.

Next, we commenced ex-vivo studies of laryngeal mucosa (Figures 2-7). A pre-clinical trial
has been carried out to assess benign, pre-malignant and malignant lesions of the human
larynx (Just et al., 2006b; Just et al, 2007b). Quantitative analysis of cellular and
morphological features, e.g. nuclear size, nuclear density, number of nuclei per cell,
nucleus/cytoplasm ratio, regularity of the cell layers, morphology of cells in a cell layer, and
occurrence of cellular junctions, showed good agreement with histology, suggesting that
LSM can identify pathologies in vivo (Just et al., 2006b). Confocal microscopy of the healthy
human larynx revealed that the border between the superficial and basement cell layer is
clearly visible, while the basement membrane itself cannot be detected (Fig. 2). In contrast to
carcinoma (Fig. 3), dysplasia is diagnosed when the cellular junctions remain intact (Fig. 6).
Figures 4 and 5 depict the typical findings of a papilloma (two papillae are indicated) and
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Fig. 1. Normal cheek mucosa. LSM displays a homogeneous cell architecture.

inflammation (koilocyte is marked). Visualization of the basement membrane is a
precondition for in-vivo diagnosis of precancerous lesions. Figure 7 shows the infiltration of
a carcinoma into the subepithelial space. Figures 2-7, obtained ex vivo, illustrate the
hallmark differences between normal epithelium of the larynx and the epithelium of benign
and pre-cancerous and cancerous lesions. The information from our ex-vivo studies of the
human larynx is limited; we regard them as a necessary prelude to applying this technology
in vivo during microlaryngoscopy.

To accomplish this, a rigid endoscope has been developed emerging as a potential tool for
detecting pre-malignant lesions in vivo without the need for explorative excision. The

Fig. 2. Ex-vivo LSM image of healthy human true vocal cord epithelium at a depth of 5 pm.
Regular cell architecture is apparent and both nuclei and cell membrane are clearly visible.
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Fig. 3. Carcinoma. Ex-vivo LSM image presents all criteria of malignancy: enlarged nuclei of
enlarged cells with variable shapes, clusters of cells, increased nucleus/cytoplasm ratio,
irregular cell architecture and loss of cellular junctions.

experiments focus on the in-vivo application of LSM as a technology that enables
visualization of cellular and sub-cellular information from the larynx epithelium. In our
opinion, this technology has a high potential to significantly improve the detection rate,
prevention and therapy of laryngeal cancer and its precursors. The application of this
method intraoperatively is of scientific and clinical importance.

50 pm

,".-" - saet
fivrag &

Fig. 4 Ex-vivo image of Fig. 5. Ex-vivo image of Fig. 6. Ex-vivo image of

papilloma (arrows) inflammation (koilocyte dysplastic cells
marked)

Next, we describe our approach to use confocal microscopy during microlaryngoscopy.

Requirement was to construct rigid endoscopes rather than flexible probes. The potentially

high impact of RCE is due to several unique properties and recent technical developments:

1. Imaging depths of 0.2 - 0.5 mm allow reliable identification of many intra-epithelial
lesions (Collier et al., 2002; Rajadhyaksha et al., 1995; White et al., 1999).

2. LSM provides longitudinal-sections of the tissue and allows for characterization of
normal laryngeal epithelium and of laryngeal lesions from different histogenetic origins
(Just et al., 2006b; Just et al., 2007b).
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3. Application of LSM gives the opportunity for rapid acquisition of high-quality images
of the laryngeal tissue (Stave et al., 2002).

4. Good correlation between LSM images and conventional histology were achieved in
normal tissue, but also in benign and cancerous lesions of the larynx (Just et al., 2006b;
Just et al., 2007b) and oropharynx (Just et al., 2008; White et al., 1999).

5. Rigid endoscopes seem to be easier to handle during microlaryngoscopy than flexible
endoscopic systems.

Fig. 7. Ex-vivo LSM image of infiltration of carcinoma into the subepithelial space (arrow)

2. Imaging system, analysis and application

A modified Heidelberg Retina Tomograph II (HRTII) (Heidelberg Engineering GmbH,
Heidelberg, Germany) is used. The rigid endoscope is connected onto the scanner. Polarized
light travels through a /4 plate. Reflections may occur at the water immersion objective
and the endoscope. Illumination is delivered by a 670-nm diode laser. For endoscopic use,
the A/4 plate of the HRTII is removed to avoid strong reflections. This leads to a percentage
reduction in the image quality. In order to improve the image quality, the laser power of the
HRTII scanner was increased for animal experiments and for the first clinical applications.
Three different modes can be used for data sampling. In the volume mode or 3D imaging
mode, 40 image planes are stored. The distance between two subsequent image planes is
about 2 pm. Thus, the depth range is 80 um per scan. Through resetting of the start plane, up
to 4 volume scans can be made. The maximal penetration depth is about 300 pm and ranges
from 100 to 450 um. The acquisition time for a volume scan is about 6 s. In sequence
acquisition mode, up to 100 images are stored. In section mode, single images can be stored.

2.1 Design of the rigid endoscope and the adapter

The prototype of the custom-made endoscope (length: 23 cm, diameter: 5 mm) consists of a
steel endoscope shaft with integrated rod lenses and one microscope objective at the end-
side of the endoscope (diameter 3.5 mm). Two different endoscopes have been developed.
One endoscope has a flat microscope objective at the end of the endoscope. A second
endoscope has a central hole perforation plate at the end-side of the endoscope. This
modification avoids tissue compression in the field of vision. A flexible, transparent solid
piece of cement is used to connect two adjacent rod lenses. This flexible material reduces the
risk of damage to the rod lenses. The cement is non-scattering and does not impair the light
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transfer and image quality. The numerical aperture of the system is 0.9 and is limited by the
endoscope. The endoscope is autoclavable and CE-certified. A connector has been
developed (KARL STORZ GmbH & Co. KG; Tuttlingen, Germany) to connect the HRTII to
the rigid endoscope (Fig. 8). With the connector, the starting plane can be set manually. To
achieve optical sectioning of the tissue, the scanning mechanism of the HRTII needs to be
activated. The devices (HRTII, adapter, and endoscope) supply images of 400 x 400 pm and
reach average penetration depths of 100-300 um (A/4 plate of the HRTII was removed). The
lateral and axial resolutions are about 1-2 pm and 2 pm, respectively.

Fig. 8. Devices for in-vivo assessment of laryngeal mucosa.

1 - Scanner of the HRTIL
2 - Adapter to connect the endoscope to the scanner.
3 - Rigid endoscopes.

2.2 Image analysis and classification of squamous intra-epithelial lesions (SILs)
Confocal microscopic images are captured and stored in a data bank together with the
microscopic  images obtained during microlaryngology. The corresponding
histopathological slices are reviewed separately. Each case is graded on a two-tiered scale as
mild/moderate dysplasia (resembling low-grade squamous intra-epithelial lesion (SIL)), or
severe dysplasia/carcinoma in situ (resembling high-grade SIL). Representative cases are
discussed and arranged together with clinical and histological images in an image gallery of
ascending severity SILs for synoptic viewing of lesions, thus enhancing reproducibility.

2.3 Intraoperative application

The larynx is exposed during microlaryngoscopy using laryngoscopes (Fig. 9). Suspicious
lesions are identified with the operating microscope or with conventional endoscopes (0°,
30°, 70°).



Rigid Confocal Endoscopy of the Larynx 103

For confocal endoscopy, the RCE is inserted through the laryngoscope (Fig. 10). The tip of
the endoscope is gently placed on the lesion under macroscopic or endoscopic control. To
avoid strong reflections, a contact gel (Vidisic®, Dr Mann Pharma, Berlin, Germany) is used.
The key step in this procedure is to take a biopsy as precisely as possible from the same
laryngeal region as for confocal endoscopy. This procedure enables us to compare the
confocal-microscopic findings with histology at a later stage.

Fig. 9. Clinical setting during microlaryngoscopy.

1 - Laryngoscope was inserted into the oral cavity.

Fig. 10. Clinical setting. Rigid confocal endoscope needs to be inserted through the
laryngoscope either under endoscopic or macroscopic control.
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3. Human larynx findings with in-vivo-RCM

Figure 11 shows images of a volume scan through the epithelium of a healthy true vocal

cord. Epithelial cell layers are visible up to a depth of 80 um (first series). The second
volume scan of the same vocal cord demonstrates the subepithelial fibers underneath the

epithelium (Fig. 12).

Fig. 11. Volume scan through a healthy true vocal cord. Cellular structures are visible up to
80 um (stepwise volume scan started from the surface of the epithelium).
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Fig. 12. Volume scan through a healthy true vocal cord. Subepithelial fibers are visible
(stepwise volume scan started from basal cell layer).
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Fig. 13. Three months after left-sided cordectomy due to T1 laryngeal cancer. The images
through the epithelium display no dysplastic cells. Vessel loops are visible in the
subepithelial space. Histology revealed inflammation, but no dysplasia.
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Fig. 14. Keratotic lesion of the left true vocal cord. LSM detected epithelial changes (irregular
cell architecture and dysplastic cells). Histology revealed microinvasive carcinoma. L, lesion;
T, tube; E, rigid confocal endoscope.
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RCE findings are shown for a 56-year-old man 3 months after CO,-laser assisted left-sided
cordectomy (Fig. 13). The thin epithelial layer appears homogeneous and regular. No
cellular abnormalities could be detected with confocal microscopy. Histology reveals
inflammation but no dysplasia. Vessel loops are visible underneath the epithelium (arrow).
Figure 14 demonstrates a keratotic lesion of the posterior third of the left true vocal cord of a
59-year-old man who had undergone laser surgery of both sides several years earlier.
Epithelial changes can be detected with confocal microscopy. Representative RCE images of
a volume scan demonstrate enlarged nuclei of enlarged cells with variable shapes, clusters
of cells, increased nucleus/cytoplasm ratio, and irregular cell architecture (Fig. 15). These
are criteria for dysplasia. Histology revealed severe dysplasia.

Fig. 15. 3D reconstruction of a volume scan (image size 400 x 400 x 80 pm) (carcinoma,
compare with Fig. 14).

4. Future research and developments

To detect early laryngeal cancer, a precise biopsy is of great importance. Confocal
microscopy has great potential for early diagnosis in laryngeal cancer. Initially, confocal
microscopy was applied outside the larynx in ex-vivo studies (Just et al., 2006b; Just et al.,
2007b) and later in vivo for detection of intraoral lesions (Just et al., 2007a). These studies
demonstrated the proof of principle of this new method in the field of otorhinolaryngology.
With the development of rigid endoscopes and coupling onto the confocal microscope, a
new application field has opened.

Improvement of the confocal microscope is an ongoing process. Since the first application of
this new technology in animal experiments, several improvements to the technique have
been accomplished. Among these, manual setting of the starting plane, automatic volume
scans and improvement in image quality should be mentioned (Farahati et al., 2010). A
further improvement includes on-line mapping during investigation. Image sizes of 400 x
400 pm only allow off-line mapping of defined tissue regions. Large-scale maps may help to
reduce the time required for re-locating tissue regions previously scanned. This method was
first described for on-line mapping of corneal structures (Zhivov et al., 2010; Zhivov et al,,
2009). Figure 16 demonstrates an on-line scan of a human tongue base.
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Combination of RCE with other new technologies, for example Optical Coherence
Tomography, is another aspect. OCT is a relatively new technology in laryngology. This
technique has two major advantages over confocal microscopy. Firstly, OCT allows imaging
of tissue layers, including the basal membrane. Optical cross-sections of the tissue (about 2
mm) can be displayed. The images can later be compared with the histopathology.
Assessment of the integrity of the basal membrane is important for diagnosis of laryngeal
lesions. Secondly, new OCT devices are coupled onto an operating microscope (Just et al.,
2009). In contrast to previously published data on OCT devices, which mostly required
special probes (Armstrong et al, 2006; Wong et al., 2005), OCT with an operating
microscope allows a non-contact application. The optical system of the microscope can be
used in its complete range without changing the center of field of vision, allowing very
precise correlations between the location of the B-scan and the biopsy taken for
histopathology (Just et al., 2010). But, cross sections of the tissue may also be a disadvantage
of OCT compared to confocal microscopy. The latter method supplies en-face images and
displays cellular and sub-cellular information on the tissue.

Intraoperative OCT measurements also allow the use of a rigid endoscope for confocal
microscopy. With regard to OCT, RCE and other new technologies, primary research is
required to validate the new technologies and to develop their clinical application for early
detection of laryngeal cancer and its precursors (Hughes et al., 2010). The method
demonstrated here will be explored in a multicenter study in patients with laryngeal cancer
and its precursors. A new and non-invasive technology for diagnosis of laryngeal diseases
should improve the accuracy of biopsies and reduce non-diagnostic biopsies.

Fig. 16. On-line mapping of the human tongue edge (image size 3.2 x 3.2 mm).
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1. Introduction

The development of modern neuroscience tools has a significant impact on the progress in
the field of neuroscience (Kandel, 1982). New tools has greatly faciliated the neuroscience
resreach, and can be critical for studies of brain circuit organization and function. Although
many approaches are useful by themselves, it is desirable to combine existing powerful
techniques to harness each technique's advantages and compensate for limitations.

In many brain areas, neuronal circuits are segregated into anatomically discrete areas such
as specific lamina and modules or compartments (Mountcastle, 1997). Functional imaging of
these brain areas is particularly useful in characterizing circuit properties. Fast voltage-
sensitive dye (VSD) imaging, which detects neuronal membrane potential changes via shifts
in the dye absorption /or fluorescence emission in response to varying membrane
potentials, offers a great means of simultaneous monitoring neuronal activities from many
locations with high spatial and temporal resolutions. With new dyes and modern imaging
apparatus, VSD imaging has been widely used to study spatiotemporal dynamics of
population neuronal activity in cortical tissue both in vivo and in vitro (Grinvald &
Hildesheim, 2004). Particularly, for in vitro brain slices, fast VSD imaging is important for
mapping circuit organization and response dynamics, and more recently has been used to
probe functional abnormalities in models of neurological and psychiatric disorders (Ang et
al., 2006; Airan et al., 2007). One major limitation of most in vitro VSD imaging studies,
however, lies in that the imaged neuronal responses are either spontaneous seizure activities
through pharmacological manipulations or induced by electric stimulations (Petersen &
Sakmann, 2001; Huang et al., 2004; Ang et al., 2006). Significant disadvantages of electric
stimulation include indiscriminate activation of axons of passage, slow and inefficient
placement of multiple stimulation locations, and tissue damage. In comparison, optical
stimulation including laser scanning photostimulation (LSPS) either by glutamate uncaging
or direct activation of light-sensitive channels (e.g., channelrhodopsin-2) enables rapid and
noninvasive photoactivation of neurons with great convenience and superior spatial
resolution in practical experiments (Callaway & Katz, 1993; Boyden et al., 2005; Petreanu et
al., 2009). Combining whole-cell recordings from single neurons with photostimulation of
clusters of presynaptic neurons permits extensive mapping of local functional inputs to
individually recorded neurons (Schubert et al., 2003; Shepherd & Svoboda, 2005; Xu &
Callaway, 2009).
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While both methods of VSD imaging and LSPS are already well established, the
combination can offer new and potentially valuable advantages in studies of spatiotemporal
dynamics and functional connectivity of populations of neurons in cortical circuits. LSPS
does not activate the axons of passage and avoids the difficulty of restricted and
unambiguous stimulation by electrode-based methods; VSD imaging affords the ability of
reporting the information of population responses that is largely missed when the
combination of photostimulation with single cell recordings is used for circuit input
mapping. Although it is of great advantage to combine both VSD imaing and LSPS for
circuit studies, the combination had never achieved due to technical challenges until
recently my research group succeeded in this implemention. We have developed a new
mapping technique that uses LSPS to provide precise and strong stimulation of neural
circuit components, and allows for functional connectivity and spatiotemporal dynamics of
population activity in large cortical areas to be examined by fast VSD imaging (Xu et al,,
2010). This novel approach is an all-optical approach for brain circuit mapping, and it
enables fast mapping and high-precision evaluation of cortical organization and function.

In this book chapter, I will report on this novel technique in detail, and introduce the system
design and new technical improvement. Then I will describe effective applications of the
technique in mapping brain circuitry.

2. General system design, calibration, VSD response characterization

2.1 The system design for combining LSPS with VSD imaging

Our overall system is illustrated in Figure 1, consisting of LSPS, VSD imaging, and
electrophysiological recording systems. We adopted the design of the LSPS system
described previously (Shepherd et al., 2003; Shepherd & Svoboda, 2005). A laser unit (model
3501; DPSS Lasers, Santa Clara, CA) was used to generate 355 nm UV laser for glutamate
uncaging. The laser beam was 1.5 mm in diameter and directed through the optical path of
our system. Short durations of laser flashes (e.g., 1- 3 ms) were controlled by using an
electro-optical modulator (i.e., pockels cell) (Conoptics, Danbury, CT) and a mechanical
shutter (Uniblitz; Vincent Associates, Rochester, NY). Laser beam power was modulated by
a neutral density gradient wheel and monitored by diverting a small fraction of the laser
beam with a glass coverslip to a photodiode. The laser scanning system included an X-Y
pair of scan mirrors, the scan lens, the tube lens, and the objective lens (Figure 1). The
mirrors delivered the laser beam through a scan lens; then the beam entered the microscope
(BX51IWL; Olympus) via a dichroic mirror (351DRLP; Chroma Technology, Brattleboro, VT)
and was focused by a custom-made UV-transmitting tube lens. The beam underfilled the
back aperture of the microscope objective to provide a more columnar (as opposed to
conical) illuminating beam, keeping the mapping as two-dimensional as possible by
reducing the axial resolution. Various laser stimulation positions could be achieved through
galvanometers-driven XY scanning mirrors (Cambridge Technology, Cambridge, MA), as
the mirrors and the back aperture of the objective were in conjugate planes, translating
mirror positions into different scanning locations at the objective lens focal plane. During
uncaging, a variable number of patterned sites that covered the mapping field were
stimulated sequentially in a nonraster, nonrandom sequence, following a "shifting-X"
pattern designed to avoid revisiting the vicinity of recently stimulated sites (Shepherd et al.,
2003; Shepherd & Svoboda, 2005). A modified version of Ephus software (Ephus, available
at https://openwiki.janelia.org/) was used to control photostimulation protocols and
acquire photostimulation data.



High Precision and Fast Functional Mapping
of Brain Circuitry through Laser Scanning Photostimulation and Fast Dye Imaging 115

As indicated in Figure 1, a dual camera port was used to couple the Q-imaging CCD camera
(Retiga 2000, Q-imaging Inc, Austin, TX) and the LSPS system to a MiCAMO02 fast imaging
system (SciMedia USA Ltd, Costa Mesa, CA) for voltage sensitive dye imaging. The VSD
imaging computer (B) was independent from the computer (A), but its image acquisitions
were triggered and synchronized with computer A through output TTL pulses from
computer A. Upon triggering, optical recording of VSD signals was performed by the
MiCAMO02 system with a sampling rate of 2.2 ms per frame (frame resolution 88 (w) x 60 (h)
pixels). The photostimulation and imaging systems were aligned and uncaging tests were
visualized by exciting caged fluorescein dextran on a glass slide (Xu et al., 2010). Under the
4x objective, the laser beam formed uncaging spots, each approximating a Gaussian profile
with the estimated full width at the half maximal fluorescence intensity of about 150 pm
laterally at the focal plane; and the laser beam caused uncaging of fluorescent dextran at
~100 pm in depth. It is important to note that the physical laser excitation size in the glass
slide does not directly translate into the effective spatial resolution of physiological
uncaging in brain slices (see below). In comparison, under the 60x objective, the UV laser
induced uncaging was focused to a smaller spot with the estimated full width at the half
maximal intensity of about 2 pm. While photostimulation through the 60x objective is useful
for exciting smaller numbers of neurons or possibly even single cell stimulation, our current
work focused on both imaging and excitation through the 4x objective to map propagation
of activity within local cortical circuits.

Electrophysiological recordings, photostimulation, and imaging of the slice preparations
were done in a slice perfusion chamber mounted on a motorized stage of the microscope.
Slices were visualized with an upright microscope (BW51X; Olympus, Tokyo, Japan) with
infrared differential interference contrast optics. At low magnification (4x objective lens, 0.16
NA; UPlanApo; Olympus), laminar and cytoarchitectonic features of brain slices were
visualized under infrared bright-field transillumination; and the slice images were acquired
by the Q-imaging camera. Digitized images from the camera were used for guiding and
registering photostimulation sites in brain slices. During experiments, simultaneous
electrophysiological recordings (whole cell recordings, loose-seal patchings or local field
potential recordings) were conducted to monitor laser stimulation and correlate VSD signals
with the electrical activity. To perform patch recording, cells were visualized at high
magnification (60x objective, 0.9 NA; LUMPlanFl/IR; Olympus). Neurons were patched
with borosilicate electrodes and recorded at room temperature in the whole-cell or loose-
seal mode. The patch pipettes (4-6 MQ resistance) were filled with an internal solution
containing 126 mM K-gluconate, 4 mM KCl, 10 mM HEPES, 4 mM ATP-Mg, 0.3 mM GTP-
Na, 10 mM phosphocreatine (pH 7.2, 300 mOsm). The electrodes also contained 0.5-1%
biocytin for cell labeling and morphological identification. Resting membrane potentials
were measured immediately after electrodes broke into the cells following formation of a
gigaohm seal, and current pulses were injected to examine each cell's basic
electrophysiological properties. Data were acquired with a Multiclamp 700B amplifier
(Molecular Devices, Sunnyvale, CA), data acquisition boards (models PCI MIO 16E-4 and
6713; National Instruments, Austin, TX), and Ephus software. Data were filtered at 2 kHz
using a Bessel filter and digitized at 10 kHz and stored on a computer. Once stable whole-
cell recordings were achieved with good access resistance (usually <20 MQ), the microscope
objective was switched from 60x to 4x for laser scanning photostimulation. The same low-
power objective lens was used for delivering the UV flash stimuli.
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Stock solution of MNI-caged-l-glutamate (4-methoxy-7-nitroindolinyl-caged I-glutamate,
Tocris Bioscience, Ellisville, MO) was added to 20-25 ml of circulating ACSF for a
concentration of 0.2 mM caged glutamate. After 5-6 hours of experimentation, the bath
solution and MNI-glutamate was refreshed. Care was taken to ensure a constant fluid level
in the chamber of ~ 2.0-2.5 mm above the slice to avoid small fluctuations in UV attenuation.
For some experiments, the addition of 10 pM CNQX (6-Cyano-7-nitroquinoxaline-2,3-dione
disodium, Tocris Bioscience) and 10 pM CPP (3-(2-Carboxypiperazin-4-yl)-propyl-1-
phosphonic acid, Tocris Bioscience) in solutions were used to block ionotropic glutamate
receptors. In addition, modified ACSF containing 0.2 mM Ca2+, 4 mM Mg2+ was used to
block synaptic transmission.

To prepare living brain slices, wild type C57/B6 mice (postnatal day 17-23) were deeply
anesthetized with Nembutal (>100 mg/kg, i.p.), rapidly decapitated, and their brains
removed. Visual cortical or hippocampal sections were cut 400 pm thick with a vibratome
(VT1200S; Leica Systems, Germany) in sucrose-containing artificial cerebrospinal fluid (CSF)
(in mM: 85 NaCl, 75 sucrose, 2.5 KCl, 25 glucose, 1.25 NaH2PO4, 4 MgClI2, 0.5 CaCl2, and 24
NaHCO3). Slices were first incubated in sucrose-containing ACSF for 30 minutes to 1 hour
at 32°C, and after the initial incubation period, transferred to recording ACSF (in mM: 126
NaCl, 2.5 KCl, 26 NaHCO3, 2 CaCl2, 2 MgCl2, 1.25 NaH2PO4, and 10 glucose) for the dye
staining at room temperature. The slices were stained for 1-2 hours in a staining chamber
containing ACSF with 0.02 mg/ml of an oxonol dye, NK3630 (available from Nippon
Kankoh-Shikiso Kenkyusho Co., Ltd., Japan), and then maintained in regular ACSF before
use. The NK3630 dye has been characterized in previous studies and has its peak signal-to-
noise ratio centered around 705 nm (Jin et al., 2002). Throughout the incubation, staining
and recording, the slices were continuously bubbled with 95% O2-5% CO2.

2.2 LSPS system calibration and VSD imaging tests

The effective physiological resolution of photostimulation in our system was assessed by
measuring neuronal excitation profiles, which quantify the spatial distribution of uncaging
sites that produce action potentials in individually recorded neurons; similar approaches to
assess the distribution of evoked neuronal excitability have been used by other groups
(Shepherd et al., 2003; Shepherd & Svoboda, 2005; Weiler et al., 2008). Specifically, the spatial
resolution of effective photostimulation, R, was quantitatively estimated as the mean
distance between the soma and the spike-generating sites weighted by the number of spikes
per site [i.e.,, R = Z(r X n)/Zn, where for each site, r is the distance to the soma and n is the
number of spikes]. Under our normal photostimulation conditions through the 4x objective
(power level: 20-35 mW; pulse duration: 1-2 ms), the average R across excitatory neurons in
primary visual cortex (V1) was about 90 pm across different V1 layers (Xu et al., 2010). This
is illustrated in Figure 2A-B, as LSPS had a spatial resolution of 50-100 um in evoking
suprathreshold spikes from the recorded neuron in a V1 slice. Therefore, photostimulation
in our experiments could provide spatially restricted neuronal activation, and offered a
sufficient resolution for V1 laminar circuit mapping. However, under stronger
photostimulation conditions (power level: 30-35 mW; pulse duration: 3 ms or above), the
spatial resolution of photostimulation was lowered as spikes could be evoked from cells
located 100-300 um away from the stimulation sites. The stronger laser stimulation evoked
neuronal spikes from the cells located far away from the photostimulation sites possibly
either through direct activation of distant dendrites or through strong synaptic drive
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(Dantzker & Callaway, 2000; Weiler et al., 2008). Hence, in hippocampal circuit mapping
experiments that we have conducted, strong laser stimulation was used to further assess
trans-synaptic spread of activity.

During experiments, a 705 nm light trans-illuminated brain slices, and voltage-dependent
changes in the light absorbance of the dye were captured by the MiCAMO02 camera (Figure
1). Under the 4x objective, the imaging field covered the area of 1.28 x 1.07 mm2 with a
spatial resolution of 14.6 x 17.9 pm?2/pixel. With the 60x objective, the imaging field covered
the area of 84.5 x 70.8 pm2 with a resolution of 0.96 x 1.18 um2/pixel. The trials were
obtained every 8 seconds and the recording periods were 1000 frames for each trial. VSD
images were smoothed by convolving images with a Gaussian spatial filter (kernel size: 3x3
pixels; & size: 1x1 pixel) and a Gaussian temporal filter (kernel size: 3 frames; o size: 1
frame). VSD signals were originally measured by the percent change in pixel light intensity
[AL/I %; the % change in the intensity (Al) at each pixel relative to the initial intensity (I)]. In
addition, signal amplitudes were expressed as standard deviations (SD) above the mean
baseline signal for display and quantification.

Because photostimulation and VSD imaging are combined, separation of the laser excitation
and the VSD signal is important. Given the UV laser and the VSD absorption light have
differing wavelengths (355 nm vs ~705 nm), the laser and its excitation artifact had been
significantly reduced using a band-pass filter centered at 705 nm right before the imaging
camera (See Figure 1). Furthermore, when using short laser pulses (i.e., 1-3 ms), the laser
artifact signal only existed in the initial 2 image frames (2.2 ms per frame). Compared to the
VSD signal reflecting neural activity (0.1-0.5%), the artifact signal was large, up to 2%
change from baseline (Figure 3B1-B4), however did not interfere with true VSD signals,
considering detectable VSD responses occurred approximately 5-6 frames after the laser
onset.

Successful combination of VSD imaging with laser photostimulation was exemplified in
Figure 2C and D through the 4x and 60x objectives, respectively. In Figure 2C, the image
data were from a coronal slice of mouse primary visual cortex (V1) with photostimulation
and imaging through the 4x objective. In response to the spatially restricted laser
stimulation, the evoked neural activity reflected by VSDsignals was initiated at the
stimulation site shortly after the laser onset, and gradually propagated and spread to other
regions. As shown in Figure 2D, VSD imaging and photostimulation was also achieved
through the 60X objective; the VSD response was the strongest at the stimulation location
with weaker activation in the surroundings. In the present study, single-trial
photostimulation-evoked VSD responses were sufficiently strong and could be discerned
from background noise; hence no averaging over multiple trials was necessary.

2.3 Characterization of photostimulation-evoked VSD responses

In V1 imaging experiments, we characterized photostimulation-evoked VSD responses. The
VSD signal results from the summed signal of neuronal ensembles; but the observed
properties of photostimulation evoked VSD signals were closely related to membrane
potential depolarization of individual neurons (Figure 3B1- B4). Spikes responded faster to
photostimulation than VSD signals, as the average spike peak time in response to
photostimulation was 11.8 + 3 ms, and the average VSD signal peak time was 29.9 * 6.3 ms
(Xu et al., 2010). In these experiments, the average VSD response latency across different V1
layers was 15.4 £ 0.7 ms.
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As exemplified in Figure 3A-E, the photostimulation-evoked VSD responses were mediated
by glutamate and its receptors, as neuronal spiking and VSD responses to glutamate
uncaging were essentially abolished by the ionotropic glutamate receptor antagonists (CPP
and CNQX). There was no VSD signal without glutamate uncaging; laser flashes alone did
not activate neurons or induce VSD responses. There was no detectable signal in brain slices
without VSD staining in response to photostimulation, indicating that photostimulation-
evoked VSD responses were not contaminated by activity-related tissue autofluorescence
signals (Shibuki et al., 2003; Llano et al., 2009). Furthermore, reducing synaptic transmission
from stimulated neurons using low Ca2+ and high Mg2+ ACSF solution restricted VSD
changes to the region near the stimulation site. This indicates that most activity far away
from the stimulation site reflected synaptic spread of activity to postsynaptic neurons rather
than activity in the axons and distant dendrites of directly stimulated cells (Figure 3F-H).
This is similar to the result observed in TTX, which blocks both synaptic spread and
conduction of activity with the axons of stimulated cells.

3. Visual cortical circuit mapping

Compared to previous studies of V1 circuits that used VSD imaging with electrical
stimulation or puffed glutamate at different cortical locations (Nelson & Katz, 1995; Yuste et
al., 1997), our new technique allows us to evaluate laminar propagation of evoked excitation
and probe functional connectivity of mouse V1 laminar circuits, with a much improved
precision and speed.

The new technique has been used to map activity propagation and layer-specific output
patterns in V1 local circuits. Under the stimulation conditions used, LSPS (1ms, 20-35 mW)
offered spatially restricted neuronal activation in a specific cortical layer so that we were
able to map direct projections from the stimulated layer to its targeted layer(s) by VSD
imaging of evoked activation. That is, photostimulation-evoked action potentials were
restricted to neurons with cell bodies at or close to the stimulation site; activity then
propagated through the axons of the stimulated neurons and generated postsynaptic
responses in the neurons that were connected to the stimulated cells. The measured VSD
signals reflected the combined contributions of these sources, but responses distant from the
stimulation site were dominated by postsynaptic changes, as evidenced by control
experiments in which synaptic transmission was blocked by using low Ca2+ and high Mg2+
ACSF (see above). Figure 4A, B and C show VSD image frames in response to laser
photostimulation at cortical layers 2/3, 4 or 5 in a V1 coronal slice, respectively, while Figure
4D shows VSD image frames in response to electrical stimulation at V1 layer 4. In
comparison, layer 4 photostimulation was effective as electrical stimulation in evoking
population neuronal responses, but its activation was more restricted and specific (compare
Figure 4B6 and Figure 4D6). Unlike electrical stimulation, a significant advantage of
photostimulation is such that uncaged glutamate does not activate passing axon fibers (Xu
et al, 2010), thus ensuring spatial specificity of stimulation and avoiding antidromic
presynaptic activation. During photostimulation and VSD imaging experiments, stimulation
in V1 cortical layers initiated excitation which resulted in VSD signals first localized to the
stimulation site at around 10-20 ms after laser exposure; excitation then propagated to
functionally connected cortical regions. For layer 2/3 stimulation, the activation in layer 2/3
was mostly localized in layer 2/3, however, relatively small but clear activation propagated
from layer 2/3 to layer 5, bypassing most of layer 4 (Figure 4A1-A6). There was essentially
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no excitation from layer 2/3 propagating to layer 6. Stimulation in layer 4 caused excitatory
activity to spread vertically to layers 2/3 and 5, but with little excitation in layer 6 (Figure
4B1-B6). Strong activation in layers 2/3 and 5 due to layer 4 stimulation indicates these
layers receive strong direct projections from layer 4. Layer 5 stimulation resulted in distinct
foci of activation in layer 2/3 (Figure 4C1-C6), and some activation spread into layers 6 and
4. Layer 6 stimulation resulted in mostly localized responses, but some activation could
spread into upper layers with stronger phostimulation.

This new technique has also been used to investigate spatiotemporal patterns of activity in
tangential slices of visual cortex. As shown in Figure 5, photostimulation evoked VSD
responses propagated largely in horizontal directions, and their response patterns evolved
into extended clusters of distinct activation domains. The pattern of population activity
reflected anatomical horizontal connections to the stimulation sites. There were spatial shifts
in the distribution of activation domains that resulted from different photostimulation sites.
The clustered activation domains seen in the tangential slices were similar to that found in
ferret visual cortex, but at a much finer scale. This is perhaps due to the spatially restricted
neuronal activation by photostimulation instead of electrical stimulation used in previous
studies (Tucker & Katz, 2003).

In addition, as LSPS activates many different sites with very short time intervals (e.g., see
Figure 2A-B), our technique enables rapid mapping of neuronal circuitry by patterned
photostimulation and VSD imaging of multiple V1 locations. This approach is much faster and
more efficient than mapping with electrical stimulation at different locations, considering the
time required for proper electrode placement on the order of minutes. As illustrated in Figure
6, an array of 4 x 4 photostimulation sites (cyan stars, in Figure 6A1) covered the V1 cortical
area at different laminar locations. During this experiment, the laser stimulation was a 1ms
laser flash at 35 mW with a stimulation interval of 8 seconds; the whole duration of VSD
mapping for all 16 locations only took 128 seconds. Figure 6C1-C16 shows the overall laminar
profile of photostimulation-evoked VSD responses by presenting peak activation frames at
each of the 16 stimulation sites covering V1 from cortical layer 2/3 to layer 6. LSPS resulted in
laminar specific patterns of excitatory output detected by VSD imaging.

Based upon high-resolution mapping data, we can quantify patterns of evoked activation in
individual cortical layers to analyze interlaminar functional connectivity of local V1 circuits.
Provided that VSD activation outside the stimulation site mostly reflects synaptic spread of
activity to postsynaptic neurons rather than activity in the axons and distant dendrites of
directly stimulated cells in the photostimulated layer, we can construct a functional
connectivity diagram for mouse V1 local circuits based upon quantitative analysis of
propagation activity from multiple laminar locations (Xu et al., 2010). Moreover, our data
allows for quantification of functional interlaminar projection strength. Specifically, based
upon the excitation profile data, it is estimated that each photostimulation activated
approximately 250 neurons within ~90 um of the laser uncaging center, as N spiking = p
Vexc , where the number of spiking neurons, N spiking is determined by the mouse cortical
neuronal density, p and the volume of excited neurons, Vexc [the product of
photostimulation-evoked spiking area (& R2 ) and the photostimulation axial penetration
depth in the brain slices (~ 50-100 um; an average of 75 um is used for calculation)]. The
neuronal density in mouse visual cortical layers 2/3, 4, 5 and 6 has been previously
quantified (Schuz & Palm, 1989). Therefore, the average number of spiking neurons (N
spiking) per photostimulation under normal experimental conditions can be calculated. As
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the number of presynaptic spiking neurons by each photostimulation is known, the
projection strength of these neurons could be quantitatively defined with the measurement
of evoked activation by VSD imaging in their functionally connected regions (Olivas et al.,
submitted). Taken together, our new technique yields precise and quantitative mapping
data for functional circuit analysis.

4. Hippocampal circuit mapping

We have extended our technique to investigation of spatiotemporal dynamics of
hippocampal circuit activity. We are particularly interested in understanding whether or
how a restricted population of dentate neurons (e.g., granule cells) can engage the entire
trisynaptic circuit. We photo-stimulated different locations in the dentate gyrus (DG) such
as the molecular layer, the granule cell layer and the hilus, and monitored how evoked
responses initiated and propagated throughout the hippocampal circuitry.

For the illustration purpose, we present example data of stimulation in the DG molecular
layer as shown in Figure 7. In this experiment, restricted photostimulation occurred in the
superior blade of DG molecular layer (indicated by small cyan star in Figure 7A). This
uncaging mimicked the perforant pathway stimulation, and induced serial excitatory
propagation in DG, CA3 and CA1 (Figure 7C). As shown in Figure 7B, we simultaneously
monitored optical recordings with field potential recordings at CA3, and the optical signal
from the ROI in CA3 correlated well with electrical activity reflected by the field potential at
that location. Our technique clearly revealed the information flow along the trisynaptic
circuitry in hippocampus. After a short delay of the photostimulation in the molecular layer,
the VSD response first initiated in the granule cell layer, traversed through polymorphic
layer (hilus), and reached CA3 and then CA1l (Figure 7C). This stimulation caused long-
lasting excitation in DG, CA3 and CA1. The excitation in CA3 and CA1l was extensive; the
amplitudes of the optical signals in pyramidal cell layer were stronger than those in stratum
radiatum or stratum oriens. In contrast, clearly the CA2 region did not have strong
excitation (see the white arrows in Figure 7C), which supports evidence that CA2 lacks of
the granule cell input (Swanson et al., 1978; Nakagami et al., 1997). The data illustrate a
localized DG neuronal population effectively engaged in the excitatory flow of information
throughout DG and the hippocampus proper collectively, thus providing a comprehensive
perspective of the functional circuit organization and dynamics of the hippocampal
pathway.

5. Further technical development

As an alternative method of photostimulation via glutamate uncaging, optogenetical
approaches can be used to make neurons directly photoactivated via channelrhodopsin-2
(ChR2) (Boyden et al., 2005; Zhang et al., 2006; Gradinaru et al., 2010). ChR2 is a light-
sensitive nonselective cation channel isolated from the green alga Chlamydomonas reinhardtii,
which can transduce light energy into neural activity when expressed in neurons (Boyden et
al., 2005). Therefore, in our new technique, glutamate uncaging can be replaced with
photoactivation via channelrhodopsin or other genetically encoded photosensitive
molecules expressed in cortical neurons (Boyden ef al., 2005; Kuhlman & Huang, 2008).
Genetically encoded ChR2 can also enhance the ability of photostimulation in targeting
define cell types, as glutamate uncaging indiscriminately stimulates all neurons expressing
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glutamate receptors. Figure 8 exemplifies our ability of VSD imaging with ChR2
photoactivation. We take advantage of the transgenic mouse line expressing ChR2 in subsets
of excitatory pyramidal neurons under the control of the Thyl promoter (Figure 8A), and
have mapped local cortical circuitry using the blue laser photostimulation (475 nm laser,
2mW, 1ms) without the aid of caged glutamate. As shown in Figure 8 C, compared to
photostimulation via glutamate uncaging, ChR2 activation was much faster, with an
imaging response latency of less than 1 image frame (2.2 ms). In addition, the population
neuronal activity induced by ChR2 photoactivation was quite strong and the activity
propagation pattern was similar to that evoked by glutamate uncaging (Figure 8B and C). A
caveat is that ChR2 activation has an issue of spatial precision of photostimulation as action
potentials can be elicited by photostimulating the soma and dendrites as well as the axon
(Petreanu et al., 2007). Regardless, this new development makes it possible to target not only
specific cortical regions but also specific subset of neurons within their participating circuits
through laser scanning photostimulation.

Our technique can be generally extended to other fast dye imaging. For example, when
calcium indicators are used, LSPS can be combined with calcium imaging. As the optical
signals of VSD and calcium indicators differentially report subthreshold postsynaptic
potentials and local action potential firing, and as simultaneous VSD and calcium imaging
using epifluorescence optics has been reported to measure the spatiotemporal dynamics of
activity in cortical circuits in vitro and in vivo (Berger et al., 2007), we plan to combine both
VSD and calcium imaging with laser scanning photostimulation, which will allow us to
monitor both the synaptic drive and the spiking activity of a given circuit location at the
same time. Compared to VSD measurements, the drawbacks of calcium measurements
include the concern that some cells or cell types that produce action potentials may not
produce measurable Ca2+ transients, and the inability of calcium dyes to detect inhibitory
synaptic activity (Knopfel et al., 2006).

Although we have successfully used synthetic voltage-sensitive dyes in our technical
implementation, the conventional dyes have certain limitations such as non-specificity of
cell staining and side effects including toxicity and dye interference with neuronal
membrane potentials and excitability (Mennerick et al, 2010). However, emerging
optogenetics methods have started to overcome the problems of the conventional dyes by
developing genetically encoded sensors and expressing such sensors in defined cell
populations in vivo, thus avoiding background noise and enabling a rigorous assignment of
optical response signals to specific cellular sources (Akemann et al., 2010). Clearly, this is an
important consideration for our future improvement.

6. Discussion and conclusions

As described in this chapter, we have developed a new photostimulation-based technique
through the integration of VSD imaging and LSPS for high precision and rapid mapping of
in vitro functional circuits at the neuronal population level. The incorporation of LSPS has
greatly enhanced the ability of assessment of evoked network activity by fast VSD imaging.
The “dream-team” methods of stimulation and imaging make this new technique quite
effective in mapping neuronal circuit dynamics and organization.

Photostimulation based mapping techniques have been widely applied for analyzing
cortical circuits. LSPS combined with whole cell recordings is an effective method for
mapping local circuit inputs to single neurons, as the simultaneous recording from a
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postsynaptic neuron with photostimulation of clusters of presynaptic neurons at many
different locations provides quantitative measures of spatial distribution of excitatory and
inhibitory inputs impinging onto single recorded neurons (Callaway & Katz, 1993; Schubert
et al., 2003; Shepherd & Svoboda, 2005; Xu & Callaway, 2009). LSPS has also been combined
two-photon calcium imaging to generate detailed functional maps of inputs to individual
cells with single-cell and three-dimensional precision (Nikolenko et al., 2007). Different from
the aforementioned approaches, our newly developed technique is intended to assess circuit
activation and network connectivity at the neuronal population level through fast VSD
imaging and photostimulation. As our technique is often performed with simultaneous
electrophysiological recordings of single neurons, the method is readily combined with
whole-cell patch-clamp measurements of electrical signals in brain slices so that local
cortical circuits can be examined in the same brain slice at both single cell and population
levels. Note that laser photostimulation has been combined with intrinsic flavoprotein auto
fluorescence imaging to map long range neural connections in the thalamocortical slice
(Llano et al., 2009), but the imaging of intrinsic signals generally lacks the temporal and
spatial resolution required for studies of local circuit connections and dynamics.

Our technique can have important applications in the field of cortical circuitry as
demonstrated in our studies of mouse V1 and hippocampal circuits. As the mouse is an
important model system for cortical circuit studies and mouse V1 circuits are less well
understood, we imaged and probed V1 with spatially restricted photostimulation, and
mapped interlaminar functional connectivity and circuit dynamics. This technique enabled
direct visualization of interlaminar functional connections in V1 circuits at a previously
unattainable precision (Burkhalter, 1989; Yuste et al.,, 1997, Callaway, 1998). Overall, our
mouse V1 data fit with and extend previous anatomical and physiological observations of
laminar patterns of axonal projections in rodent V1 local circuits (Burkhalter, 1989; Yuste et
al., 1997), and is generally consistent with proposed V1 laminar operational schemes
(Gilbert, 1983; Callaway, 1998). Although our V1 results are as expected from known
anatomy and connectivity in the rodent visual cortex (Burkhalter, 1989; Yuste et al., 1997),
this method would be valuable for assaying brain areas, species, or genetically modified
mouse lines in which these data are not presently available. In addition, the application of
this technique to the hippocampal circuitry mapping further validated its technical power
and effectiveness. The circuit dynamics and functional connection in the hippocampal
circuitry were mapped through spatially restricted activation of a subset of DG neuronal
population. With strong photostimulation, we were able to examine the perspective of the
polysynaptic spread of activity in detail.

As this is all-optical technique to image and evoke circuit activity, our new method can be
further developed as a methodology for identification and monitoring of real-time responses
in vitro (e.g., cell cultures and slice preparations) to drugs, therapeutic or genetic
interventions. The immediate application can be extended for fast and effective screening of
circuit alterations in transgenic animal models recapitulating specific neurological diseases
at a large scale.
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Fig. 1. The general system design for combining laser scanning photostimulation (LSPS)
with voltage sensitive dye (VSD) imaging. The diagram shows the whole system
consisting of laser scanning photostimulation, VSD imaging, and electrophysiological
recording systems. This figure was modified from Xu et al. (2010) with permission of the
American Physiological Society.
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Fig. 2. Physiological calibration of the LSPS system and example tests for combining
photostimulation with VSD imaging. A shows a mouse coronal V1 cortical slice image
with the superimposed photostimulation sites (16 x 16 cyan stars, spaced at 50 pm x 50 pm)
across cortical layers 1, 2, 3, 5 and 6 (i.e., L1-L6). The glass electrode was recording from an
excitatory pyramidal neuron (with its morphology shown in the inset in B), with its location
indicated by a small red circle. B shows the traces of membrane potential depolarization of
the recorded neuron at the current clamp mode in response to LSPS (1ms, 30 mW,
interstimulus interval, 400 ms) at the locations shown in A. Although subthreshold
responses are seen at many locations, suprathreshold spikes only occur around the
perisomatic area of the recorded neuron (indicated by the small black circle). C and D are
sequences of VSD image frames in response to photostimulation through 4x and 60x
objectives, respectively. Laser stimulation (32 mW) was 1 ms and 100 ps for C and D,
respectively. The site of photostimulation can be identified by the laser excitation artifact in
the initial frames of the sequences. Time progresses from left to right, and VSD signal
amplitudes expressed as standard deviations (SD) above the mean baseline signal are color
coded. Warmer colors indicate greater excitation. The map pixels with amplitudes =1 SD
are plotted. Note that the CCD camera images have a slightly different aspect ratio. Under
the 4x objective, the camera covers an area of 1.28 (w) x 1.07 (h) mm2 with a spatial
resolution of 14.6 (w) x 17.9 (h) pm/pixel. The following figures use the same conventions.
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Fig. 3. Characterization of photostimulation-evoked VSD responses. A shows a gray scale
image of V1 slice stained with NK3630, photostimulated (laser: 1 ms, 35 mW) at two sites
(indicated by cyan stars) close to the recording electrode placed at the boundary of layers 3
and 4. The recorded neuron was identified as an excitatory pyramidal neuron. B1 and B2 are
data traces of simultaneous whole-cell recording and VSD imaging in response to
photostimulation at sites of 1 and 2 in normal artificial cerebrospinal fluid (ACSF),
respectively. Red traces represent membrane potentials of the recorded neuron, and blue
traces represent VSD signals that were measured from the region of interest (ROI) - marked
by a blue square around the electrode tip shown in A. The black arrow in B1 points to the
artifact signal of laser excitation in the VSD signal trace. B3 and B4 show data traces of
simultaneous whole-cell recording and VSD imaging in response to photostimulation at the
same sites as B1 and B2 but in ACSF with 10 uM CNQX and 10 uM CPP. C, D and E show
VSD image frames of peak activation after glutamate uncaging at site 1 (indicated by the
white star) before, after bath application and after wash out of CNQX and CPP, respectively.
VSD signal amplitudes expressed as standard deviations (SD) above the mean baseline
signal are color coded. F-H are peak activation frames of a different V1 slice in response to
laser photostimulation in a layer 4 site (indicated by the white star; laser: 1ms, 35 mW) with
perfusion of normal ACSF (control), low Ca2+ and high Mg2+ ACSF (containing 0.2 mM
Ca2+, 4 mM Mg2+) and post-control normal ACSF, respectively. The data illustrate that
most VSD responses outside the photostimulation site are predominantly postsynaptic
responses which are blocked in the low Ca2+ and high Mg2+ solution. This figure is
reproduced from Xu et al. (2010) with permission of the American Physiological Society.
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Fig. 4. Spatially restricted neuronal activation via laser photostimulation enables high
resolution mapping of interlaminar connections in mouse V1 local circuits. A, B and C are
sequences of VSD image frames in response to photostimulation (laser duration: 1ms;
power: 32 mW) at cortical layers 2/3, 4 or 5 in a V1 coronal slice, respectively, while D
shows VSD image frames in response to electrical stimulation (1ms, 50 pA current injection)
through a microelectrode placed at V1 layer 4. VSD images were acquired at the rate of 2.2
ms/frame during the experiment, and are displayed at specific time points. Time progresses
from top to bottom in the column, and color code is used to indicate VSD signal amplitudes
expressed as standard deviations (SD) above the mean baseline. The map pixels with
amplitudes =1 SD are plotted and included for further quantification. Warmer colors
indicate greater excitation. The site of photostimulation can be identified by the laser
excitation artifact (the blue spot) in the initial frames of the sequences. The short dashed
white lines in the first image of A, B and C denote the laminar boundaries of V1 layers 1,
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2/3,4,5 and 6. VSD images in D1-D6 are color-coded differently from A-C. In D1, the white
star indicates the tip of the glass pipette for electric stimulation. This figure is reproduced
from Xu et al. (2010) with permission of the American Physiological Society.

Fig. 5. Photostimulation-evoked horizontal excitatory propagation in a V1 tangential slice.
A and B are time frame series of VSD responses to photostimulation (30 mW, 2 ms) in two
different locations, respectively, in the tangential slice of layer 2/3 in mouse visual cortex.
The resulting patterns of VSD responses are characterized by an extended zone of activation
domains from the stimulation site.
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Fig. 6. Rapid mapping of V1 local circuits through combination of VSD imaging and
LSPS at multiple sites. A shows the slice image with cyan stars indicating a 4x4 stimulus
pattern covering V1 from cortical layer 2/3 to layer 6. The patch pipette was placed in the
middle of layer 4 for extracellular electrical stimulation, while in most other experiments, a
single pyramidal neuron was recorded during photostimulation and imaging for
monitoring the effectiveness and spatial precision of laser photostimulation and correlating
single-cell activity with the VSD imaged population response. B shows the DAPI-stained
image of the same V1 slice as in A for laminar boundary designation. The short white lines
in A, B, and C1, C5, C9 and C13 denote the laminar boundaries of layers 1, 2/3, 4, 5 and 6.
C1-C16 show peak activation frames of the VSD map sequences corresponding to the 16
stimulation sites indicated in A.
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Fig. 7. Hippocampal circuit mapping. A shows a gray scale image of the hippocampus slice
with the photostimulation site marked by a cyan star (in DG) and a blue square marking the
ROI around the electrode tip in CA3. The data traces of the local field potential (in red) and
the VSD signal (in blue) of the ROI shown in A are aligned in B to compare their temporal
relationship. The VSD signal scale is in the percent change in light intensity [AI/I %]. C
shows time frame series of the VSD response after photostimulation, and demonstrates a
clear excitation flow through the hippocampal trisynaptic pathway. The white arrows in C
point to the CA2 region which has little activation.
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Fig. 8. VSD imaging with channelrhodopsin-2 (ChR2) photoactivation. A shows a yellow
fluorescent proteins (YFP) fluorescent image of a medial prefrontal cortical slice from the
transgenic mouse line expressing YFP- fused ChR2 mostly in subsets of excitatory
pyramidal neurons under the control of the Thyl promoter. This mouse line has relatively
weak ChR2 in cortical layers 2 and 6, as reflected by the YFP fluorescence level. Note that
medial prefrontal cortex lacks a granular layer 4 as seen in primary sensory cortices such as
V1. B shows the aligned data traces of the local field potential (in red) and the VSD signal (in
blue) of the ROI shown in C to compare their temporal relationship. The VSD signal scale is
in the percent change in light intensity [AI/I %]. C shows time frame series of the VSD
response to blue laser photostimulation (475 nm, 2 mW, 1 ms) in cortical layer 3 of the
coronal slice, with both vertical and horizontal activity propagation.
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1. Introduction

The number of melanocytic tumours has increased in the last decades, whereby the
frequency of melanoma doubles every 20 years. At present there is a risk of 1:100 to falling
sick with a melanoma. According to a WHO report, in the year 2006, about 48,000 melanoma
related deaths occur worldwide per year (Lucas et al., 2006). The malignant melanoma is
one of the less common types of skin cancer but causes the majority (75%) of skin cancer
related deaths. Most melanomas are brown to black looking lesions (Friedman et al., 1985).
Warning signs that might indicate a malignant melanoma include change in size, shape and
color. Early signs of melanoma are changes to the shape or color of existing moles (ABCD
rule). Skin cancer has many potential causes, including: overexposure to UV-radiation
(extreme sun exposure during sun-bathing), which may cause skin cancer either via the
direct DNA damage or via the indirect DNA damage mechanism; smoking tobacco can
double the risk of skin cancer; chronic non-healing wounds; genetic predisposition and the
human papilloma virus (HPV), which is often associated with squamous cell carcinoma of
the genitals, anus, mouth and fingers (Oliveria et al., 2006) The detection of malignant
changes of skin tissue in the early stages will augment the success of the therapy (Marcovic
et al., 2009). Metastasis of the melanoma in a progressive stage may spread out to the lymph
nodes or even more distant places like: lungs; brain; bone and liver. Such metastatic
melanoma may cause general symptoms like: fatigue; vomiting and loss of appetite. The
greatest chance of cure is in the early surgical resection of thin melanomas. Therefore, a
periodical screening of risk persons is necessary. In the fight against skin cancer, researchers
have high hopes in improved and fast provisional screening methods for the clinical routine.
Confocal laser scanning microscopy (CLSM) is a novel imaging device enabling the non-
invasive examination of skin lesions in real-time (Rajadhyaksha et al., 1999). Therefore,
CLSM is very suitable for routine screening and early recognition of skin tumours. The
CLSM technique allows the viewing of micro-anatomic structures and individual cells. In
contrast to the conventional examination, where suspicious skin tumours have to be excised,
embedded in paraffin and stained, this method is much more agreeable for the patient and
faster. However, training and experience is necessary for a successful and accurate diagnosis
in this new and powerful imaging technique. To diminish the need for training and to
improve diagnostic accuracy, computer aided diagnostic systems are required by the derma
pathologists.
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Computer aided diagnosis means that the harmless (nevi) and malignant cases are
discriminated by automatic analysis on a computer, providing optimised preventive
medical checkups and accurate and reliable detection of skin tumours. Automated
diagnostic systems need no input by the clinician but rather report a likely diagnosis based
on computer algorithms. A main task in automated image analysis is the selection of
appropriate features for a “computer friendly” description of the tissue. The choice and
development of the features is driven by the diagnostic guidelines of the derma
pathologists. In the diagnosis of CLSM views of skin lesions, architectural structures at
different scales play a crucial role. The images of benign common nevi show pronounced
architectural structures, such as: arrangements of nevi cells around basal structures and
tumour cell nests. The images of malign melanoma show melanoma cells and connective
tissue with few or no architectural structures. Features based on the wavelet transform have
been shown to be particularly suitable for the automatic analysis of CLSM images because
they enable an exploration of images at different scales (Wiltgen et al., 2008). A further task
in automated analysis is the choice of the machine learning algorithm for classification,
which enables it, after a previous training, to predict the class of a lesion (nevi or malignant
melanoma). For medical diagnosis, the algorithm should duplicate the automated diagnostic
process by making it understandable for the human interpreter. By the CART (Classification
and Regression Tree) algorithm, the inferring rules are automatically generated during the
training of the algorithm. The generated rules have a syntax that is understandable for the
human interpreter and they can be discussed and explicitly used as diagnostic rules. The
classification results are relocated to the images by use of the inferring rules as diagnostic
aid. The regions enabling a high discrimination power are highlighted in the images,
showing tissue with features in good accordance with typical diagnostic CLSM features.

In this paper, we introduce the basic principles of automated diagnosis of CLSM images of
skin lesions. Special attention is given to the wavelet transform for the description of the
tissues in a way that conforms with the guidelines of the human interpreter. Further, the
machine learning algorithm for the class prediction and its diagnostic rules is discussed in
some detail. The application and performance of the discussed methods is demonstrated by
a selected study.

The procedure for image analysis presented in this paper, was developed with the
“Interactive Data Language” software tool IDL, which is a computing environment for
image analysis, data visualization, and software application development (IDL 7.1, ITT
Visual Information Solutions (ITT VIS), formerly known as Research Systems Inc. (RSI),
http:/ /www.ittvis.com/). IDL belongs to the Fourth Generation Languages (4GL) and
includes image processing procedures and tools for rapid prototyping and rapid application
development. All software runs on a PC under Windows and supports the development of
applications with graphical user interface (GUI). The CART (Classification and Regression
Trees) analysis was done with the software from Salford Systems, San Diego, USA.

2. Confocal laser scanning microscopy

The principle of confocal microscopy was developed by Marvin Minsky in 1957. After the
development of lasers, confocal laser scanning microscopy became a standard technique
toward the end of the 1980s (Patel et al., 2007). Confocal laser scanning microscopy (CLSM)
is a technique for obtaining high-resolution optical images with depth selectivity (Paoli et
al., 2009). This technique enables the acquisition of in-focus images from selected depths
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(Pellacani et al., 2008). Therefore, for non-opaque specimens, such as biological tissue,
interior structures can be imaged. The images are acquired by a point-by-point scanning and
reconstructed using a computer. For interior imaging, the quality of the image is greatly
enhanced over conventional microscopy because the image information from multiple
depths in the specimen is not superimposed.

Optical Device Computer Device

— cd

Fig. 1. Principle of the confocal laser scanning microscope

In a confocal laser scanning microscope, a laser beam passes trough a pinhole and is
directed by a beam splitter (dichroic mirror) to the objective lens where it is focused into a
small focal volume at a layer within the biological specimen (Fig. 1). The scattered and
reflected laser light from the illuminated spot is then re-collected by the objective lens. The
beam splitter separates it from the incident light and deflects it to the detector. After passing
through a further pinhole, the light intensity is detected by the photon detection device
(usually a photomultiplier tube or avalanche photodiode), transforming the intensity of the
reflected light signal into an electrical one that is recorded by a computer. The depth of the
layer (its vertical position) inside the specimen is controlled by the pinhole at the laser
source. Each layer shows horizontal sections of the lesions. The electric signal, which is
obtained from the intensity of the reflected light out of the illuminated volume element at a
layer within the specimen, represents one pixel in the resulting image (Fig. 1). As the laser
scans over the plane of interest, a whole image is obtained pixel-by-pixel and line-by-line.
The brightness of a resulting image pixel corresponds to the relative intensity of the
reflected light. The contrast in the images results from variations in the refractive index of
microstructures within the biological specimen.

In this paper, the confocal laser scanning microscopy is performed with a near-infrared
reflectance convocal microscope (Vivascope 1000, Lucid Inc., Rochester, NY, USA,
http:/ /www .lucid-tech.com/). The microscope uses a diode laser at 830 nm wavelength
and a power of <35mW at tissue level. A x30 water-immersion objective lens with a
numerical aperture of 0.9 is used with water (refractive index 1.33) as an immersion
medium. The spatial resolution is 0.5-1.0 g m in the lateral and 3-5xm in the axial
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dimension. The images contain a field-of-view of 0.5x0.5 mm on the skin tissue providing
insights into cellular structures. Up to 16 layers per lesion can be scanned. Usually an
examination depth of 350 x m can be reached (then the reflected light is absorbed by the
preceding layers). All images, stored in BMP file format, are monochrome images with a
spatial resolution of 640x480 pixels and a gray level resolution of 8 bits per pixel. (For the
image analysis, the image matrix is rescaled to 512x512 pixels). The images are taken from
the centre of the tumours representing the dermo-epidermal junction.

3. Automated image analysis

Prior to the automated image analysis, the CLSM views of the lesions are dissected into
square elements. The size of the square elements ranges from 128x128 pixels to 512x512
pixels (whole image). This enables the analysis of different parts of the images which are of
interest for the evaluation of the diagnostic relevant regions in the CLSM views. For an
automated, or computer aided, diagnosis of CLSM views of skin lesions, the following steps
are necessary (Wiltgen et al., 2003). First, the images must be appropriately analysed to
enable a formulation of suitable features (Fig. 2).
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Fig. 2. Steps in the image analysis system

The formulation of appropriate features follows the derma pathologists” diagnostic
guidelines for CLSM views. Second, the images must be categorized according to their
features, enabling a class prediction for every CLSM view of skin lesions. For medical
purposes, it is important that the knowledge acquired during the training phase of the
machine learning algorithm is represented in an understandable and readable form.
Knowledge representation by rules, with a syntax that permits their use as diagnostic rules,
is suitable. Third, the class prediction performance is evaluated. To this purpose, the single
square elements are superimposed (relocated) onto the corresponding images by use of the
diagnostic rules generated by the machine learning algorithm. The categorized square
elements are highlighted in the images, enabling an identification of diagnostically highly
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relevant regions and an evaluation of typical diagnostic CLSM features by comparing them
with the diagnostic decisions by the human observer.

Fig. 3. Preventive medical skin checkups are of special importance in dermatology

4. Diagnosis of CLSM images

CLSM is a non-invasively method which takes 3-5 minutes per lesion whereby the
microscope optical unit is positioned on the patient’s skin (Fig. 3). An important step for a
successful automated image analysis of histological tissue is the choice of the appropriate
texture features. The selection of the features can be made according to the diagnostic
guidelines used by the derma pathologist. For the diagnosis of the corresponding CLSM
views, architectural structures such as: micro-anatomic structures; cell nests etc. play an
important role in the diagnosis (Fig. 4).

Melanocytic cytomorphology and architecture and keratinocyte cell borders are taken into
account for diagnostic decisions by the derma pathologist (Pellacani et al., 2008). Due to the
high refraction of melanin, basal keratinocytes appear very intensive. The images of benign
common nevi show, beside the nevi cells, pronounced architectural structures, whereas
images of malign melanoma show melanoma cells and connective tissue with little or no
architectural structures (Fig. 4). Therefore the information at different scales (from coarse
structures to details) plays a crucial role in the diagnosis of CLSM images of skin lesions
(Scope et al., 2007). This can be compared with the opinion of a human observer at different
distances from an image. When the observer is close enough to the image he can study
details. The greater the distance between the observer and the image, the better he can study
the image as whole without being overwhelmed by the details (the details are smoothed
out). In other words, he studies the images at different scales. This procedure is
mathematically reflected by the wavelet transform. Therefore, features based on the
properties of the wavelet transform enable an exploration of architectural structures, of
different sizes, at different spatial scales. This makes the wavelet transform suitable for the
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automatic analysis of CLSM views of skin lesions (Wiltgen et al., 2008). The diagnostic guide
lines are reflected by different groups and properties of wavelet coefficients.

5. Wavelet analysis and wavelet transform

A wavelet is a fast-decaying wave-like oscillation that starts with an amplitude of a given
(non-zero) amount and decreases rapidly to zero. This means that a wavelet is zero-valued
outside of a defined interval. It can typically be visualized as a "brief oscillation".

Fig. 4. CLSM images of common benign nevi (left) and malignant melanoma (right)

The wavelet transform is the representation of a given function by wavelets (Press et al.,
1992). The basis wavelets are scaled and translated copies ("daughter wavelets") of the finite-
length waveform ("mother wavelet"). The goal of the transformation is to represent data in
another way, one which is more suitable for the analysis and interpretation (Prasad et al.,
1997). Similar to the Fourier transformation, the wavelet transformation checks a given
function for conformities with the basis functions and calculates the transformation from it.
But in contrast to the Fourier transformation, where the basis functions (sine and cosines)
are non-local in the spatial domain (and stretch out to infinity) and global properties of the
analysed function are localized in prominent peaks of the frequency spectrum, the wavelet
basis functions are localized in both: the spatial and the frequency domain. Wavelet
transforms have advantages over the traditional Fourier transforms for accurate
decomposition and reconstructing of finite, non-periodic functions. This is a crucial
advantage for the analysis of the local properties of a function or a texture (Chui, 1992). By
use of the wavelet basis functions with increasing spatial extension, the function or texture
can be analysed at different scales showing detail (local) to coarse (global) properties
(Burrus et al., 1988). This feature gives the wavelet transform a multi resolution property,
enabling the study of functions and textures at varying resolutions (Daubechies, 1992).

The wavelet transforms can be divided into three classes: continuous transforms (CWT),
discrete transforms (DWT) and multi-resolution-analysis (MRA) based transforms. The
continuous wavelet transforms operate over every possible scale and translation whereas
the discrete wavelet transforms use a discrete subset of scale and translation values.
Whereas the CWT’s are mainly used in the mathematically analysis, the DWT’s have many
practical applications, such as image processing. The MRA represents a design method of
most of the relevant discrete wavelet transforms.
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5.1 The continuous wavelet transforms
The wavelet transform (integral transform) is a linear and often invertible operation that
defines a relationship between the spatial and the frequency domain. If the wavelet
transform is invertible then, beside the analysis of a function, the synthesis of the function is
also possible. The relationship between the spatial and the frequency domain is done by the
wavelet function (“mother wavelet”) ® . The wavelet function provides the source function
for the generation of the wavelets (“daughter wavelets”), which are the translated and
scaled versions of the wavelet function:
1 x-l 1

@)= o) o
The scale index s defines the width of the wavelet and the location index 1 its position. In
this way, wavelets are able to localize behaviour in space (via translation) and at a
characteristic scale (via dilation/contraction). The “wavelet family” is then given by:

{(Ds,l(x) :%@(%ZN (s,))eR, X]R} @

There exists a variety of different types of wavelet functions; such the Hermitian wavelet,
the Shanon wavelet, the Morlet wavelet, the Mexican-hat wavelet, the Beta wavelets etc.
The different wavelet types have different properties. For illustration, the Mexican-hat
wavelet is presented (Fig. 5). By the choice of different values for s and 1, the wavelet basis
functions have different widths and are located at different spatial positions (Fig. 5). In
continuous wavelet transforms, a given function is projected on a continuous family of

frequency bands. The integral wavelet transform of a function f(x) e [*(R), at a scales € R,

and translational value [ € R, is expressed as convolution of the function with the wavelet:

(Wof)(s D)= [ Fx)@,(x)dx ©®)

Whereby, (D:J is the complex conjugate of the wavelet function. (Wyf)(s,) is the
continuous wavelet transform of f(x) at position | and scale s. It is the coefficient that
measures the strength of the features at scale s and position I. In order to satisfy analytical
requirements for the continuous wavelet transform and for the discrete wavelet transform,
the wavelet functions are chosen from a subspace of the space: ®(x) e L'(R)I[*(R) . This is
the space of measurable functions that are absolutely integrable (L'(R)) and square-
integrable (I*(R)):

T|<D(x)| dx <o ; +jﬁo|(1)(x)|2 dx < o0 4

—00 —00

The functions in this space guaranty the admissibility requirement and the square norm. In
principle, every finite-length function or fast-decaying oscillating waveform can be used as a
wavelet function. But if the wavelet transform is required to be invertible, not every function
can be used. For the wavelet transform to be invertible, the wavelet must satisfy the
admissibility criterion:
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To determine the admissibility criterion for a given wavelet ®(x), first its Fourier transform
®(w) must be calculated. If a wavelet function fulfils the admissibility criterion, it is called
an admissible wavelet. Because the integrand in the admissibility criterion has a null in the
denominator for @=0, the Fourier transform ®(0) must be zero. Then the admissibility
criterion can be simplified to:

+00

®(0)= [ d(x)dx =0 ©)
Thereby the admissibility criterion can be reconsidered with the original wavelet ®(x). By
the integral wavelet transform, the wavelet functions, with given translation and scaling
values, are compared successively with different sections of the function (Fig. 6). The
wavelet transform coefficients are determined by scanning the function with the wavelets at
different scales. The coefficients describe the conformity of the function at every position
along the function with the analyzing wavelets.
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Fig. 5. Starting from the “mother function”, the Mexican-hat basis functions are generated
by selecting values for 1 and s
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By analyzing a function with differently scaled wavelets, the degree of conformity is
determined. A small wavelet (lower scale) at a certain position is well localized and delivers
detailed information at this part of the function. An expanded wavelet (larger scale) has a
lower spatial resolution and delivers coarse (details are smoothed out) information of the
function. By the translation of the wavelets, the function is then analyzed at every position
(Fig. 6). The wavelet transform coefficients reflect the degree of correspondence between the
wavelet (at a certain position and scale) and the function. The product of a wavelet with a
function section gives a new function and the enclosed area (by integrating out) is the
corresponding wavelet coefficient. By use of wavelets with different widths, the function is
analyzed at different scales (spatial resolution). With the wavelet transform coefficients
together with the corresponding wavelets, the original function f(x) can be recovered by
the inverse continuous wavelet transform:

+00 +00

F@=[ [ E(Wof)s D), (x)dlds ?)

0 —o

¢, 1(x) is the dual function of @, (x) satisfying the condition:

I j ﬁq)s,l (X’)¢s,l (x)dldS:é‘(x_xl) (8)
0 -
The function is synthesized by the superposition of the analyzing wavelets, weighted by

their coefficients.

5.2 The discrete wavelet transforms

The discrete wavelet transform is given by extracting a discrete subset of the set of wavelet
functions in the continuous wavelet transform. In other words: only wavelet functions with
discrete scaling and translation parameters are used. That means the wavelet functions are
still continuous, but they exist only at discrete positions with discrete scales (Daubechies,
1988). The basis wavelet functions are translated and dilated by whole numbers meZ, and
ner.

m

@, ,(¥)=2 202 "x—n) )

In spit of the reduction to a discrete subset, it can be shown that the information remains
completely preserved. For many applications of the discrete wavelet transform, orthonormal
basis wavelets are used.

A function ® e [*(R) is called an orthonormal wavelet if it can be used to define a Hilbert
basis (an orthonormal and complete basis) for the Hilbert space [*(R) of square integrable
functions. The Hilbert basis is constructed as the family of basis functions:

{Cbn,m(x) = z’%cp(z-’"x —n)|(m,n)eZ, z} (10)
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Fig. 6. In wavelet analysis, the wavelet basis functions are compared successively with
different sections of the function

by means of dyadic translations and dilations of the wavelet “mother function” ® . Or in
other words: the mother wavelet is the generating function of an affine function system
which constitute a Hilbert basis in [*(R). The family of wavelet basis functions is an
orthonormal system if it is orthonormal under the inner product:

<q)m,nchm',n’> = 5mm' 5}171’ (11)

Thereby, &,,,, is the Kronecker delta and (®,®') is the standard inner product on [*(R):
+o
<cDm,n /q)m',n'> = j (Dm,n(x) '(Dm’,n'(x) dx (12)

The requirement of completeness is that every given function f eI*(R) can be decomposed
into a linear combination of the basis wavelet functions weighted by wavelet coefficients:

)= 3 ) (13
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The convergence of the series is understood to be convergence in norm. Such a
representation of a function f(x) is known as a wavelet series and the basis functions are the
building stones of the function (an orthonormal wavelet is self-dual). Then, [*(R)is spanned
by the discrete set of basis wavelets {CDm,n |(m,n) eZ, x Z} , and the discrete wavelet
coefficients {Cm,n = < f ,CDm,n>|(m,n) eR, x ]R} of a function f eI*(R) are determined by the
discrete wavelet transform:

()= [ £, ()0 (1)

Any function felI?*(R) is therefore characterized by the set of its discrete wavelet

coefficients {( f ,d)m,n>|(m,n)eZ+><Z} and it is possible to recover any function from its

discrete wavelet coefficients in a numerically stable procedure. (Numerically stable means
that small perturbations in the wavelet coefficients correspond to small perturbations of the
function).
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Fig. 7. The subspaces V; represent the space of the scaling function and the W; are spanned
up by the wavelets

For any admissible wavelet, spanning up a basis ®, , for f eI*(R), the following

condition holds:

n

Y fo,,>?<c|fl,’ (15)
m,n
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Thereby, C is a given constant value. Then, the discrete wavelet coefficients belong to:

12(Z+ X Z) = {Cm,n | Z| Conn |2< OO} (16)

m,n

Therefore the discrete wavelet transform DWT : f — {< f ,CDm,n>} is a mapping from [*(R)

(the space of square integrable functions) into [*(Z, xZ) (the space of square-summable,

infinite sequences of numbers). For the wavelet coefficients, the following conditions are
valid:

Vm,neZ+><Z : <f/(Dm,n> = <g’(Dm,n> < f =& Vm,neZ+><Z : <f/CDm,n> =0< f =0 (17)

Then, numerical stability is defined by: given two functions f e I*(R)and geI*(R), the
characterization of the functions by their wavelet coefficients in [*(Z?) is stable if: whenever
two sequences of wavelet coefficients in [*(Z?) are close, the corresponding functions are
close in I*(R). As in the case of continuous wavelets, there also exists a variety of discrete
wavelets; the Coiflet wavelets, the Legendre wavelets, the Haar wavelets, etc. For
illustration, the Haar wavelet is presented (Fig. 7). It is now recognized as the first known
wavelet and proposed 1909 by A. Haar (Alfréd Haar was a Hungarian mathematician). The
Haar wavelet is also the simplest possible wavelet. The Haar wavelets give an example of a
countable orthonormal system for the space of square-integrable functions on the real line.
A large subclass of wavelets arises from special structures imposed on I[*(R), known as
multi-resolution-analysis (MRA). MRA is a framework for understanding and constructing
wavelet bases, which generates discrete wavelet families of dilations and translations that
are orthonormal bases in I*(R).

5.3 Multi-resolution analysis

Multi-resolution analysis (MRA) is a design method to generate a lot of practically relevant
discrete wavelet transforms (DWT) and is the mathematical basis of the fast wavelet
transform (FWT). The MRA satisfies certain self-similarity relations in spatial and the scale
domain as well as completeness and regularity relations (Daubechies & Lagarias, 1991). The
MRA describes the approximation properties of the discrete wavelet transform. The
generated wavelet transformation is iterative and the analyzed function is split in successive
“smoother” versions, which contain by progressive iterations successively poorer
information. Of special importance in the multi-resolution analysis are the so called two
scale equations for a scaling function and a wavelet function. The MRA is defined as
follows: A MRA of the space [*(R) consists of a sequence of nested closed subspaces:
{Vn |ne Z} with the following properties:

a. Nesting property: {0}..cV, c..V, cV,,; c..c *(R)

b. Invariance under translation: Self-similarity in the spatial domain requires that each

subspace V, is invariant under shifts by integer multiples of 27 :

fx)eV, & f(x+m2™)eV,; (mel)
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c. Scaling property: Self-similarity in scale requires that all nested subspaces V, cV; with

k <1 are scaled versions of each other, with the scaling factor 27k,
f)eV, & F2 7 e,

d. Existence of a scaling function: This requires the existence of an orthogonal basis
{¢On |ne Z} for the subspace V,  [*(R) , where:

Gy (x) =274 x~k)

e. Completeness requires that the nested subspaces V,, fill the whole space, i.e., their
union should be dense in I*(R):

UmEZ : Vm = L2(R)

f.  The lack of redundancy requires that the intersection of the nested subspaces V,,
should only contain the zero element:

ﬂmeZVm = {0}

The generating functions ¢ are known as scaling functions or “father wavelet”. The
structure of the MRA allows several conclusions for the construction of wavelet bases for
practical applications. The orthonormal basis of each subspace, their scaling properties and
resolutions follow from the MRA definition. The scaling property (c) implies that each
subspace V;is a scaled version of the central subspace V, (Fig. 7). Together with the
invariance under translation (b) and the existence of a scaling function (d) it implies that
{¢]-n |ne Z} is an orthonormal Hilbert basis of the subspace V;:

<¢j,kr¢j,k'> = O (18)

Then, the sequence of scaling subspaces can be defined by spaces that are spanned off by a
proprietary orthonormal basis system:

V= span{qﬁirk |k € Z)} (19)

Further, the scaling property (c) implies that the resolution of the I-the subspace V, is higher
than the resolution of the k-the subspace V, (V,_;:V, cV}). In the case that there exists only
one scaling function ¢ in the MRA which generates a Hilbert basis in V|, the scaling
function satisfies the two scale equation (or refinement equation):

N

dx)= D mp(2x—k) (20)

k=N

Because of the nesting property V, cV;, there exists a finite sequence of coefficients
a, =2(¢(x),¢(2x—k)) , for |k|<N and a;, =0 for [k|>N |. This sequence of coefficients (real
numbers) is called scaling sequence or filter (scaling) mask and is given by:

{0 0,8_y 0y, ..y, 0, (21)
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To fulfil filter properties, several conditions must be imposed on the coefficients of the
scaling sequence. To demonstrate this, first the Fourier transform ¢ of the scaling function
¢ is calculated:

Ho) = e g -Re i
f (22)

1 “ilok 2, 0
:Ezﬂkf 27 9(2)
k

With: &(a)):%Zake’i‘”k and ¢?(w):.[ ¢(2x —k)e"*dx, the resulting equation can be
K

formulated as follows:
$(0) =E()H(3) @)

The requirements for a low-pass filter are that the Fourier series must have the value 1 at the
zero point w=0 (4(0)=1) and the value 0 at w=7 (d4(7z)=0). From these requirements
follows immediately the following restrictions for the coefficients of the scaling sequence:

N N
oa=2; > (-1)a =0 (24)
k=-N k=-N

One task of the wavelet design is to impose several conditions on the coefficients a, in order
to obtain the desired properties of the scaling function ¢ . For example: if ¢ is required to
be orthogonal to all dilations of itself, the coefficients of the scaling sequence must fulfil the
following conditions:

N N
V(0?2 Willgzn =0 5 D a4 =2 (25)
k=N k=N

This can easily be seen, since: (4,¢)=1and <¢j,k/¢j,k'>=5kk'- The requirement that the

scaling sequence is orthogonal to any shifts of it by an even number of coefficients is the
necessary condition for the orthogonality of the wavelets. In terms of the Fourier transform
the orthogonality is given by the relation:

la(@)]” +|a(0+7)]* =1 (26)
The trigonometric polynomial () (filter function or transfer function) plays an important

role in wavelet theory.
The “mother wavelet” is defined by a similar two scale equation as follows:

N
O(x)= Y, bh(2x k) (27)
k=-N
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Where the sequence of coefficients, called a wavelet sequence or wavelet mask, is given by:

{e/0,b_5 e By s by,0,.) withs by = (1) g, (28)

Whereby, K €Z is an arbitrary odd number. The corresponding wavelet subspaces WV, are
spanned up by:

W, =span{®,  (x) =27 ®(2 7 x ~ k) k e Z} (29)

The space W, ¢V, is defined as the linear hull of the mother wavelets integer shifts. 1V, is

the orthogonal complement to V, inside V; (that means: V; is the orthogonal sum of W

and V})). By successive application of the orthogonal sum, the orthogonal dissection of the
scaling spaces is obtained:

V,=VieW, =V W, @W, (30)
(Explicitly, this formal notation is given by: V,, :u=v+wwith: veV;andweW;). This

is illustrated for the Haar wavelet in Figure 7. By self-similarity, there exist scaled versions
W, of W, and by completeness one has:

[*(R) = closureof k®Z W, (31)

This is the basic analytical requirement for an MRA. Starting from the two scale equation,
respectively the equation for the “mother wavelet”, the multi-resolution decomposition of
f e*(R) follows by calculating the wavelet coefficients.

5.4 Multi-resolution wavelet decomposition of functions

The next task is to compute the wavelet coefficients (f,®;) of the discrete wavelet
transform. Starting point is the two scale equation for the “mother wavelet” (formula 27).
Then the “daughter wavelets” ®;, are generated from the “mother wavelet” ® and
inserted into the equation (by use of x =27/x -k in ¢(2x—k)):

®;, =272 x~k)
=27/2%"p, 212 g2 x — 2k — n)
n

The expression can be rewritten as:

‘D,‘,k(x) = an—2k¢j—1,n (33)

By use of the inner product, the wavelet coefficients are then calculated immediately by:

<f/(Dj,k> = an—zk <f/¢j—l,n> (34)
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In other words, if the sequence of coefficients {< f ,¢]-_1,n>|n € Z} is known, then the sequence

{< f,<D]-,k>|keZ} can be obtained by convolution of {< f ,¢]»_1,n>|neZ} with the sequence

{bﬁ,1 |ne Z} where only the even indexed terms of the resulting sequence are retained. The

same procedure can be done for the scaling function by use of its two scale equation
(formula 20). As in the case of the “mother wavelet”, results for the scaling function (“father
wavelet”):

¢j,k(x) = Zan—2k ¢;‘-1,n(x) (35)
1
And the wavelet coefficients are given by the convolution:
<fr¢j,k> =2 0ok <f/¢j-1,n> (36)
The connection between both procedures is illustrated by the following:

{(f tou)lneZ) > {(f d)ln e} > {(f drn)nez] —.
N\ N N (37)

{<f/(1>1,n>|n € Z} {<f,(132,n>|n € Z} {<f,<1>3,n>|n € Z}

Thus, successively coarser approximations of the function feI?(R)are computed along
with the difference in information between successive levels of approximation. The wavelet
decomposition can be considered as an orthonormal basis transformation:

(Buln e} > ({#1un e 2}, (@)1, |0 2}) (38)

on the coefficients of the projections. f’is the projection of f onto the subspace v

(f :Z<f,¢j,k>¢j,k ), g’ is the projection of f onto the subspace W; (g’ :Z<f,<l>j,k>cbjlk ).
Then itk results for the projections: k

fh=f+g (39)

The wavelet decomposition of a function f means that f is successively projected onto the

subspaces V; and W;. It is a fine-to-coarse decomposition. By use of s = {S,/1 = < f ,¢j/n>}

and d’ = { dl = < fr®;, >} , the equations for the wavelet coefficients can be rewritten as:

51{ = Z(an—Zk)SZ:l ; di = Z(bn—zk)sffl (40)

The d’ are the coefficients of the projection g’ onto the subspace W;. d’ is the sequence of
wavelet coefficients representing the difference in information between two consecutive
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levels of resolution of the function f . The coefficients d’ represent detail (fine) information
about the function f . s/ is the sequence of wavelet coefficients of the projection of f onto
V; . The coefficients s/ represent smoothed (coarse) information of the function. From the
consecutive decompositions of the function f results, after a finite number of iterations, a
finite sequence of coefficients:

o (dd? ) d SN ) (41)
" is the coefficient sequence of the function f° (projection in V,). The procedures
discussed above define wavelets abstractly by their properties. They enable a systematical
construction of wavelet bases with certain desired properties. The abstract formulation can
be illustrated by a wavelet decomposition of a function with filter cascades. This enables
also the implementation of the fast wavelet transform. The fast wavelet transform is an
algorithm, which implements the discrete wavelet transform by use of the multi scale
analysis. By this procedure, the calculation of the inner product of the function with every
basis wavelet is replaced by a successive dissection of the frequency bands. This is realized
by a sequence of filters. The next step is to determine the scaling sequence {s,} and the
wavelet sequence {b;} .

5.5 Construction of wavelets

The Z-transform enables it to express the decomposition procedure in a form that is more
suitable for the discussion in terms of sub-band filtering. The Z-transform converts a
discrete function (sequence of numbers), into a special complex representation. Given a

discrete sequence {an Ine Z} , the Z-transform is defined by:
a(Z)=>Ya,Z" (42)
n

Z is in general a complex number (Z = Ae" , where A is the magnitude of Z, and ¢ is the
complex argument). In terms of the Z-transform, the transfer function a(w) is expressed as:

a(w) = a(e™) (43)

Then the conditions for the coefficients of the scaling sequence to fulfil a low-pass filtering
are (formula 24):

a(l)=2 and a(-1)=0 (44)

We demonstrate the construction of orthogonal wavelets on hand of the Daubechies
wavelets (named after Ingrid Daubechies, a Belgian physicist and mathematician).

In other words, the scaling sequence {a; } and in consequence the wavelet sequence {b, } are
determined (Fig. 8). The Daubechies wavelet transform can be easy implemented for
practical purposes by use of the fast wavelet transform. Ingrid Daubechies assumes that
d(w)has an A-fold zero at the values w=z+z. Therefore she formulated the following
expression for 4(w):
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Fig. 8. Daubechies wavelets can not be represented analytically; they are generated by an
iteration procedure

. 1+e7 faa
a(a)) = > Z qnefmw (45)
n=0

This is called the factorization of the scaling sequence. As consequence, there is an A-fold
zero of d(w+ x) and a(-w—-7)at @ =0. The general representation for a scaling sequence of
an orthogonal discrete wavelet transform with approximation order A, is given by the
following factorization of the scaling sequence:

a(2)=2"(1+2)" p(2) (46)
p(Z) is a polynomial in Z with degree A-1 and p(1)=1.
A-1

p(2)=> 92" (47)

n=0
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The equation for () results by setting Z = ¢ . The Daubechies wavelets are characterized
by a maximal number of vanishing moments (A) for some given support. The maximal
potency A, enabling (1+ Z)A to be a factor of a(Z) is called the polynomial approximation
degree. This degree reflects the ability of the scaling function ¢ to represent polynomial
until the degree A-1 as a linear combination of translations (by whole numbers) of the
scaling function. Then, by use of the Z-transform, the orthogonality condition (formula 25)
can be written as:

a(Z)a(Z ")+ a(-Z)a(-Z7") = 4 (48)

The index number of a Daubechies DN wavelet refers to the number N of coefficients. Each
wavelet has a number of vanishing moments (zero moments) equal to half the number of
coefficients. (N=2A). In the case of Daubechies 4 (A=2), the polynomial p(Z) is linear and the
following function can be used:

a(Z)=%(1+Z)2 (1+2)+c(1-2)) (49)
By use of the factorization of the scaling sequence, the orthogonality condition can be
formulated as Laurent polynomial:

(1-w)*p@)p@ ) +u’ (p-2)p(-27)) =1 (50)

Whereby u is defined as: u :=%(2 -Z- Z’l) . By use of: P,(u)=p(Z)p(Z"), the equation can

be rewritten as:

1-u)*P,(u)+uP,(1-u)=1 (51)

A polynomial solution of this equation is the following binominal expansion:

Pu() = Azl(A +:_1]uk (52)
k=0

This polynomial plays an important role in the construction of the Daubechies wavelets.
There exists a close connection between the zeros of P,(u) and the N scaling coefficients
(filter coefficients) a, of the Daubechies wavelet DN. When P,(u) is known, the product
p(Z)p(Z™) can be calculated and the coefficients g, be determined. In the case of N=4
(A=2, Daubechies D4), the polynomial till degree A-1 is given by P,(u)=1+2u and the
following equation is valid (with P,(u)=p(Z)p(Z™)):

1+2u=(qy+ ‘11)2 —4uqoq, (53)

This equation can be solved for g, and g¢;. By use of a(0)=1results: gq,+g; =1a