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Preface

Material flow analysis has been a crucial topic in advanced metal and composites 
manufacturing processes, specifically for the processes of rolling, forging, extrusion, 
and welding that governs the quality of products through plastic flow behavior 
of different materials. These materials include new high/ultra-high-strength 
steels, and other lightweight alloyed metals and composites, such as those used in 
aerospace, automotive industries, biomedical engineering, and structural applica-
tions. The materials are used to reduce the cost and weight of materials; however, 
they increase quality and compatibility with human life. In the era of increasing 
importance to sustainable manufacturing, strengthening and joining by plastic 
deformation will find more application in various industries. These processes will 
help to develop lightweight products with compact design and desired directional 
properties, thereby helping in reducing the material and energy consumption. 
Usually, constitutive analysis of the flow behaviors yields assessable information 
on the relation between the flow stress behaviors and the thermomechanical state 
variables, that is plastic strain, strain rate, and temperature, and axial load in 
tension/compression desired for processing of advanced alloyed materials. The best 
consolidation of mechanical and physical properties is only possible with the right 
sequence of thermomechanical state variables. Furthermore, it is well known that 
complicated, large size, and compatible design of products is not possible to develop 
in a single-step manufacturing process. The joining process plays an important role 
to join similar/dissimilar metals during the welding process. In the last three to four 
decades, the solid-state welding process, e.g. friction stir welding and explosive 
welding, has been observed for high-ductility alloys and bimetallic plates and has 
been found to be the most important technology for lack of melting, less deforma-
tion, and fewer defects as compared to conventional fusion welding processes. In 
these processes, the high-speed stirring of the tool during friction stir welding and 
the collision of one plate with another plate during high velocity during explosive 
welding cause the joining area to experience severe plastic deformation. It may also 
be responsible for the degradation of mechanical properties and may also be benefi-
cial. Thus, it becomes necessary to control their parameters, which can provide the 
appropriate quality.

Currently, the demand for composites is increasing due to the requirement of 
multiple environment (e.g., chemical, thermal, physical, and mechanical), and 
those composites can be the combination of metal/plastic, metal/polyethylene, 
metal/ceramic coating, etc. Apart from all these topics, liquid-liquid extraction  
ion-exchange or partitioning of organic compounds is exclusively used for 
extraction and purification of uranium, titanium, zirconium, etc.

Therefore, the right combination of thermomechanical, welding, composites, and 
the extraction process parameters may be favorable to reduce cost and longtime 
stability and may be compatible with human life. Thus, the aim of this book was 
a review of recent progress in the above-mentioned topics. This book includes 
six chapters. In the area of plastic deformation in materials, the topics covered are 
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forming, joining, explosive welding, and directional mechanical properties for 
different grades of materials. While in the area of composites and extractions, the 
topics are covered on composites and the new extraction process.
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Chapter 1

Plastic Deformation Behavior 
in Steels during Metal Forming 
Processes: A Review
Sanjeev Kumar and Erwin Povoden-Karadeniz

Abstract

The plastic deformation occurs in steels during metal forming processing such 
as rolling, forging, high-pressure torsion, etc. which modify mechanical properties 
of materials through the grain refinement, and the shape change of objects. Several 
phenomena in the scope of plastic deformation, such as hardening, recovery, and 
recrystallization are of great importance in designing thermomechanical processing. 
During the last decades, a focus of research groups has been devoted particularly to 
the field of metals processing of steel parts through plastic deformation combined 
with specific heat treatment conditions. In this review chapter, the current status of 
research work on the role of plastic deformation during manufacturing is illuminated.

Keywords: Plasticity, Ferrous metal, steel, SPD, Deformation, Strengthening,  
Flow Curves

1. Introduction

In the modern era, the demand for lightweight material products is being increased 
in industries e.g. aerospace [1, 2], automobiles [3, 4], buildings [5, 6], trains [7, 8], 
forged connecting rods and pistons [9], bridges [10], naval [11–13], etc. for a high 
living standard (see Figure 1). The researchers are dedicating high effort to increase 
the strength to weight ratio by grain refinement through applying heat treatments 
[14–20], mechanical processing [21, 22], and a combination of both i.e. thermome-
chanical processing (TMP) [23–27]. TMP methods are being used in the manufactur-
ing unit to fulfill requirements of grain refinement of materials and create optimum 
semi-finished and finished products for the applications. The grain size of steels is 
an important factor that affects all aspects of the mechanical, chemical, and physical 
behavior of metals to the surrounding media. It is well known that the smaller grains 
support an increase in grain boundaries in the matrix. In particular, according to the 
Hall-patch law, the reduction in grain size improves material properties like strength 
Eq. (1), hardness, and impact toughness except for the ductility of steels [28].

 Y i Y K / Dσ = σ + √  (1)

Where: σi = friction stress, D = grain diameter, KY = yield coefficient or “locking 
parameter” that shows the relative hardening contribution of grain boundaries.
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Some of the major metal processing steps are often involved such as rolling, 
forging methods with wide temperature ranges (cold, warm and hot deformation 
temperature ranges) for the grain refinements [26, 27, 29–32]. The high-pressure 
torsion, equal channel angular pressing (ECAP), direct/indirect extrusion methods 
etc. are being used for ultrafine grains in which plastic transformation reaches over 
strain 1 through severe plastic deformation (SPD) [33–35]. In this SPD processes, 
the large shear stress involved usually results in a complex stress state resulting in a 
high defect density and homogeneous ultrafine grains.

During metal forming processing, the steel experiences different metallurgical 
phenomena like work hardening, dynamic recovery, dynamic recrystallization, flow 
instabilities, etc. [32, 36–38]. The effect of these metallurgical phenomena can be 
understood through the interpretation of flow curves [26, 31, 39, 40]. Where, the 
flow stress dependent on various processing parameters such as temperature, strain 
rate, and strain, etc. that can typically been described via constitutive equation.

This chapter focuses on plastic deformation behavior which can be controlled 
through processing parameters that affect microstructure refinement and associ-
ated mechanical properties of metals and steels during forming.

2. Some common metal processing and joining setups

A schematic diagram of rolling, forging, and high-pressure torsion (HPT) is 
shown in Figure 2. These represent basic processes within metals engineering, which 
change the shape and microstructure through plastic deformation for different 
products and applications. Figure 2a illustrates the rolling process setup, where the 
billet is pulled out between pairs of rollers which reduce the thickness of plates and 
grain size as well as defects like porosity and inclusions of the billet. The resulting 
refined grains are found to be elongated along the longitudinal direction. In the forg-
ing process, the force is imposed on objects either by hammer and anvil or in a large 
forging tool (called drop hammer) which results in desired and controlled shape 
changes (Figure 2b). Eventually, the HPT setup is one kind of torsion process in 

Figure 1. 
Some important examples of industrial applications which developed using metal forming processes.
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which material undergoes severe plastic deformation via applying both compressive 
force and twisting action concurrently under high pressure (Figure 2c). The sample 
for SPD is located between two anvils, where the top anvil provides a compressive 
force on the sample while the bottom side anvil rotates along on axis. This setup 
generates shear strains in the object which are responsible for the development of 
ultrafine grains. Therefore these setups can be supportive of favorable mechanical 
properties and good product performance.

Important experimental machines, being used for a wide range of strain rates 
are listed in Table 1. In this list, the Gleeble machine can be used for axial compres-
sion testing with the strain rate between 0.001 to 100 for standard samples with 
a diameter of 10 mm and a length of 15 mm. It should be noted that much higher 
strain rates up to 3000 are feasible when a shorter sample, typically less than 1 mm, 
is chosen. A wide range of strain rates can be achieved using other compression 
testing machines, Cam plastometer, Slip Hopkin, Taylor, and gas gun machine. 

Figure 2. 
Schematic diagram of metal forming processes (a) forging, (b) rolling, (c) high-pressure torsion [41].

Hot compression testing

Strain rate (1/s) Machine details

10−3 to <5 Basic unit, Gleeble

10−2 to 100
<3x102

Hydrawedge unit
standard specimen ϕ10 x L15 mm
modified specimen ϕ10 x L0.5 mm

0.1 to 5x102 Cam Plastometer and Drop Test

2x102 to 104 Split Hopkinson Pressure Bar

103 to 105 Taylor impact machine

More than 105 Gas gun (single & two-stage)

Torsion/Multiaxial/Shear testing

<10−1 Conventional shear machine

10−1 to 102 Hydrawedge unit, Gleeble

10−1 to 103 Torsion unit, Gleeble

102 to 104 Split Hopkinson Pressure Bar

103 to 104 Double-notch Shear and Punch

104 to 107 Pressure-shear plate impact machine

Table 1. 
Wide range of hot compression test setups [42].
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Some important torsion test setups are listed for shear testing with a wide range of 
strain rates within the framework of SPD. All of the listed setups are supportive for 
controlled and taylored TMP in order to achieve an optimized balance of processing 
costs, time, and materials properties for various industrial applications.

3. A basic understanding of microstructure

The morphology of materials can be defined through shape, size, and structure 
that plays an important role in both mechanical and corrosion resistance proper-
ties. It is well known that all materials are composed of atoms that are arranged in 
short/long-range order with regular/irregular patterns, those solids are familiar as 
crystalline and non-crystalline, respectively. The crystalline metals with different 
crystal structures, such as body-centered cubic, face-centered cubic, or hexagonally 
closed packed, are prorated into the single crystal and polycrystalline categories. 
Conversely, most polycrystalline metals are composed of a collection of many small 
single crystals named grains and are similar to pomegranate fruit, which is made up 
of many small seeds (see Figure 3a). The grains are separated from each other by 
grain boundaries while preserving the integrity of the metal. Similarly Figure 3b 
shows one grain (shown by yellow dotted line) that has a subgroup of several laths, 
and every lath having several crystal atoms.

4. Some basics of plastic deformation mechanism

We know that the plastic deformation permanently changes the dimension 
and shape of metal, whereas in terms of microstructural changes only the number 
density of dislocations increases, whereas crystal structures including lattice 
parameters of metals typically remain unchanged. Slip and twinning processes, 
which are shown in a simple model presentation in Figure 4, are responsible for this 
macroscopic change of shape and dimensions. Slip implicates sliding of abutting 
blocks of a crystal along definite crystallographic planes, called slip planes. A slip 
occurs when shear stress applied to the material exceeds a critical value. During slip, 
each atom usually moves the same integral number of atomic distances along the 
slip plane producing a step, without change of the crystal orientation (Figure 4b). 
Grain boundaries represent obstacles for the slip movement as the slip direction, 
according to Figure 4a, will be usually changed across the boundary. This implies 

Figure 3. 
The photographs of (a) pomegranate fruit, which compound of grains and separated by grain boundary like 
metal structure, (b) high strength steel structure consists of bainitic ferrite and martensite [27].
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that the strength of polycrystalline materials will be higher than that of a single 
crystal of the same material.

In twinning, each atom moves by only a fraction of an interatomic distance 
relative to its neighboring atoms (see Figure 4c). The twinned portion of the crystal 
is a mirror image of the parent crystal. The orientation of the twinned region is 
however different from the untwinned region (Figure 4a).

5. Terminology and summary of TMP related mechanisms

Metallurgical incidents during the TMP may act statically or dynamically on 
the material. This depends upon the rate of load and temperature conditions and 
strongly affects grain refinement. Microstructural evolution during TMP largely 
depends on the ability of dislocation movement during plastic deformation, which 
has consequently also a considerable impact on the mechanical properties of 
materials. The terminology of several mechanisms related to TMP is introduced 
in the following. These can be understood with the help of the flow stress–strain 
diagram (Figure 5) interpretation [44]. The flow stresses σc, σp, and σs mean the 
critical, peak, and steady state conditions, respectively. The combined effect of 
work hardening (WH) and softening mechanisms on flow curves are categorized 
into distinct regions: I) hardening, II) critical, III) softening and IV) steady-state. 
WH and dynamic recovery (DRV) occur in the first region where WH dominates 
and flow stress rises steeply. The second region is the critical zone where DRV 
and WH both are decreased and new dynamic recrystallization (DRX) initiates. 
Subsequently, DRX is clearly observed in the third region associated with softening. 
The fourth region is a steady-state where only DRX occurs. Key mechanisms and 
their terminology are treated in detail in the following.

5.1 Work hardening

Work hardening (WH) is also called strain hardening or cold hardening. It 
is the process of making a metal stronger and harder below its recrystallization 

Figure 4. 
Schematic representation of slip and twinning mechanisms in metals during plastic deformation (a) original 
position of atoms within a crystal lattice, (b) atoms movement by slip, (c) atoms movement by twinning [43].
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Figure 3. 
The photographs of (a) pomegranate fruit, which compound of grains and separated by grain boundary like 
metal structure, (b) high strength steel structure consists of bainitic ferrite and martensite [27].
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that the strength of polycrystalline materials will be higher than that of a single 
crystal of the same material.

In twinning, each atom moves by only a fraction of an interatomic distance 
relative to its neighboring atoms (see Figure 4c). The twinned portion of the crystal 
is a mirror image of the parent crystal. The orientation of the twinned region is 
however different from the untwinned region (Figure 4a).
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Metallurgical incidents during the TMP may act statically or dynamically on 
the material. This depends upon the rate of load and temperature conditions and 
strongly affects grain refinement. Microstructural evolution during TMP largely 
depends on the ability of dislocation movement during plastic deformation, which 
has consequently also a considerable impact on the mechanical properties of 
materials. The terminology of several mechanisms related to TMP is introduced 
in the following. These can be understood with the help of the flow stress–strain 
diagram (Figure 5) interpretation [44]. The flow stresses σc, σp, and σs mean the 
critical, peak, and steady state conditions, respectively. The combined effect of 
work hardening (WH) and softening mechanisms on flow curves are categorized 
into distinct regions: I) hardening, II) critical, III) softening and IV) steady-state. 
WH and dynamic recovery (DRV) occur in the first region where WH dominates 
and flow stress rises steeply. The second region is the critical zone where DRV 
and WH both are decreased and new dynamic recrystallization (DRX) initiates. 
Subsequently, DRX is clearly observed in the third region associated with softening. 
The fourth region is a steady-state where only DRX occurs. Key mechanisms and 
their terminology are treated in detail in the following.

5.1 Work hardening

Work hardening (WH) is also called strain hardening or cold hardening. It 
is the process of making a metal stronger and harder below its recrystallization 

Figure 4. 
Schematic representation of slip and twinning mechanisms in metals during plastic deformation (a) original 
position of atoms within a crystal lattice, (b) atoms movement by slip, (c) atoms movement by twinning [43].
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temperature by increasing dislocation density via plastic deformation. Dislocations 
will be pinned by each other. Also, as a consequence this highly “faulted” micro-
structure will prevent the propagation of cracks. With increasing the temperature, 
the chance of rearrangement of matter and also dislocations is higher which con-
tributes to lower strength at increased ductility.

5.2 Recovery

Recovery is a softening process that refers to the relieve of part of the internal energy 
stored within the microstructure, taking place before recrystallization in a deformed 
material. It normally occurs above the recrystallization temperature where the move-
ment of atoms, i.e. the atomic mobilities and derived diffusion is considerably facili-
tated. Diffusion increases rapidly with rising temperatures and tends to recover strained 
regions to the “original” unstrained structure (Figure 6a). The extent of recovery 
depends, among other parameters, on the stacking fault energy (SFE), the type and 
amount of solute atoms of the material, particularly in the context of dislocation disso-
ciations, which determine the rate of dislocation climb and cross slip. In low SFE metals, 
recovery as well as cross slip and climb of dislocation is difficult, while the climb is rapid 
and significant recovery may occur in metals and alloys with a high SFE [46].

Two types of recovery are known, static and dynamic recovery. Static recovery 
(SRV) occurs at high strain rates where jerky microstructural response of disloca-
tion dynamics prevails. Technologically, this is the case for instance during friction 
stir welding (FSW) and other torsion processing. Dynamic recovery (DRV) occurs 
at slower strain rates where thermal activation of the metastable positions within 
the dislocation structure leads to steady-state during metal processing e.g. hot-
rolling, extrusion, and forging processes, It is commonly accepted that both DRV 
and SRV reduce the stresses through changes in dislocation structure due to sub-
grain growth, dislocation annihilation, and dislocation rearrangement into lower-
energy configurations (such as planar dislocation boundaries). Overall, ductility is 
improved by recovery, while the strength of materials is reduced [47].

5.3 Recrystallization

The recrystallization associates with the nucleation of new strain-free grains and 
their subsequent growth in deformed microstructure when internal energy reaches 
a critical value (Figure 6b and c). When the recrystallization process arises during 

Figure 5. 
Schematic flow stress–strain diagram [44].
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deformation processes, it is called dynamic recrystallization (DRX). In contrast, 
when it takes place after deformation or during post-processing like the anneal-
ing process, it is known as static recrystallization (SRX) [48]. When DRX is not 
completed within deformation, this is termed meta dynamic or post dynamic DRX 
(mDRX) [48]. Moreover, two types of DRX can be distinguished. In discontinuous 
DRX (dDRX) strain-free grains nucleate and grow rapidly, thus consuming the 
surrounding strain hardened matrix, while continuous DRX (cDRX) involves the 
generation of new grain boundaries by the continuous misorientation of nearby 
subgrains. The combined effect of cDRX and dDRX phenomena takes place dur-
ing higher strain conditions which are possible during torsion, other severe plastic 
deformation processes [29]. Since the rate of annihilation due to dynamic recovery 
is not sufficient to complete with the strain hardening rate in low SFE materials, the 
dislocation density increases continuously in this case. Contrary, high SFE materials 
act in favor for higher mobility of dislocation, and consequently dynamic recovery 
becomes involved as an operating mechanism [49]. The details of materials and the 
type of possible phenomena are illustrated in Table 2.

The range of dDRX and cDRX can be understood through the schematic dia-
gram between processing temperature and strain rate (see Figure 7a). dDRX phe-
nomena increase above the melting temperature (Tm) when the strain rate decreases 
while the cDRX phenomena decrease with decreases in processing temperature and 
increases in strain rate. cDRX occurs in all SFE materials [53] when the temperature 
falls below 0.5 Tm, however, the dDRX takes place only in low and medium-range 
SFE materials above 0.5 Tm wherein dynamic recovery is slow after accessing a criti-
cal strain value, as can be seen in Figure 7a [34, 54, 55]. The grain nucleation and 
growth during dDRX is the same as for primary DRX which occurs during heating 
in cold-worked materials. Localized nucleation and growth at local grain boundary 

Type of process Mechanism Materials 
type

Hot deformation (T > 0.5Tm) dDRX Category L 
& M

cDRX and DRV Category H

Cold/warm deformation (T < 0.5Tm) cDRX All Categories

Hot torsion (T > 0.5Tm), other SPD processes DRV + dDRX+cDRX All Categories

Where,
Low and medium-range SFE materials (Category L & M): Copper, Gold, Lead, γ-iron, Ni and their alloys.
High SFE materials (Category H): Aluminum, Magnesium, α-iron, and their alloys.

Table 2. 
The details of materials and acting mechanisms during the hot deformation process [34, 49, 50].

Figure 6. 
The optical microstructure of deformed stainless steel samples: (a) recovered grains (b) partial recrystallization 
(c) area of full recrystallization [45].
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ing process, it is known as static recrystallization (SRX) [48]. When DRX is not 
completed within deformation, this is termed meta dynamic or post dynamic DRX 
(mDRX) [48]. Moreover, two types of DRX can be distinguished. In discontinuous 
DRX (dDRX) strain-free grains nucleate and grow rapidly, thus consuming the 
surrounding strain hardened matrix, while continuous DRX (cDRX) involves the 
generation of new grain boundaries by the continuous misorientation of nearby 
subgrains. The combined effect of cDRX and dDRX phenomena takes place dur-
ing higher strain conditions which are possible during torsion, other severe plastic 
deformation processes [29]. Since the rate of annihilation due to dynamic recovery 
is not sufficient to complete with the strain hardening rate in low SFE materials, the 
dislocation density increases continuously in this case. Contrary, high SFE materials 
act in favor for higher mobility of dislocation, and consequently dynamic recovery 
becomes involved as an operating mechanism [49]. The details of materials and the 
type of possible phenomena are illustrated in Table 2.

The range of dDRX and cDRX can be understood through the schematic dia-
gram between processing temperature and strain rate (see Figure 7a). dDRX phe-
nomena increase above the melting temperature (Tm) when the strain rate decreases 
while the cDRX phenomena decrease with decreases in processing temperature and 
increases in strain rate. cDRX occurs in all SFE materials [53] when the temperature 
falls below 0.5 Tm, however, the dDRX takes place only in low and medium-range 
SFE materials above 0.5 Tm wherein dynamic recovery is slow after accessing a criti-
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growth during dDRX is the same as for primary DRX which occurs during heating 
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bulging can be seen in Figure 7b. It is obvious that the dDRX nuclei contain a much 
lower dislocation density than the deformed region and these nuclei are distinct 
from highly disturbed substructures with twin boundaries and low angle disloca-
tion sub boundaries.

One additional terminology has recently been denoted as post-DRX which 
occurs during the annealing process in deformed materials [55].

6.  Impact of plastic deformation parameters on microstructure  
and properties evolution

Some major metal processing parameters such as temperature, strain rate, and 
strains that impact steel microstructures and their flow curves are illuminated in 
detail in the following.

6.1 The role of work-hardening rate

The WH rate enables strengthening and hardening to the materials below the 
recrystallization temperature. Rapid WH rates are realized in low strain regions 
due to increases in dislocation density while at later strain increase, the effect 
starts to decrease due to recrystallization of new strain-free grains [31, 36, 40, 
50, 56]. In WH, dislocations are preferably pinned, which will impede crack 
propagation on the microscale. With increasing temperature, the probability of 
rearrangement of atoms is higher which assists lower strength but increases the 
ductility of materials. Samantaray et al. [36] have reported for 316 L stainless 
steel that the WH rate starts rapidly with increasing temperature and strain rate 
at a specific value of strain (see Figure 8). The WH rate gradually decreased at 
higher temperature with increasing strain while it falls more rapidly under lower 
temperature conditions.

Lin et al. [44] have derived the following model for the influence of dynamic 
recovery during WH (see Eq. (2)) and dynamic recrystallization Eq. (3) under 
different deformation conditions within TMP.

 2 2 2 0.5
0[ ( ) exp( )]DRV DRVσ σ σ σ Ω = + − − ε  (2)

Figure 7. 
(a) Schematic correlation between cDRX and dDRX [51], (b) dDRX nuclei in austenitic stainless steel at 
800°C with strain rate 0.001 s−1 [52].
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Where σ is flow stress; σDRV is steady-state stress due to dynamic recovery; σDRV 
is steady-state stress due to dynamic recrystallization; σ0 is yield stress; ε is strain; εP 
is peak strain; εc is critical strain; 𝛺𝛺 is coefficient of dynamic recovery.

Generally, the critical strain acknowledgeable for the start of DRX can be calcu-
lated either by deformed microstructure or flow stress curves [58], In which flow 
stress curve analysis are simple and easier while microstructural are complicated. 
This flow curve analysis method was proposed in 1981 by Mecking et al. [59] and 
later it developed by Ryan et al. [60] and McQueen et al. [61] emphasize the point 
where DRX occurs on the flow curves. This method allows to find out the critical 
strain point where the flow curve changes due to the formation of new strain-free 
grains via DRX.

6.2 On properties derived from flow curves and relation to microstructures

The flow stress–strain curve reflects the changes in the material through 
plastic deformation during dynamic loading [25, 32, 62–66]. The flow stress can 
be influenced by several factors like chemical composition, crystal structure 
(e.g., steel matrix - bcc, fcc, Mg-base - hcp, and others) [50, 67], different phases 
and compounds [17, 30, 50, 68–70], grain boundaries [25, 50, 71, 72] as well as 
imperfections [34, 50, 55, 73, 74]. Other factors such as friction (σf), thermal 
(σt) and athermal (σa) terms also affect flow stresses, as indicative by relations 
in Eq. (4) [75].

 ( ) ( )f   , , ,  t aT Tσ σ ε σ ε ε σ= + +   (4)

Where T is temperature, ἐ is strain rate and ε is strain. σa represents the internal 
stress which occurs due to long range barriers to dislocation motion in the materials, 
while σf term reflects the stress needed to overcome the lattice friction depending 
on strain rate and temperature.

Figure 8. 
The impact of temperature and strain rate on work hardening rate of stainless steel [57].
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In addition, processing temperatures and strain rates are equally important for 
the plastic deformation behavior. Therefore, the dynamics of TMP can be under-
stood through the investigation of microstructural changes combined with inter-
pretations of trends of flow stress–strain curves which depend on DRV and DRX, 
and SRX [76, 77]. I.

It is noticed in most cases that flow stress decreases with increase in temperature 
and depends upon the applied strain rate [27, 32, 36, 78]. In terms of temperature, 
strain, and strain rates, the flow curves can be expressed by Eq. (5) [75].

 
( )

( )2 , exp
3 1

n mK T
m

σ ε ε β= −
−

  (5)

Where m stands for strain rate sensitivity, n represents the strain hardening 
exponent, and K, β represents material constant.

In the following, some flow curve trends of different steels and underlying 
phenomena are discussed.

Researchers reported that the series of flow curves are subjected to different 
temperatures and strain rates for different grades of steels [26, 27, 44, 45, 64]. Lin 
et al. [44] have reported interesting results for hot deformation of 42CrMo grade 
high strength steel in which they found that flow stress increased with decreasing 
temperature (Figure 9a) while it increased with strain rates (Figure 9b). At the 
slower strain rate in different ranges of temperatures, the flow stress will decrease 
with increase in temperature due to increase in the amount of cross slip screw dis-
locations and climb of edge dislocations, as well as vacancy diffusion. This results 
in an increase of grain boundary mobility and energy accumulation at boundaries 
for the nucleation and growth in DRX grains and dislocation annihilation which is 
responsible for the decrease in flow stress [27, 64].

Kumar et al. [27] have found for hot deformed condition in high strength 
steel that flow stress increases continuously at lower deformation temperature 
(750–850°C) due to continuation of work hardening phenomena High temperature 
showed the higher steady-state condition where DRX was dominant. While both 
DRV and DRX were dominant at all strain rates with decreasing temperature, the 
dDRX phenomena was more prominent at slow strain rate (0.001 s-1) at 900°C 
due to nucleation of unstrained grains that occurs normally in low SFE high 
strength steels. A flow curve without pronounced peak stress, but which exhibits 

Figure 9. 
The true stress–strain curves at different temperatures and strain rates for 42CrMo steel [44].
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a steady-state, is generally associated with dynamic recovery being the dominant 
restoration mechanism [79].

Zhang et al. [31] have reported that several original grains were broken and 
recrystallized new grains showed up along the grain boundaries at the deformed 
condition at 900°C with a high strain rate 10 s−1, which indicates that the deformed 
morphology is inhomogeneous. In contrast, at the same temperature but with a 
lower strain rate (1 s−1), DRX was observed along the grain boundaries. This is due 
to local temperature rise within the samples during deformation. It is interesting to 
note that at the initial stage of strain, the flow stress increases steeply due to work 
hardening phenomena in materials having higher carbon content and less austenite 
stabilizing alloying elements. It reaches a peak value before going into the  
softening stage.

Souza et al. [45] have documented results of hot deformation testing at elevated 
temperatures with different strain rates in austenitic stainless steel. Also, some 
differences could be seen in the work hardening phenomena; the slopes of the flow 
stress curves changed. In the initial work hardening region, the increase of disloca-
tion density during deformation is controlled by the competition between storage 
and annihilation of dislocations, i.e. opposing contributions of work hardening and 
the dynamic recovery due to the change of dislocation density with deformation.

7. SPD impacts on the structure and mechanical properties of steels

Severe plastic deformation where metal grains are heavily deformed is realized 
by using several setups of plastic deformations like high-pressure torsion, equal 
channel angle pressing, multi-axial forging, twist extrusion, accumulated roll bend-
ing, and constrained groove pressing [22, 34, 80]. Severe deformation produces not 
only a strong direct impact on the mechanical properties i.e. high strength, low-
temperature toughness, superior plasticity, good ductility, and good wear resistance 
of high manganese grades steel but also on other important properties such as 
thermal stability, diffusion, radiation tolerance, and corrosion properties, which are 
indirectly associated with material stability and durability.

The high manganese steels (Mn) are advanced high strength austenitic steels 
that contain Mn between 3 to 31% wt. These steels are known as Hadfield steel, 
damping steel, complex steel, transformation induced plasticity steel (TRIP), and 
twinning induced plasticity steel (TWIP) [81, 82]. In all of these, Hadfield steel 
was firstly discovered in 1882 by Sir Robert Hadfield [83] while TWIP steel is one 
of the latest fully austenitic steel which is developed in the early 1990s by Japanese 
steelmakers Kobo steel, Nippon, and Sumitomo steel organizations.

It is well known that ultrafine and nanocrystalline structure depends on three 
mechanisms; martensitic transformation, dislocation motion, and twinning and 
twin evolution where stacking fault energy (SFE) of material plays an important 
role. Figure 10 reflects the relation between strain-induced mechanism vs. tem-
perature and SFE for Fe-20Mn-4Cr-0.5C steel. It shows that retained austenite can 
be converted into ε-martensite and strain-induced by a twinning mechanism at a 
lower temperature. Thus, the calculation of martensitic start temperature and SFE 
value is necessary to achieve the right combination of mechanical and other proper-
ties in low SFE high Mn steels. It is well known that the SFE of materials depends on 
chemical composition and on temperature [84–86]. The high Mn steels have a low 
SFE between 15 to 50 mJ/m2 [31, 85, 87].

Allain et al. [86] reported results for Fe-22Mn-0.06C steel where the tempera-
ture influences the SFE values and strain-induced mechanism, which can be seen in 
Table 3. The strain hardening and mechanical behavior of steels strongly depend  
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Figure 9. 
The true stress–strain curves at different temperatures and strain rates for 42CrMo steel [44].
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a steady-state, is generally associated with dynamic recovery being the dominant 
restoration mechanism [79].
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only a strong direct impact on the mechanical properties i.e. high strength, low-
temperature toughness, superior plasticity, good ductility, and good wear resistance 
of high manganese grades steel but also on other important properties such as 
thermal stability, diffusion, radiation tolerance, and corrosion properties, which are 
indirectly associated with material stability and durability.

The high manganese steels (Mn) are advanced high strength austenitic steels 
that contain Mn between 3 to 31% wt. These steels are known as Hadfield steel, 
damping steel, complex steel, transformation induced plasticity steel (TRIP), and 
twinning induced plasticity steel (TWIP) [81, 82]. In all of these, Hadfield steel 
was firstly discovered in 1882 by Sir Robert Hadfield [83] while TWIP steel is one 
of the latest fully austenitic steel which is developed in the early 1990s by Japanese 
steelmakers Kobo steel, Nippon, and Sumitomo steel organizations.

It is well known that ultrafine and nanocrystalline structure depends on three 
mechanisms; martensitic transformation, dislocation motion, and twinning and 
twin evolution where stacking fault energy (SFE) of material plays an important 
role. Figure 10 reflects the relation between strain-induced mechanism vs. tem-
perature and SFE for Fe-20Mn-4Cr-0.5C steel. It shows that retained austenite can 
be converted into ε-martensite and strain-induced by a twinning mechanism at a 
lower temperature. Thus, the calculation of martensitic start temperature and SFE 
value is necessary to achieve the right combination of mechanical and other proper-
ties in low SFE high Mn steels. It is well known that the SFE of materials depends on 
chemical composition and on temperature [84–86]. The high Mn steels have a low 
SFE between 15 to 50 mJ/m2 [31, 85, 87].

Allain et al. [86] reported results for Fe-22Mn-0.06C steel where the tempera-
ture influences the SFE values and strain-induced mechanism, which can be seen in 
Table 3. The strain hardening and mechanical behavior of steels strongly depend  
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on the SFE, which is responsible for the activation energy of a deformation  
mechanism [87].

The mechanical properties of Hadfield Mn austenitic steels can be improved 
through high rate strain hardening where two phenomena (i.e. dislocation accumula-
tion and twinning) act preferentially during plastic deformation [82]. This is attrib-
uted to the strain hardening transformation where austenite phase transforms into 
ε or α-martersite, and twinning, dynamic strain aging, dispute between dislocations 
with stacking faults occurs. In this connection, Yan et al. [88] have tried to improve 
the hardness values by shot pinning method, whereby hardness values could be 
increased with increasing in operation time. This was attributed to the increment in 
density of dislocations, dislocation accumulation, and formation of twinning. The 
influence of higher strain rate (between 103 to 105/s) attains great impact on mechan-
ical behavior and wear resistance properties of high austenitic Mn steel which may 
be linked to dynamic strain aging and may delay fracture [81, 89–93].

Over the past few years, many researchers have reported work on TRIP and 
TWIP steels and achieved better mechanical properties by plastic deformation 
at high strains (more than 1) [22, 73, 74, 81, 89, 91, 94–96]. Both TRIP and TWIP 
steels are fully austenitic steels with less carbon content than hadfield steel. The 
initial microstructure of TRIP steel is consisted of martensite, bainite and ferrite 
with retained austenite. The fraction of carbon enriched retained austenite in TRIP 
steels is between 5 to 30% which transforms into martensite by displacive mecha-
nism during SPD process. This behavior has attained great improvement in strength 
and toughness properties [96, 97].

A critical issue remains hydrogen embrittlement in TRIP steels, promoted by a 
displacive mechanism where the relevance of different solubility and diffusivity in 
the parent austenite has been discussed [96].

Sevsek et al. [90] reported the effect of strain rate on medium Mn X6MnAl12–3 
steel. The softer austenite region was strained locally and transformed into 

Temperature, K SFE value, mJ/m2 Plasticity mechanism

77 10 Dislocation gliding

293 19 Dislocation gliding and twinning

673 80 Dislocation gliding and ε-martensitic transformation.

Table 3. 
The deformation mechanism at different temperatures for Fe-22Mn-0.6C steel [86].

Figure 10. 
Effect of SFE and temperature on deformation mechanism in Fe-20Mn-4Cr-0.5C steel [84].
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martensite which depended on the strain rate sensibility. The deformation induced 
phase transformation of austenite to martensite is partially suppressed at lower and 
higher strain rates. The impact of high strains in fully austenitic Fe-22Mn-0.6C steel 
is predominantly controlled by twinning plasticity mechanism (see Figure 11) as 
suggested by Jacob et al. [81]. The initial microstructure of Fe-22Mn-0.6C steel is a 
single-phase austenitic steel with few twinned grains (Figure 11a). They found that 
the fraction of twinning is increased with increasing strains (Figure 11b–d), where 
most of the internal energy was used for recrystallization and rest for grain growth 
[87]. They concluded that twin boundaries act as a hindrance to the dislocation 
glide providing work hardening effect.

In the same way, Kang et al. [98] have reported HPT tests for TWIP steel, in 
which they found that both stress and hardness values increased with an increase in 
the number of turns. This was related to grain refinement. It was also noticed that 
the inhomogeneity in morphology and volume of low and high angle grain bound-
aries increased with the increase in the number of turns, associated with higher 
stress and lower elongation. The hardness at tip location was found to be lower in 
all strain ranges due to the lower extent of plastic deformation while at the edge it 
was higher.

8. Concluding remarks

This review chapter focuses on plastic deformation behavior which can be 
controlled via processing parameters. Their optimisation is responsible for a refined 
microstructure, typically associated with beneficial mechanical properties of met-
als and steel due to metal forming. In other words, an appropriate combination of 
processing parameters enables one to fabricate products that will be defect-free on 

Figure 11. 
Optical morphologies of Fe-22Mn-0.6C steel subjected to high strain deformation: (a) unstained; strained with 
(b) 18%, (c) 26%, and (d) 34% [81].
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the microscale, which represents an important demand of customers. It is noticed 
that the flow stress increases with an increase in strain rate when the temperature is 
constant while it decreases with an increase in temperature when the strain rate is 
constant. The dDRX phenomena occur under axial stress hot deformation condi-
tions while cDRX phenomena are linked to torsion deformation conditions during 
severe plastic deformation at relatively low temperatures. Plastic deformation acts 
differently in the case of high Mn austenitic TRIP steels where retained austenite 
is transformed into martensite by displacive mechanism and induced strain forms 
twinning which improves strength and toughness of steels. In contrast, the high-Mn 
fully austenitic steel such as TWIP steels generate huge amount of twinning struc-
ture by induced high strains and do not show phase transformation like TRIP steels.

© 2021 The Author(s). Licensee IntechOpen. This chapter is distributed under the terms 
of the Creative Commons Attribution License (http://creativecommons.org/licenses/
by/3.0), which permits unrestricted use, distribution, and reproduction in any medium, 
provided the original work is properly cited. 
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that the flow stress increases with an increase in strain rate when the temperature is 
constant while it decreases with an increase in temperature when the strain rate is 
constant. The dDRX phenomena occur under axial stress hot deformation condi-
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severe plastic deformation at relatively low temperatures. Plastic deformation acts 
differently in the case of high Mn austenitic TRIP steels where retained austenite 
is transformed into martensite by displacive mechanism and induced strain forms 
twinning which improves strength and toughness of steels. In contrast, the high-Mn 
fully austenitic steel such as TWIP steels generate huge amount of twinning struc-
ture by induced high strains and do not show phase transformation like TRIP steels.
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Abstract

Explosive welding is a solid-state process, which is an advanced form of  
joining two metal plates with dissimilar metallurgical properties, irrespective of 
the differences in physical and chemical properties. In this process, high pressure 
of explosive is used to accelerate one metal plate over another to form the bimetal-
lic product. The pressure needs to be sufficiently high and for enough length of 
time to achieve inter-atomic bonds. During the explosive welding process, a jetting 
phenomenon occurs at the collision point which cleans the top oxide layer over 
metals and leaves the virgin surfaces that help in the joining process. The metals are 
joined without losing their pre-bonded properties with higher bond strengths than 
the strength of the weaker parent material. There are various critical factors such as 
explosive type, mass of explosive, stand-off distance, type of plate material, veloc-
ity of detonation etc. which affect the bond quality. Researchers mainly play with 
all these parameters to bring out the best characteristics of the bimetallic product 
that can be used for the desired applications such as heat exchanger, pressure  
vessels etc.

Keywords: bond strength, dissimilar materials, detonation velocity, explosive 
welding, metallurgical properties

1. Introduction

Welding is a process of joining two materials together through pressure, heat 
and sometimes with the addition of filler materials. The important condition for 
any welding technique is that the two surfaces that need to be joined should be 
cleaned and uncontaminated. Moreover, if the two surfaces are brought together in 
such a way that the surfaces exchange the outer orbit of the valence electrons and 
form interatomic bonds, the weld formed will be very strong in terms of mechanical 
properties. But this kind of bond formation is not possible through conventional 
means. In most of the welding techniques melting is involved in joining the two 
components. There are also some welding processes such as solid-state welding 
processes where heat required is below the melting point of the base material being 
welded and therefore, no melting is observed during joining for example ultrasonic 
welding [1, 2], friction welding [3–5], cold welding [6], explosive welding [7–10] 
and diffusion welding [11, 12]. All of the welding methods have some advantages 
and disadvantages in their particular field and are applied as per the need of the 
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applications. In the current world, there is an increasing trend of using dissimilar 
material combinations for various applications such as automobile, shipbuild-
ing, military, aerospace and oil industries etc. The bi-metallic product takes the 
mechanical advantage of both the materials such as wear resistance, corrosion 
resistance, high tensile strength and lightweight. To meet such requirements many 
researchers are extensively working in this field to produce such combinations. In 
which explosive welding is considered as one of the potential welding technique and 
is gaining more attention due to its vast features as mentioned [13, 14]. Explosive 
welding is one of the solid-state welding processes in which explosive energy is used 
to create a high-velocity impact collision between the two plates to be joined. The 
process can join a wide area of non-compatible material combination irrespective of 
the difference in mechanical and chemical properties and which cannot be joined 
by any other conventional means. It is a surface bond welding, which provides a 
strong metallurgical bond at the molecular level and provides strength higher than 
the base materials [15]. There are various applications of explosive welding prod-
ucts such as in cryogenic pressure vessels [16], scram jet engine components [17], 
shipbuilding application [18].

2. Working principle of explosive welding

In the explosive welding process, the explosive is used as a source of energy to 
accelerate one of the metal plates into another. Figure 1a shows the initial set-up of 
the explosive welding process showing the two plates i.e. base plate which is kept 
stationary and the movable flyer plate is kept at a particular calculated distance 
called stand-off distance. The explosive box is placed with a buffer sheet over the 
plates. This buffer sheet protects the flyer plate from damage due to explosion. 
To initiate the main explosive detonator is used, which is placed above explosive. 
Figure 1b shows the schematic diagram after the detonation of explosive has 
initiated in the explosive welding process. Here we can observe the collision point, 
where the two plates collide and the bond formation occurs. Along with this jetting 
phenomenon is witnessed which is one of the most important criteria and also an 
essential condition for bond formation. Jetting occurs during an oblique collision at 
the collision point, in which it cleans the mating surfaces and Leaves behind a virgin 
surface free from oxide layers and contaminants. This helps to interact two mating 
materials at the atomic level when subjected to high impact pressure waves arising 
from the explosion effects. This process is capable of joining large surface area due 
to its ability to distribute high energy density. Explosive welding can be basically 

Figure 1. 
Schematic diagram of explosive welding process in parallel set-up, a) initial set-up, b) after the explosion has 
initiated.
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defined in two steps; first jet phenomenon occurs and cleans up the oxide layers 
and second, the high impact pressure forces the mating surfaces into such intimate 
contact that they meet at the interatomic level and results in strong metallurgical 
bond.

2.1 Plastic deformation in explosive welding process

In explosive welding process due to detonation effect of explosive many 
critical phenomena occur such as release of large gas product i.e. explosion, 
high impact collision between mating surfaces, high temperature, generation of 
heat, plastic deformation in the metal plates, pressure generation, jetting and 
bonding occurs for a very short period of time i.e. microseconds [19–21]. Out of 
these, plastic deformation that occurs at the weld interface due to high impact 
pressure is considered as one of the important factor responsible for good bond 
formation. Pastic deformation in explosive welding process occurs when pres-
sure at the collision front overcomes the yield strength of the materials. Through 
plastic deformation an intimate contact is formed where the two mating surfaces 
are brought too close together that atomic reaction occurs between the mating 
surfaces [22–24]. Plastic deformation can be examined using visioplastic meth-
ods without disturbing the original properties of materials. The most distinctive 
form of plastic deformation is the wave formation in explosive welding [25]. 
Occurrence of high plastic deformation of the mating surfaces lead to grain 
refinement [26]. Difference in grain size adjacent to weld interface is observed 
due to severe plastic deformation [27]. Various researchers have witnessed high 
hardness value at the weld interface of explosively welded specimens in micro-
hardness examination study. It was mainly attributed to intense plastic deforma-
tion developed across the weld interface. The level of plastic deformation in 
explosively welded specimens decrease gradually with increase in distance from 
the weld interface [28–30].

2.2 Types of experimental set-up

There are two types of explosive welding set-up i.e. parallel and the inclined 
set-up [31]. Figure 1 shows the parallel set-up where the two plates are placed 
parallel to each other. This kind of configuration is used for joining large and thick 
plates. While the inclined set-up is shown in Figure 2 in which flyer plates are 
inclined at a particular angle (α). This kind of configuration is generally applied 
for joining small and thin plates.

Figure 2. 
Schematic diagram of explosive welding process in inclined set-up a) initial set-up, b) after the explosion has 
initiated.
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applications. In the current world, there is an increasing trend of using dissimilar 
material combinations for various applications such as automobile, shipbuild-
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mechanical advantage of both the materials such as wear resistance, corrosion 
resistance, high tensile strength and lightweight. To meet such requirements many 
researchers are extensively working in this field to produce such combinations. In 
which explosive welding is considered as one of the potential welding technique and 
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stationary and the movable flyer plate is kept at a particular calculated distance 
called stand-off distance. The explosive box is placed with a buffer sheet over the 
plates. This buffer sheet protects the flyer plate from damage due to explosion. 
To initiate the main explosive detonator is used, which is placed above explosive. 
Figure 1b shows the schematic diagram after the detonation of explosive has 
initiated in the explosive welding process. Here we can observe the collision point, 
where the two plates collide and the bond formation occurs. Along with this jetting 
phenomenon is witnessed which is one of the most important criteria and also an 
essential condition for bond formation. Jetting occurs during an oblique collision at 
the collision point, in which it cleans the mating surfaces and Leaves behind a virgin 
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from the explosion effects. This process is capable of joining large surface area due 
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defined in two steps; first jet phenomenon occurs and cleans up the oxide layers 
and second, the high impact pressure forces the mating surfaces into such intimate 
contact that they meet at the interatomic level and results in strong metallurgical 
bond.

2.1 Plastic deformation in explosive welding process

In explosive welding process due to detonation effect of explosive many 
critical phenomena occur such as release of large gas product i.e. explosion, 
high impact collision between mating surfaces, high temperature, generation of 
heat, plastic deformation in the metal plates, pressure generation, jetting and 
bonding occurs for a very short period of time i.e. microseconds [19–21]. Out of 
these, plastic deformation that occurs at the weld interface due to high impact 
pressure is considered as one of the important factor responsible for good bond 
formation. Pastic deformation in explosive welding process occurs when pres-
sure at the collision front overcomes the yield strength of the materials. Through 
plastic deformation an intimate contact is formed where the two mating surfaces 
are brought too close together that atomic reaction occurs between the mating 
surfaces [22–24]. Plastic deformation can be examined using visioplastic meth-
ods without disturbing the original properties of materials. The most distinctive 
form of plastic deformation is the wave formation in explosive welding [25]. 
Occurrence of high plastic deformation of the mating surfaces lead to grain 
refinement [26]. Difference in grain size adjacent to weld interface is observed 
due to severe plastic deformation [27]. Various researchers have witnessed high 
hardness value at the weld interface of explosively welded specimens in micro-
hardness examination study. It was mainly attributed to intense plastic deforma-
tion developed across the weld interface. The level of plastic deformation in 
explosively welded specimens decrease gradually with increase in distance from 
the weld interface [28–30].

2.2 Types of experimental set-up

There are two types of explosive welding set-up i.e. parallel and the inclined 
set-up [31]. Figure 1 shows the parallel set-up where the two plates are placed 
parallel to each other. This kind of configuration is used for joining large and thick 
plates. While the inclined set-up is shown in Figure 2 in which flyer plates are 
inclined at a particular angle (α). This kind of configuration is generally applied 
for joining small and thin plates.

Figure 2. 
Schematic diagram of explosive welding process in inclined set-up a) initial set-up, b) after the explosion has 
initiated.
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2.3 Terminology used in explosive welding

Base plate: It is the one which is placed at the open ground or at the anvil. This 
is kept stationary and is the one on which the cladding is performed. Both the base 
plate and the flyer plate are cleaned thoroughly and polished gently before welding.

Flyer plate: It is the one which is placed above the base plate and during collision 
this plate hits onto the base plate. The selection of flyer plate and base plate is done 
on the basis of mass per unit area, whoever is less is placed as flyer plate. As com-
pared to base plate it has the lowest density as well as tensile strength.

Stand-off distance: It is the one which maintains the distance between the flyer 
plate and the base plate. Stand-off distance helps the flyer plate to accelerate and 
acquire the required impact velocity to generate jetting. Apart from this, it also 
provides the exit path to the jet and the air formed between the flyer and base plate 
during the collision. In general stand-off distance is kept half or equal to the thick-
ness of flyer plate.

Buffer sheet: This sheet is placed over the flyer plate. It is made up of rubber or 
PVC. The main role of this sheet is to protect the flyer plate from damage which can 
occur during collision due to explosion effects.

Explosive box: It is placed over the metal plates to be welded. This acts as a 
source of energy which provides the required forces to weld the materials. Explosive 
can be used as powder, slurry or sheet form which is spread over the buffer sheet 
uniformly.

Detonator: This is placed at the top of the explosive box. The main function of 
the detonator is to help in initiating the main explosive. The detonator is detonated 
with the help of dynamo placed at some distance from the trial site.

3. Different parameters affecting the explosive welded products

There are various parameters which influence the final product of the explosive 
welding process. Therefore, careful control of welding parameters is very critical. 
The criteria for selection of the welding parameters depends upon the mechanical 
properties of the matting surfaces [32, 33]. Many researchers change the magnitude 
of these parameters by playing with the different parameters such as detonation 
velocity, stand-off distance, explosive type etc. The various process parameters are 
discussed below.

Explosive: In explosive welding, controlled energy of explosive is used to 
accelerate the flyer plate and help to impact on to the base plate, to produce a 
strong metallurgical bond. Explosive is generally characterized by their velocity of 
detonation (VoD) and density. In most of the engineering materials, the velocity of 
sound is between 4.5–6 km/s and most of the common explosives have VoD ranging 
between 6 and 7 km/s. Therefore, high VoD in explosive welding is not preferable 
as in case of joining the weld will get dismantle or in some cases it will destroy the 
material. In explosive welding, VoD is mostly applied in the range of 2–3 km/s to 
obtain a uniform detonation across the joining metal plates [32–34]. Many research-
ers have worked with different explosives to obtain a sound weld. A. Loureiro  
et al. have studied the effect of explosive mixture i.e. emulsion explosive with two 
different sensitizers i.e. hollow glass microspheres (HGMS) and expanded poly-
styrene spheres (EPS) on the weld interface of copper-aluminum. They observed 
improved surface using HGMS and higher wave amplitude was witnessed by 
employing EPS [35]. Similarly, many works related to explosive optimization have 
been done in the past in explosive welding [36, 37]. Recently Sherpa et al. have 
developed a low velocity of detonation (VoD) explosive welding process (LVEW) 
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in which VoD was less than 2 km/s and obtained a sound joint [38]. Some of the 
explosives used for explosive welding process are shown in Table 1.

Stand-off distance: Stand-off distance is normally selected based on the 
thickness of the flyer plate and the explosive parameters. It is one of the critical 
parameters which influence the bond quality. Stand-off distance is selected basi-
cally to provide necessary dynamic bend angle and the impact velocity for proper 
bond to form. Durgutlu et al. studied the effect of stand-off distance on copper and 
stainless steel bond. They observed an increase in wavelength and amplitude of the 
wave with an increase in stand-off distance. As well as hardness value across the 
weld interface also increased with increasing stand-off distance [48]. M.R. Jandaghi 
et al. studied the effect of stand-off distance on the copper and aluminum interface. 
They observed that with an increase in stand-off distance, plastic deformation, 
kinetic energy at the collision point and as well as the melting increases at the weld 
interface which lead to the increase in corrosion rate [49].

Flyer plate velocity: It is the velocity at which the flyer plate strike into the 
base plate after the detonation has started. To obtain good bonding, the flyer plate 
velocity should be in the described limits i.e. between the minimum and maximum 
flyer velocity. Experimenting with flyer plate velocity above defined range can lead 
to certain defects such as melting zone, cracks, brittle phases, bend and damage of 
flyer plate [50, 51].

Collision angle (β): It is the angle formed between the flyer plate and the base 
plate during the collision process. Collision angle should be selected very carefully 
to meet the requirement of the bonding parameters. If the angle is selected below 
the critical collision angle, a jet-less phenomenon will occur and if β is chosen above 
defined limit it will cause entrapment of jet [33, 52].

Collision velocity (Vc): It is the velocity with which collision point moves along 
the area being welded. For proper welding to occur there should be some plastic 
flow ahead of the collision point. Hence, the collision point velocity should be less 
than the sonic velocity in the metals. The smooth interface is observed at lower 
collision velocity while the wavy interface is observed at higher collision velocity at 
the weld interface. Increasing the collision velocity may also increase the chances of 
melt pockets across the weld interface [20].

3.1 Weldability window

The condition that should satisfy for proper bonding to take place is defined 
by weldability window. Detailed view with the description of weldability window 
is shown in Figure 3. It is plotted between collision angle (β) and collision veloc-
ity (Vp), where it is well defined by four different lines [50, 51]. The first limit 
is placed at the rightmost side in which formation of the jet at the collision point 

Explosive Velocity of detonation (m/s) Density (kg/m3) Ref.

ANFO (ammonium nitrate 
with fuel oil)

2300–2800 650–700 [39, 40]

SEP 7000 1300 [41, 42]

Emulsion explosive 2200 1150 [43]

Elbar-5 3000–3800 700–800 [44–46]

PAVEX 2000–3000 530 [37, 47]

Table 1. 
Different explosives used in the explosive welding process.
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is kept stationary and is the one on which the cladding is performed. Both the base 
plate and the flyer plate are cleaned thoroughly and polished gently before welding.

Flyer plate: It is the one which is placed above the base plate and during collision 
this plate hits onto the base plate. The selection of flyer plate and base plate is done 
on the basis of mass per unit area, whoever is less is placed as flyer plate. As com-
pared to base plate it has the lowest density as well as tensile strength.

Stand-off distance: It is the one which maintains the distance between the flyer 
plate and the base plate. Stand-off distance helps the flyer plate to accelerate and 
acquire the required impact velocity to generate jetting. Apart from this, it also 
provides the exit path to the jet and the air formed between the flyer and base plate 
during the collision. In general stand-off distance is kept half or equal to the thick-
ness of flyer plate.

Buffer sheet: This sheet is placed over the flyer plate. It is made up of rubber or 
PVC. The main role of this sheet is to protect the flyer plate from damage which can 
occur during collision due to explosion effects.

Explosive box: It is placed over the metal plates to be welded. This acts as a 
source of energy which provides the required forces to weld the materials. Explosive 
can be used as powder, slurry or sheet form which is spread over the buffer sheet 
uniformly.

Detonator: This is placed at the top of the explosive box. The main function of 
the detonator is to help in initiating the main explosive. The detonator is detonated 
with the help of dynamo placed at some distance from the trial site.

3. Different parameters affecting the explosive welded products

There are various parameters which influence the final product of the explosive 
welding process. Therefore, careful control of welding parameters is very critical. 
The criteria for selection of the welding parameters depends upon the mechanical 
properties of the matting surfaces [32, 33]. Many researchers change the magnitude 
of these parameters by playing with the different parameters such as detonation 
velocity, stand-off distance, explosive type etc. The various process parameters are 
discussed below.

Explosive: In explosive welding, controlled energy of explosive is used to 
accelerate the flyer plate and help to impact on to the base plate, to produce a 
strong metallurgical bond. Explosive is generally characterized by their velocity of 
detonation (VoD) and density. In most of the engineering materials, the velocity of 
sound is between 4.5–6 km/s and most of the common explosives have VoD ranging 
between 6 and 7 km/s. Therefore, high VoD in explosive welding is not preferable 
as in case of joining the weld will get dismantle or in some cases it will destroy the 
material. In explosive welding, VoD is mostly applied in the range of 2–3 km/s to 
obtain a uniform detonation across the joining metal plates [32–34]. Many research-
ers have worked with different explosives to obtain a sound weld. A. Loureiro  
et al. have studied the effect of explosive mixture i.e. emulsion explosive with two 
different sensitizers i.e. hollow glass microspheres (HGMS) and expanded poly-
styrene spheres (EPS) on the weld interface of copper-aluminum. They observed 
improved surface using HGMS and higher wave amplitude was witnessed by 
employing EPS [35]. Similarly, many works related to explosive optimization have 
been done in the past in explosive welding [36, 37]. Recently Sherpa et al. have 
developed a low velocity of detonation (VoD) explosive welding process (LVEW) 
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in which VoD was less than 2 km/s and obtained a sound joint [38]. Some of the 
explosives used for explosive welding process are shown in Table 1.

Stand-off distance: Stand-off distance is normally selected based on the 
thickness of the flyer plate and the explosive parameters. It is one of the critical 
parameters which influence the bond quality. Stand-off distance is selected basi-
cally to provide necessary dynamic bend angle and the impact velocity for proper 
bond to form. Durgutlu et al. studied the effect of stand-off distance on copper and 
stainless steel bond. They observed an increase in wavelength and amplitude of the 
wave with an increase in stand-off distance. As well as hardness value across the 
weld interface also increased with increasing stand-off distance [48]. M.R. Jandaghi 
et al. studied the effect of stand-off distance on the copper and aluminum interface. 
They observed that with an increase in stand-off distance, plastic deformation, 
kinetic energy at the collision point and as well as the melting increases at the weld 
interface which lead to the increase in corrosion rate [49].

Flyer plate velocity: It is the velocity at which the flyer plate strike into the 
base plate after the detonation has started. To obtain good bonding, the flyer plate 
velocity should be in the described limits i.e. between the minimum and maximum 
flyer velocity. Experimenting with flyer plate velocity above defined range can lead 
to certain defects such as melting zone, cracks, brittle phases, bend and damage of 
flyer plate [50, 51].

Collision angle (β): It is the angle formed between the flyer plate and the base 
plate during the collision process. Collision angle should be selected very carefully 
to meet the requirement of the bonding parameters. If the angle is selected below 
the critical collision angle, a jet-less phenomenon will occur and if β is chosen above 
defined limit it will cause entrapment of jet [33, 52].

Collision velocity (Vc): It is the velocity with which collision point moves along 
the area being welded. For proper welding to occur there should be some plastic 
flow ahead of the collision point. Hence, the collision point velocity should be less 
than the sonic velocity in the metals. The smooth interface is observed at lower 
collision velocity while the wavy interface is observed at higher collision velocity at 
the weld interface. Increasing the collision velocity may also increase the chances of 
melt pockets across the weld interface [20].

3.1 Weldability window

The condition that should satisfy for proper bonding to take place is defined 
by weldability window. Detailed view with the description of weldability window 
is shown in Figure 3. It is plotted between collision angle (β) and collision veloc-
ity (Vp), where it is well defined by four different lines [50, 51]. The first limit 
is placed at the rightmost side in which formation of the jet at the collision point 

Explosive Velocity of detonation (m/s) Density (kg/m3) Ref.

ANFO (ammonium nitrate 
with fuel oil)

2300–2800 650–700 [39, 40]

SEP 7000 1300 [41, 42]

Emulsion explosive 2200 1150 [43]

Elbar-5 3000–3800 700–800 [44–46]

PAVEX 2000–3000 530 [37, 47]

Table 1. 
Different explosives used in the explosive welding process.
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is considered. As jetting is one of the important criteria in explosive welding. 
Abrahamson [53] linked welding velocity with the collision angle β as shown in 
Eq. 1 for the first limit. The second limit is placed at the left side of the weldability 
window which is related to the formation of wavy morphology at the weld interface. 
Cowan et al. introduced Reynolds number for describing the laminar and turbulent 
flow [20] as shown in Eq. 2. The third limit is related to the minimum flyer plate 
velocity (Vpmin) which ensure that the impact pressure developed at the collision 
point exceeds the yield strength of the materials. Lower boundary equation was 
developed for third limit as shown in Eq. 3. While the fourth limit corresponds to 
the maximum flyer plate velocity (Vpmax) which maintains the required impact 
pressure below the value so that the melting does not occur at the weld interface. To 
avoid melting Eq. 4 was developed by Wittman [50]. Therefore, in order to obtain 
good bond, selection of welding parameters should be with in the described limits 
of weldability window [20, 34, 50, 54].
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Weldability window concepts for explosive welding process.
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Where Tm: Melting temperature,
Cp: Specific heat capacity,
K: Thermal conductivity,
h: Thickness of flyer plate,
Cb: Bulk sound speed

3.2 Different materials combination joined by explosive welding

Explosive welding process is capable of joining similar and dissimilar material 
combinations irrespective of the difference in physical and chemical properties.  

Similar materials combinations

Material combination Welding configuration Explosive used Ref.

Al alloy -Al alloy Tube PETN [55]

Steel-steel plates Parallel set-up Elbar-5 [56–58]

Steel-steel Cylindrical Emulsion explosive/
ANFO

[36]

Copper-copper __ __ [59]

Copper-copper alloy Parallel set-up Powder emulsion 
explosive

[43]

Dissimilar materials combinations

Material combination Welding configuration Interlayer used Ref.

Titanium and magnesium alloy 
AZ31

Inclined set-up (Under 
water)

Thin AZ31 [60]

Aluminum to stainless steel Parallel set-up Cu, Ti & Ta [16]

C103 niobium alloy and C263 
nimonic alloy

Parallel set-up Not used [17]

Titanium and aluminum Parallel set-up Not used [61, 62]

Aluminum and copper Parallel set-up Al5052, Cu & SS304 [63]

Sn and Cu Inclined set-up (Under 
water)

Not used [41]

Al and Mg alloy Parallel set-up Not used [64, 65]

Aluminum and carbon steel and 
Aluminum-stainless steel

Parallel set-up Aluminum AA1050 [66]

Aluminum and copper Parallel set-up Not used [67–69]

Aluminum and steel Parallel set-up Not used [70–73]

Table 2. 
Material combinations joined using explosive welding process.
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is considered. As jetting is one of the important criteria in explosive welding. 
Abrahamson [53] linked welding velocity with the collision angle β as shown in 
Eq. 1 for the first limit. The second limit is placed at the left side of the weldability 
window which is related to the formation of wavy morphology at the weld interface. 
Cowan et al. introduced Reynolds number for describing the laminar and turbulent 
flow [20] as shown in Eq. 2. The third limit is related to the minimum flyer plate 
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point exceeds the yield strength of the materials. Lower boundary equation was 
developed for third limit as shown in Eq. 3. While the fourth limit corresponds to 
the maximum flyer plate velocity (Vpmax) which maintains the required impact 
pressure below the value so that the melting does not occur at the weld interface. To 
avoid melting Eq. 4 was developed by Wittman [50]. Therefore, in order to obtain 
good bond, selection of welding parameters should be with in the described limits 
of weldability window [20, 34, 50, 54].
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3.2 Different materials combination joined by explosive welding

Explosive welding process is capable of joining similar and dissimilar material 
combinations irrespective of the difference in physical and chemical properties.  
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Copper-copper __ __ [59]

Copper-copper alloy Parallel set-up Powder emulsion 
explosive

[43]
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Inclined set-up (Under 
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Thin AZ31 [60]
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C103 niobium alloy and C263 
nimonic alloy

Parallel set-up Not used [17]

Titanium and aluminum Parallel set-up Not used [61, 62]

Aluminum and copper Parallel set-up Al5052, Cu & SS304 [63]

Sn and Cu Inclined set-up (Under 
water)

Not used [41]

Al and Mg alloy Parallel set-up Not used [64, 65]

Aluminum and carbon steel and 
Aluminum-stainless steel

Parallel set-up Aluminum AA1050 [66]

Aluminum and copper Parallel set-up Not used [67–69]

Aluminum and steel Parallel set-up Not used [70–73]

Table 2. 
Material combinations joined using explosive welding process.
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The various material combinations joined using explosive welding process i.e. 
similar and dissimiliar combinations are given in Table 2. In this process, different 
authors have also used the concept of the interlayer to minimize the kinetic energy 
loss as well as the formation of meting zone at the weld interface.

3.3 Important points in explosive welding process

Following points should be considered for explosive welding process to produce 
a strong metallurgical bond.

• The pressure generated at the collision point should be enough in magnitude 
so as to exceed the dynamic elastic limits of the mating materials in order to 
ensure that deformation has occurred at the weld interface [74].

• Stand-off distance should be calculated properly to ensure that the flyer plate 
can accelerate to the required impact velocity needed for good bonding. Use 
of high stand-off distance will result in edge instability and can also affect the 
bonding quality [74, 75].

• The explosive used should provide sufficient energy in order to accelerate the 
flyer plate to the preferred velocity. The high detonation velocity of explosive 
should also be avoided as it can lead to spalling and damage of the joining 
materials. Therefore, the velocity of detonation must be less than 120% of the 
sonic velocity of the materials being welded [76, 77].

• Flyer plate velocity (Vp) and collision velocity (Vc) should be less than the 
velocity of sound in either of the participant material. In order that the 
reflected stress waves do not interfere with the incident wave at the collision 
point [19, 78, 79].

4. Conclusions

a. Explosive welding is a solid-state welding process capable of joining any material 
combination which cannot be joined by any other conventional means. It can 
join materials irrespective of the difference in chemical and physical properties.

b. Jetting is one of the important criteria in explosive welding process which 
removes the oxide layers present at the mating surfaces. This jetting freely exit 
at the corners of the joint if the welding parameters are selected properly else if 
it gets trapped will result in the defects.

c. Plastic deformation is caused due to high impact pressure and is considered 
as one of the important condition for joint formation in explosive welding 
process. Plastic deformation leads to the intimate contact of the two mating 
surfaces and results in strong metallurgical bond formation. It is responsible 
for grain refinement as well as increase in hardness value across the weld 
interface of explosively welded samples.

d. To obtain a good bond, various welding parameters such as type of explo-
sive, stand-off distance, flyer plate velocity, and collision velocity need to be 
selected very carefully. As these parameters will directly or indirectly affect the 
product of the weld.
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Following points should be considered for explosive welding process to produce 
a strong metallurgical bond.

• The pressure generated at the collision point should be enough in magnitude 
so as to exceed the dynamic elastic limits of the mating materials in order to 
ensure that deformation has occurred at the weld interface [74].

• Stand-off distance should be calculated properly to ensure that the flyer plate 
can accelerate to the required impact velocity needed for good bonding. Use 
of high stand-off distance will result in edge instability and can also affect the 
bonding quality [74, 75].

• The explosive used should provide sufficient energy in order to accelerate the 
flyer plate to the preferred velocity. The high detonation velocity of explosive 
should also be avoided as it can lead to spalling and damage of the joining 
materials. Therefore, the velocity of detonation must be less than 120% of the 
sonic velocity of the materials being welded [76, 77].

• Flyer plate velocity (Vp) and collision velocity (Vc) should be less than the 
velocity of sound in either of the participant material. In order that the 
reflected stress waves do not interfere with the incident wave at the collision 
point [19, 78, 79].

4. Conclusions
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combination which cannot be joined by any other conventional means. It can 
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b. Jetting is one of the important criteria in explosive welding process which 
removes the oxide layers present at the mating surfaces. This jetting freely exit 
at the corners of the joint if the welding parameters are selected properly else if 
it gets trapped will result in the defects.

c. Plastic deformation is caused due to high impact pressure and is considered 
as one of the important condition for joint formation in explosive welding 
process. Plastic deformation leads to the intimate contact of the two mating 
surfaces and results in strong metallurgical bond formation. It is responsible 
for grain refinement as well as increase in hardness value across the weld 
interface of explosively welded samples.
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selected very carefully. As these parameters will directly or indirectly affect the 
product of the weld.

33

Explosive Welding Process to Clad Materials with Dissimilar Metallurgical Properties
DOI: http://dx.doi.org/10.5772/intechopen.94448

Author details

Bir Bahadur Sherpa1,2* and Reetu Rani1,2

1 Academy of Scientific and Innovative Research (AcSIR), Ghaziabad-201002, India

2 CSIR-Central Scientific Instruments Organisation (CSIO), Sector-30, 
Chandigarh-160030, India

*Address all correspondence to: sherpa7419@gmail.com

e. During explosive welding, there are various defects which are uncounted 
especially intermetallic formation at the weld interface. To minimize these 
defects researchers are using different approaches such as interlayer concept 
and low velocity of detonation explosives which will reduce the kinetic energy 
loss at the collision point.

f. In the explosive welding process, we can join two materials and take the 
mechanical advantage of both the materials in the final product. Due to its 
enormous advantages, it has great application in the field of aerospace, auto-
mobiles, oil industries, defense and ship industries.

Acknowledgements

I would like to deeply acknowledge Dr. Pal Dinesh Kumar, Scientist-F, Joint 
director (MEMWD), Terminal Ballistics Research Laboratory (TBRL-DRDO) and 
Dr. Sachin Tyagi, Sr. Scientist, Central Scientific Instruments Organization (CSIO-
CSIR), Chandigarh, India for their motivation and guidance during the whole 
journey.

Conflict of interest

The authors declare no conflict of interest.

© 2020 The Author(s). Licensee IntechOpen. This chapter is distributed under the terms 
of the Creative Commons Attribution License (http://creativecommons.org/licenses/
by/3.0), which permits unrestricted use, distribution, and reproduction in any medium, 
provided the original work is properly cited. 



34

Material Flow Analysis

[1] Benatar, A. and T.G. Gutowski, 
Ultrasonic welding of peek graphite 
APC-2 composites. Polymer Engineering 
& Science, 1989. 29(23): p. 1705-1721.

[2] Watanabe, T., H. Sakuyama, and 
A. Yanagisawa, Ultrasonic welding 
between mild steel sheet and Al–Mg alloy 
sheet. Journal of Materials Processing 
Technology, 2009. 209(15-16): p. 
5475-5480.

[3] Meshram, S., T. Mohandas, and G.M. 
Reddy, Friction welding of dissimilar pure 
metals. Journal of Materials Processing 
Technology, 2007. 184(1-3): p. 330-337.

[4] Uday, M., et al., Advances in friction 
welding process: a review. Science and 
technology of Welding and Joining, 
2010. 15(7): p. 534-558.

[5] Dey, H., et al., Joining of titanium to 
304L stainless steel by friction welding. 
Journal of Materials Processing 
Technology, 2009. 209(18-19): p. 
5862-5870.

[6] Lu, Y., et al., Cold welding of ultrathin 
gold nanowires. Nature nanotechnology, 
2010. 5(3): p. 218-224.

[7] Akbari-Mousavi, S., L. Barrett, and 
S. Al-Hassani, Explosive welding of metal 
plates. Journal of materials processing 
technology, 2008. 202(1-3): p. 224-239.

[8] Mousavi, S.A. and S. Al-Hassani, 
Finite element simulation of explosively-
driven plate impact with application to 
explosive welding. Materials & Design, 
2008. 29(1): p. 1-19.

[9] Wronka, B., Testing of explosive 
welding and welded joints: joint 
mechanism and properties of explosive 
welded joints. Journal of materials 
science, 2010. 45(15): p. 4078-4083.

[10] Mousavi, A.A. and S. Al-Hassani, 
Numerical and experimental studies 

of the mechanism of the wavy interface 
formations in explosive/impact welding. 
Journal of the Mechanics and Physics of 
Solids, 2005. 53(11): p. 2501-2528.

[11] Aydın, K., Y. Kaya, and N. 
Kahraman, Experimental study of 
diffusion welding/bonding of titanium to 
copper. Materials & Design, 2012. 37: p. 
356-368.

[12] Arik, H., et al., Weldability of 
Al4C3–Al composites via diffusion 
welding technique. Materials & design, 
2005. 26(6): p. 555-560.

[13] Blazynski, T.Z., Explosive welding, 
forming and compaction. 2012: Springer 
Science & Business Media.

[14] Crossland, B., Development of 
exlosive welding and its application in 
engineering. Metals materials, 1971. 
5(12): p. 402-413.

[15] Sherpa, B.B., et al., Explosive 
Welding of Al-MS Plates and its 
Interface Characterization. Explosion 
Shock Waves and High Strain Rate 
Phenomena, 2019. 13: p. 128-133.

[16] Aceves, S.M., et al., Comparison 
of Cu, Ti and Ta interlayer explosively 
fabricated aluminum to stainless steel 
transition joints for cryogenic pressurized 
hydrogen storage. International Journal 
of Hydrogen Energy, 2015. 40(3): p. 
1490-1503.

[17] Mastanaiah, P., et al., An 
investigation on microstructures and 
mechanical properties of explosive 
cladded C103 niobium alloy over C263 
nimonic alloy. Journal of Materials 
Processing Technology, 2014. 214(11): 
p. 2316-2324.

[18] Corigliano, P., et al., Full-field 
analysis of AL/FE explosive welded joints 
for shipbuilding applications. Marine 
Structures, 2018. 57: p. 207-218.

References

35

Explosive Welding Process to Clad Materials with Dissimilar Metallurgical Properties
DOI: http://dx.doi.org/10.5772/intechopen.94448

[19] Crossland, B., F. McKee, and A. 
Szecket, An experimental investigation of 
explosive welding parameters, in High-
Pressure Science and Technology. 1979, 
Springer. p. 1837-1845.

[20] Cowan, G., O. Bergmann, and 
A. Holtzman, Mechanism of bond 
zone wave formation in explosion-clad 
metals. Metallurgical and Materials 
Transactions B, 1971. 2(11): p. 
3145-3155.

[21] Wang, Y., et al., Numerical 
simulation of explosive welding using the 
material point method. International 
Journal of Impact Engineering, 2011. 
38(1): p. 51-60.

[22] Bondar, M. and V. Ogolikhin, 
Plastic deformation in the joint zone 
with cladding by explosion. Combustion 
explosion and shock waves, 1985. 21(2): 
p. 266-270.

[23] Kriventsov, A. and V. Sedykh, The 
role of plastic deformation of metal in the 
weld zone in explosion welding'. Fiz Khim 
Obrab Mater, 1969. 1: p. 132-141.

[24] Krupin, A., et al., Explosive 
Deformation of Metals. Metallurgiya, 
Moscow, 1975.

[25] Gul'Bin, V. and A. Kobelev, Plastic 
deformation of metals in explosion 
welding. Welding international, 1999. 
13(4): p. 306-309.

[26] Borchers, C., et al., Microstructure 
and mechanical properties of medium-
carbon steel bonded on low-carbon steel by 
explosive welding. Materials & Design, 
2016. 89: p. 369-376.

[27] Sabirov, I., M.Y. Murashkin, and R. 
Valiev, Nanostructured aluminium alloys 
produced by severe plastic deformation: 
New horizons in development. Materials 
science and engineering: A, 2013. 560: 
p. 1-24.

[28] Gloc, M., et al., Microstructural 
and microanalysis investigations of bond 

titanium grade1/low alloy steel st52-3N 
obtained by explosive welding. Journal of 
Alloys and Compounds, 2016. 671: p. 
446-451.

[29] Bazarnik, P., et al., Mechanical and 
microstructural characteristics of Ti6Al4V/
AA2519 and Ti6Al4V/AA1050/AA2519 
laminates manufactured by explosive 
welding. Materials & Design, 2016. 111: 
p. 146-157.

[30] Sherpa, B.B., et al., Neuro-Fuzzy 
Technique for Micro-hardness Evaluation 
of Explosive Welded Joints. Transactions 
of the Indian Institute of Metals, 2020. 
73(5): p. 1287-1299.

[31] Sherpa, B.B., et al., Study of 
the Explosive Welding Process and 
Applications, in Advances in Applied 
Physical and Chemical Sciences-A 
Sustainable Approach. 2014, Krishi 
Sanskriti: New Delhi. p. 33-39.

[32] Blazynsky, T., Explosive forming, 
welding and compaction. 1983, Elsevier 
Science, New York.

[33] Crossland, B. and J. Williams, 
Explosive welding. Metallurgical 
Reviews, 1970. 15(1): p. 79-100.

[34] Abrahamson, G.R., Permanent 
periodic surface deformations due to 
a traveling jet. Journal of Applied 
Mechanics, 1961. 83: p. 519-528.

[35] Loureiro, A., et al., Effect of explosive 
mixture on quality of explosive welds 
of copper to aluminium. Materials & 
Design, 2016. 95: p. 256-267.

[36] Mendes, R., J. Ribeiro, and 
A. Loureiro, Effect of explosive 
characteristics on the explosive welding of 
stainless steel to carbon steel in cylindrical 
configuration. Materials & Design, 2013. 
51: p. 182-192.

[37] Manikandan, P., et al., Control 
of energetic conditions by employing 
interlayer of different thickness for 



34

Material Flow Analysis

[1] Benatar, A. and T.G. Gutowski, 
Ultrasonic welding of peek graphite 
APC-2 composites. Polymer Engineering 
& Science, 1989. 29(23): p. 1705-1721.

[2] Watanabe, T., H. Sakuyama, and 
A. Yanagisawa, Ultrasonic welding 
between mild steel sheet and Al–Mg alloy 
sheet. Journal of Materials Processing 
Technology, 2009. 209(15-16): p. 
5475-5480.

[3] Meshram, S., T. Mohandas, and G.M. 
Reddy, Friction welding of dissimilar pure 
metals. Journal of Materials Processing 
Technology, 2007. 184(1-3): p. 330-337.

[4] Uday, M., et al., Advances in friction 
welding process: a review. Science and 
technology of Welding and Joining, 
2010. 15(7): p. 534-558.

[5] Dey, H., et al., Joining of titanium to 
304L stainless steel by friction welding. 
Journal of Materials Processing 
Technology, 2009. 209(18-19): p. 
5862-5870.

[6] Lu, Y., et al., Cold welding of ultrathin 
gold nanowires. Nature nanotechnology, 
2010. 5(3): p. 218-224.

[7] Akbari-Mousavi, S., L. Barrett, and 
S. Al-Hassani, Explosive welding of metal 
plates. Journal of materials processing 
technology, 2008. 202(1-3): p. 224-239.

[8] Mousavi, S.A. and S. Al-Hassani, 
Finite element simulation of explosively-
driven plate impact with application to 
explosive welding. Materials & Design, 
2008. 29(1): p. 1-19.

[9] Wronka, B., Testing of explosive 
welding and welded joints: joint 
mechanism and properties of explosive 
welded joints. Journal of materials 
science, 2010. 45(15): p. 4078-4083.

[10] Mousavi, A.A. and S. Al-Hassani, 
Numerical and experimental studies 

of the mechanism of the wavy interface 
formations in explosive/impact welding. 
Journal of the Mechanics and Physics of 
Solids, 2005. 53(11): p. 2501-2528.

[11] Aydın, K., Y. Kaya, and N. 
Kahraman, Experimental study of 
diffusion welding/bonding of titanium to 
copper. Materials & Design, 2012. 37: p. 
356-368.

[12] Arik, H., et al., Weldability of 
Al4C3–Al composites via diffusion 
welding technique. Materials & design, 
2005. 26(6): p. 555-560.

[13] Blazynski, T.Z., Explosive welding, 
forming and compaction. 2012: Springer 
Science & Business Media.

[14] Crossland, B., Development of 
exlosive welding and its application in 
engineering. Metals materials, 1971. 
5(12): p. 402-413.

[15] Sherpa, B.B., et al., Explosive 
Welding of Al-MS Plates and its 
Interface Characterization. Explosion 
Shock Waves and High Strain Rate 
Phenomena, 2019. 13: p. 128-133.

[16] Aceves, S.M., et al., Comparison 
of Cu, Ti and Ta interlayer explosively 
fabricated aluminum to stainless steel 
transition joints for cryogenic pressurized 
hydrogen storage. International Journal 
of Hydrogen Energy, 2015. 40(3): p. 
1490-1503.

[17] Mastanaiah, P., et al., An 
investigation on microstructures and 
mechanical properties of explosive 
cladded C103 niobium alloy over C263 
nimonic alloy. Journal of Materials 
Processing Technology, 2014. 214(11): 
p. 2316-2324.

[18] Corigliano, P., et al., Full-field 
analysis of AL/FE explosive welded joints 
for shipbuilding applications. Marine 
Structures, 2018. 57: p. 207-218.

References

35

Explosive Welding Process to Clad Materials with Dissimilar Metallurgical Properties
DOI: http://dx.doi.org/10.5772/intechopen.94448

[19] Crossland, B., F. McKee, and A. 
Szecket, An experimental investigation of 
explosive welding parameters, in High-
Pressure Science and Technology. 1979, 
Springer. p. 1837-1845.

[20] Cowan, G., O. Bergmann, and 
A. Holtzman, Mechanism of bond 
zone wave formation in explosion-clad 
metals. Metallurgical and Materials 
Transactions B, 1971. 2(11): p. 
3145-3155.

[21] Wang, Y., et al., Numerical 
simulation of explosive welding using the 
material point method. International 
Journal of Impact Engineering, 2011. 
38(1): p. 51-60.

[22] Bondar, M. and V. Ogolikhin, 
Plastic deformation in the joint zone 
with cladding by explosion. Combustion 
explosion and shock waves, 1985. 21(2): 
p. 266-270.

[23] Kriventsov, A. and V. Sedykh, The 
role of plastic deformation of metal in the 
weld zone in explosion welding'. Fiz Khim 
Obrab Mater, 1969. 1: p. 132-141.

[24] Krupin, A., et al., Explosive 
Deformation of Metals. Metallurgiya, 
Moscow, 1975.

[25] Gul'Bin, V. and A. Kobelev, Plastic 
deformation of metals in explosion 
welding. Welding international, 1999. 
13(4): p. 306-309.

[26] Borchers, C., et al., Microstructure 
and mechanical properties of medium-
carbon steel bonded on low-carbon steel by 
explosive welding. Materials & Design, 
2016. 89: p. 369-376.

[27] Sabirov, I., M.Y. Murashkin, and R. 
Valiev, Nanostructured aluminium alloys 
produced by severe plastic deformation: 
New horizons in development. Materials 
science and engineering: A, 2013. 560: 
p. 1-24.

[28] Gloc, M., et al., Microstructural 
and microanalysis investigations of bond 

titanium grade1/low alloy steel st52-3N 
obtained by explosive welding. Journal of 
Alloys and Compounds, 2016. 671: p. 
446-451.

[29] Bazarnik, P., et al., Mechanical and 
microstructural characteristics of Ti6Al4V/
AA2519 and Ti6Al4V/AA1050/AA2519 
laminates manufactured by explosive 
welding. Materials & Design, 2016. 111: 
p. 146-157.

[30] Sherpa, B.B., et al., Neuro-Fuzzy 
Technique for Micro-hardness Evaluation 
of Explosive Welded Joints. Transactions 
of the Indian Institute of Metals, 2020. 
73(5): p. 1287-1299.

[31] Sherpa, B.B., et al., Study of 
the Explosive Welding Process and 
Applications, in Advances in Applied 
Physical and Chemical Sciences-A 
Sustainable Approach. 2014, Krishi 
Sanskriti: New Delhi. p. 33-39.

[32] Blazynsky, T., Explosive forming, 
welding and compaction. 1983, Elsevier 
Science, New York.

[33] Crossland, B. and J. Williams, 
Explosive welding. Metallurgical 
Reviews, 1970. 15(1): p. 79-100.

[34] Abrahamson, G.R., Permanent 
periodic surface deformations due to 
a traveling jet. Journal of Applied 
Mechanics, 1961. 83: p. 519-528.

[35] Loureiro, A., et al., Effect of explosive 
mixture on quality of explosive welds 
of copper to aluminium. Materials & 
Design, 2016. 95: p. 256-267.

[36] Mendes, R., J. Ribeiro, and 
A. Loureiro, Effect of explosive 
characteristics on the explosive welding of 
stainless steel to carbon steel in cylindrical 
configuration. Materials & Design, 2013. 
51: p. 182-192.

[37] Manikandan, P., et al., Control 
of energetic conditions by employing 
interlayer of different thickness for 



Material Flow Analysis

36

explosive welding of titanium/304 stainless 
steel. Journal of materials processing 
technology, 2008. 195(1-3): p. 232-240.

[38] Bahadur Sherpa, B., et al., Low 
Velocity of Detonation Explosive Welding 
(LVEW) Process for Metal Joining. 
Propellants, Explosives, Pyrotechnics. 
2020;45(10):1554-1565

[39] Hanliang, L., et al., Joining of 
Zr60Ti17Cu12Ni11 bulk metallic glass 
and aluminum 1060 by underwater 
explosive welding method. Journal of 
Manufacturing Processes, 2019. 45: p. 
115-122.

[40] Arab, A., et al., Joining AlCoCrFeNi 
high entropy alloys and Al-6061 by 
explosive welding method. Vacuum, 2020. 
174: p. 109221.

[41] Tanaka, S., A. Mori, and K. 
Hokamoto, Welding of Sn and Cu 
plates using controlled underwater shock 
wave. Journal of Materials Processing 
Technology, 2017. 245: p. 300-308.

[42] Mori, A., M. Nishi, and K. 
Hokamoto, Underwater shock wave 
weldability window for Sn-Cu plates. 
Journal of Materials Processing 
Technology, 2019. 267: p. 152-158.

[43] Tao, C., et al., Microstructure and 
mechanical properties of Cu/CuCrZr 
composite plates fabricated by explosive 
welding. Composite Interfaces, 2020: p. 
1-12.

[44] Kaya, Y. and G. Eser, Production of 
ship steel—titanium bimetallic composites 
through explosive cladding. Welding in 
the World, 2019. 63(6): p. 1547-1560.

[45] Durgutlu, A., B. Gülenç, and F. 
Findik, Examination of copper/stainless 
steel joints formed by explosive welding. 
Materials & design, 2005. 26(6): p. 
497-507.

[46] Kahraman, N., B. Gülenç, and 
F. Findik, Joining of titanium/stainless 

steel by explosive welding and effect on 
interface. Journal of Materials Processing 
Technology, 2005. 169(2): p. 127-133.

[47] Manikandan, P., et al., Underwater 
explosive welding of thin tungsten foils 
and copper. Journal of Nuclear Materials, 
2011. 418(1-3): p. 281-285.

[48] Durgutlu, A., H. Okuyucu, and 
B. Gulenc, Investigation of effect of 
the stand-off distance on interface 
characteristics of explosively welded copper 
and stainless steel. Materials & Design, 
2008. 29(7): p. 1480-1484.

[49] Jandaghi, M.R., et al., 
Microstructural Evolutions and its Impact 
on the Corrosion Behaviour of Explosively 
Welded Al/Cu Bimetal. Metals, 2020. 
10(5): p. 634.

[50] Wittman, R. Use of explosive energy 
in manufacturing metallic materials 
of new properties. in Proceedings of 
the Second International Symposium, 
Marianski Lazne, Czechoslovakia. 1973.

[51] Cowan, G.R. and A.H. Holtzman, 
Flow configurations in colliding plates: 
explosive bonding. Journal of applied 
physics, 1963. 34(4): p. 928-939.

[52] Vaidyanathan, P. and A. 
Ramanathan, Computer-aided design 
of explosive welding systems. Journal of 
materials processing technology, 1993. 
38(3): p. 501-516.

[53] Abrahamson, G.R., Permanent 
periodic surface deformations due to 
a traveling jet. journal of applied 
mechanics, 1961. 28(4): p. 519-528.

[54] Zakharenko, I. and B. Zlobin, Effect 
of the hardness of welded materials on 
the position of the lower limit of explosive 
welding. Combustion, Explosion and 
Shock Waves, 1983. 19(5): p. 689-692.

[55] Grignon, F., et al., Explosive 
welding of aluminum to aluminum: 
analysis, computations and experiments. 

37

Explosive Welding Process to Clad Materials with Dissimilar Metallurgical Properties
DOI: http://dx.doi.org/10.5772/intechopen.94448

International Journal of Impact 
Engineering, 2004. 30(10): p. 
1333-1351.

[56] Acarer, M., B. Gülenç, and F. 
Findik, Investigation of explosive 
welding parameters and their effects 
on microhardness and shear strength. 
Materials & design, 2003. 24(8): p. 
659-664.

[57] Kacar, R. and M. Acarer, 
Microstructure–property relationship in 
explosively welded duplex stainless steel–
steel. Materials Science and Engineering: 
A, 2003. 363(1-2): p. 290-296.

[58] Kacar, R. and M. Acarer, An 
investigation on the explosive cladding 
of 316L stainless steel-din-P355GH 
steel. Journal of Materials Processing 
Technology, 2004. 152(1): p. 91-96.

[59] Rybin, V., E. Ushanova, and N.Y. 
Zolotorevskii, Features of misoriented 
structures in a copper-copper bilayer 
plate obtained by explosive welding. 
Technical Physics, 2013. 58(9): p. 
1304-1312.

[60] Habib, M.A., et al., Cladding of 
titanium and magnesium alloy plates 
using energy-controlled underwater 
three layer explosive welding. Journal of 
Materials Processing Technology, 2015. 
217: p. 310-316.

[61] Fronczek, D., et al., Structural 
properties of Ti/Al clads manufactured 
by explosive welding and annealing. 
Materials & Design, 2016. 91: p. 80-89.

[62] Lazurenko, D., et al., Explosively 
welded multilayer Ti-Al composites: 
Structure and transformation during heat 
treatment. Materials & Design, 2016. 
102: p. 122-130.

[63] Saravanan, S., K. Raghukandan, and 
K. Hokamoto, Improved microstructure 
and mechanical properties of dissimilar 
explosive cladding by means of interlayer 
technique. Archives of Civil and 

Mechanical Engineering, 2016. 16: p. 
563-568.

[64] Zhang, T., et al., Microstructure 
evolution and mechanical properties of 
an AA6061/AZ31B alloy plate fabricated 
by explosive welding. Journal of Alloys 
and Compounds, 2018. 735:  
p. 1759-1768.

[65] Zhang, T.-T., et al., Molecular 
dynamics simulations and experimental 
investigations of atomic diffusion behavior 
at bonding interface in an explosively 
welded Al/Mg alloy composite plate. Acta 
Metallurgica Sinica (English Letters), 
2017. 30(10): p. 983-991.

[66] Carvalho, G., et al., Microstructure 
and mechanical behaviour of aluminium-
carbon steel and aluminium-stainless 
steel clads produced with an aluminium 
interlayer. Materials Characterization, 
2019. 155: p. 109819.

[67] Kaya, Y., Investigation of copper-
aluminium composite materials produced 
by explosive welding. Metals, 2018. 8(10): 
p. 780.

[68] Paul, H., L. Lityńska-Dobrzyńska, 
and M. Prażmowski, Microstructure 
and phase constitution near the interface 
of explosively welded aluminum/copper 
plates. Metallurgical and Materials 
Transactions A, 2013. 44(8): p. 
3836-3851.

[69] Amani, H. and M. Soltanieh, 
Intermetallic phase formation in 
explosively welded Al/Cu bimetals. 
Metallurgical and Materials 
Transactions B, 2016. 47(4): p. 
2524-2534.

[70] Kaya, Y., Microstructural, mechanical 
and corrosion investigations of ship steel-
aluminum bimetal composites produced 
by explosive welding. Metals, 2018. 8(7): 
p. 544.

[71] Carvalho, G., et al., Explosive 
welding of aluminium to stainless 



Material Flow Analysis

36

explosive welding of titanium/304 stainless 
steel. Journal of materials processing 
technology, 2008. 195(1-3): p. 232-240.

[38] Bahadur Sherpa, B., et al., Low 
Velocity of Detonation Explosive Welding 
(LVEW) Process for Metal Joining. 
Propellants, Explosives, Pyrotechnics. 
2020;45(10):1554-1565

[39] Hanliang, L., et al., Joining of 
Zr60Ti17Cu12Ni11 bulk metallic glass 
and aluminum 1060 by underwater 
explosive welding method. Journal of 
Manufacturing Processes, 2019. 45: p. 
115-122.

[40] Arab, A., et al., Joining AlCoCrFeNi 
high entropy alloys and Al-6061 by 
explosive welding method. Vacuum, 2020. 
174: p. 109221.

[41] Tanaka, S., A. Mori, and K. 
Hokamoto, Welding of Sn and Cu 
plates using controlled underwater shock 
wave. Journal of Materials Processing 
Technology, 2017. 245: p. 300-308.

[42] Mori, A., M. Nishi, and K. 
Hokamoto, Underwater shock wave 
weldability window for Sn-Cu plates. 
Journal of Materials Processing 
Technology, 2019. 267: p. 152-158.

[43] Tao, C., et al., Microstructure and 
mechanical properties of Cu/CuCrZr 
composite plates fabricated by explosive 
welding. Composite Interfaces, 2020: p. 
1-12.

[44] Kaya, Y. and G. Eser, Production of 
ship steel—titanium bimetallic composites 
through explosive cladding. Welding in 
the World, 2019. 63(6): p. 1547-1560.

[45] Durgutlu, A., B. Gülenç, and F. 
Findik, Examination of copper/stainless 
steel joints formed by explosive welding. 
Materials & design, 2005. 26(6): p. 
497-507.

[46] Kahraman, N., B. Gülenç, and 
F. Findik, Joining of titanium/stainless 

steel by explosive welding and effect on 
interface. Journal of Materials Processing 
Technology, 2005. 169(2): p. 127-133.

[47] Manikandan, P., et al., Underwater 
explosive welding of thin tungsten foils 
and copper. Journal of Nuclear Materials, 
2011. 418(1-3): p. 281-285.

[48] Durgutlu, A., H. Okuyucu, and 
B. Gulenc, Investigation of effect of 
the stand-off distance on interface 
characteristics of explosively welded copper 
and stainless steel. Materials & Design, 
2008. 29(7): p. 1480-1484.

[49] Jandaghi, M.R., et al., 
Microstructural Evolutions and its Impact 
on the Corrosion Behaviour of Explosively 
Welded Al/Cu Bimetal. Metals, 2020. 
10(5): p. 634.

[50] Wittman, R. Use of explosive energy 
in manufacturing metallic materials 
of new properties. in Proceedings of 
the Second International Symposium, 
Marianski Lazne, Czechoslovakia. 1973.

[51] Cowan, G.R. and A.H. Holtzman, 
Flow configurations in colliding plates: 
explosive bonding. Journal of applied 
physics, 1963. 34(4): p. 928-939.

[52] Vaidyanathan, P. and A. 
Ramanathan, Computer-aided design 
of explosive welding systems. Journal of 
materials processing technology, 1993. 
38(3): p. 501-516.

[53] Abrahamson, G.R., Permanent 
periodic surface deformations due to 
a traveling jet. journal of applied 
mechanics, 1961. 28(4): p. 519-528.

[54] Zakharenko, I. and B. Zlobin, Effect 
of the hardness of welded materials on 
the position of the lower limit of explosive 
welding. Combustion, Explosion and 
Shock Waves, 1983. 19(5): p. 689-692.

[55] Grignon, F., et al., Explosive 
welding of aluminum to aluminum: 
analysis, computations and experiments. 

37

Explosive Welding Process to Clad Materials with Dissimilar Metallurgical Properties
DOI: http://dx.doi.org/10.5772/intechopen.94448

International Journal of Impact 
Engineering, 2004. 30(10): p. 
1333-1351.

[56] Acarer, M., B. Gülenç, and F. 
Findik, Investigation of explosive 
welding parameters and their effects 
on microhardness and shear strength. 
Materials & design, 2003. 24(8): p. 
659-664.

[57] Kacar, R. and M. Acarer, 
Microstructure–property relationship in 
explosively welded duplex stainless steel–
steel. Materials Science and Engineering: 
A, 2003. 363(1-2): p. 290-296.

[58] Kacar, R. and M. Acarer, An 
investigation on the explosive cladding 
of 316L stainless steel-din-P355GH 
steel. Journal of Materials Processing 
Technology, 2004. 152(1): p. 91-96.

[59] Rybin, V., E. Ushanova, and N.Y. 
Zolotorevskii, Features of misoriented 
structures in a copper-copper bilayer 
plate obtained by explosive welding. 
Technical Physics, 2013. 58(9): p. 
1304-1312.

[60] Habib, M.A., et al., Cladding of 
titanium and magnesium alloy plates 
using energy-controlled underwater 
three layer explosive welding. Journal of 
Materials Processing Technology, 2015. 
217: p. 310-316.

[61] Fronczek, D., et al., Structural 
properties of Ti/Al clads manufactured 
by explosive welding and annealing. 
Materials & Design, 2016. 91: p. 80-89.

[62] Lazurenko, D., et al., Explosively 
welded multilayer Ti-Al composites: 
Structure and transformation during heat 
treatment. Materials & Design, 2016. 
102: p. 122-130.

[63] Saravanan, S., K. Raghukandan, and 
K. Hokamoto, Improved microstructure 
and mechanical properties of dissimilar 
explosive cladding by means of interlayer 
technique. Archives of Civil and 

Mechanical Engineering, 2016. 16: p. 
563-568.

[64] Zhang, T., et al., Microstructure 
evolution and mechanical properties of 
an AA6061/AZ31B alloy plate fabricated 
by explosive welding. Journal of Alloys 
and Compounds, 2018. 735:  
p. 1759-1768.

[65] Zhang, T.-T., et al., Molecular 
dynamics simulations and experimental 
investigations of atomic diffusion behavior 
at bonding interface in an explosively 
welded Al/Mg alloy composite plate. Acta 
Metallurgica Sinica (English Letters), 
2017. 30(10): p. 983-991.

[66] Carvalho, G., et al., Microstructure 
and mechanical behaviour of aluminium-
carbon steel and aluminium-stainless 
steel clads produced with an aluminium 
interlayer. Materials Characterization, 
2019. 155: p. 109819.

[67] Kaya, Y., Investigation of copper-
aluminium composite materials produced 
by explosive welding. Metals, 2018. 8(10): 
p. 780.

[68] Paul, H., L. Lityńska-Dobrzyńska, 
and M. Prażmowski, Microstructure 
and phase constitution near the interface 
of explosively welded aluminum/copper 
plates. Metallurgical and Materials 
Transactions A, 2013. 44(8): p. 
3836-3851.

[69] Amani, H. and M. Soltanieh, 
Intermetallic phase formation in 
explosively welded Al/Cu bimetals. 
Metallurgical and Materials 
Transactions B, 2016. 47(4): p. 
2524-2534.

[70] Kaya, Y., Microstructural, mechanical 
and corrosion investigations of ship steel-
aluminum bimetal composites produced 
by explosive welding. Metals, 2018. 8(7): 
p. 544.

[71] Carvalho, G., et al., Explosive 
welding of aluminium to stainless 



Material Flow Analysis

38

steel. Journal of Materials Processing 
Technology, 2018. 262: p. 340-349.

[72] Sherpa, B.B., et al., Examination 
of Joint Integrity in parallel plate 
configuration of explosive welded 
SS-Al combination. Materials Today: 
Proceedings, 2017. 4(2): p. 1260-1267.

[73] Sherpa, B.B., et al., Interface Study 
of Explosive Welded AL-Steel Joint Using 
Ultrasonic Phased Array Technique, 
in 31st International Symposium on 
Ballistics. 2019, DEStech Publications, 
Inc. p. 2280-2290.

[74] Stivers, S. and R. Wittman, 
Computer selection of the optimum 
explosive loading and weld geometry. High 
Energy Rate Fabrication. University of 
Denver Research Institute, Colorado. 
1975, 4. 2-4. 2. 16, 1975.

[75] Wylie, H. and B. Crossland. 
Explosive cladding with thick flyer plates. 
in Proc. Conf. on The Use of High-Energy 
Rate Methods for Forming, Welding, and 
Compaction, Leeds. 1973.

[76] Carpenter, S., R. Wittman, and 
R. Carlson, Relationships of explosive 
welding parameters to material properties 
and geometries factors, proc. first int. conf. 
of the center for high energy forming, 
university of Denver. 1967, June.

[77] Shribman, V. and B. Crossland. An 
experimental investigation of the velocity 
of the flyer plate in explosive welding. 
in Second international conference 
of the center for high energy forming, 
Proceedings. 1969.

[78] El-Sobky, H. and T. Blaznski, Proc. 
15th Int. MTDR Conf. 1974.

[79] Findik, F., Recent developments in 
explosive welding. Materials & Design, 
2011. 32(3): p. 1081-1093.

39

Chapter 3

Influence of Annealed Aluminum 
Properties on Adhesion Bonding 
of Cold Sprayed Titanium Dioxide 
Coating
Noor Irinah Omar, Motohiro Yamada, Toshiaki Yasui  
and Masahiro Fukumoto

Abstract

It is well known that cold spraying ceramic materials can be difficult because 
cold spraying requires plastic deformation of the feedstock particles for adhesion 
to the substrate. The challenge lies in the difficulty of plastically deforming hard 
and brittle ceramic materials, such as TiO2. Previous studies have reported the 
possibility of cold spraying thick pure TiO2 but the bonding mechanism of cold 
sprayed TiO2 is not fully understood. The factor like substrate condition as oxide 
film thickness and mechanical properties may also affect cold spray deposition but 
not fully understood in cold spraying ceramic. The aim of the present research is 
to investigate the correlation between the oxide thickness and substrate deforma-
tion with the adhesion strength of cold-sprayed TiO2 coatings toward the bonding 
mechanism involved. Relevant experiments were executed using Al 1050, subjected 
to various annealing temperatures and cold-sprayed with TiO2 powder. The results 
indicate a decreasing trend of coating adhesion strength with increasing annealed 
substrate temperature from room temperature to 400°C annealed. Metallurgical 
bonding is pronounced as bonding mechanism involved between TiO2 particle and 
annealed 1050 substrate.

Keywords: cold spray, bonding mechanism, pure aluminum, titanium dioxide, 
annealed substrate, metallurgical bonding

1. Introduction

Cold spraying, also referred to as kinetic spraying, represents a relatively novel 
technique for material deposition that has been in development for over twenty 
years. The process involves the high-velocity acceleration of powder particles, 
typically in the 300–1200 m/s range, in a jet flow of supersonic velocity with the 
projection directed onto a substrate or a coating that has been pre-deposited at 
an absolutely solid state. Due to the impact at high velocity, intensive deforma-
tion of plastic manifests in the cold-sprayed particles or substrate, allowing the 
formation of a low oxidized cold-sprayed coating [1]. Since nanostructured TiO2-
anatase coatings have an extensive active surface and chemical stability, and are at 
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1. Introduction

Cold spraying, also referred to as kinetic spraying, represents a relatively novel 
technique for material deposition that has been in development for over twenty 
years. The process involves the high-velocity acceleration of powder particles, 
typically in the 300–1200 m/s range, in a jet flow of supersonic velocity with the 
projection directed onto a substrate or a coating that has been pre-deposited at 
an absolutely solid state. Due to the impact at high velocity, intensive deforma-
tion of plastic manifests in the cold-sprayed particles or substrate, allowing the 
formation of a low oxidized cold-sprayed coating [1]. Since nanostructured TiO2-
anatase coatings have an extensive active surface and chemical stability, and are at 
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a comparatively reasonable cost, they are utilized as functional material [2]. The 
crystalline framework of TiO2 has a major impact upon its photocatalytic perfor-
mance where TiO2 in anatase stage supplies greater photocatalytic activity than in 
its rutile stage. At temperatures exceeding 900°C, which is above the melting point 
of TiO2 (1908°C), the anatase stage irreversibly changes into the rutile stage. At 
temperatures above the melting point of TiO2, the deposition of molten or semi-
molten droplets form thermal impossible to avert the phase transformation of 
TiO2 in thermal spray procedures [2]. Therefore, cold spraying is the best solution 
because it sprays below the material melting temperature.

In terms of the mechanism for bonding, numerous works have been conducted 
in the past 10 years to enhance our understanding of this phenomenon [3–14]. 
At present, the manifestation at the interface of adiabatic shear instability, (ASI) 
represents the most accepted bonding-mechanism theory, resulting from the high 
rate of strain as well as the intense local deforming that occurs through the process 
of depositing the particles. In the vicinity of adiabatic shear instability occurrence, 
adiabatic heating-induced thermal softening dominates the hardening through 
work, and therefore the metals’ behavior is similar to viscous material and leads 
to extrusion from the interface, with the formation of an outward metal jet at the 
rim [4–5]. The presence of the metal jet with viscosity assists in the cleaning of 
the native-oxide film that is cracked and originates from the surfaces of particle 
or substrate, facilitating contact between the metals and therefore the occurrence 
of metallic bonding [6]. Two mechanisms widely perceived to dominate in terms 
of metallic bonding in cold spray are interlocking through mechanical means and 
bonding metallurgically.

It is interesting that cold spraying can also be used to deposited ceramic materials, 
although initially it appears impossible as cold spraying require plastic deformation 
to work. Previous studies have reported the possibility of cold spraying thick pure 
titanium dioxide, TiO2 within range 300 μm [15] but the bonding mechanism of 
cold sprayed TiO2 is not fully understood. Several experiment result regarding the 
bonding mechanism of cold spraying TiO2 particles onto metal and ceramic sub-
strates have been published. Toibah et.al reported as-synthesized TiO2 powders that 
calcined at 200°C and 300°C showed the successful deposition of TiO2 coating on the 
ceramic tile substrate by the cold spray method. The coating deposition occurred 
due to tamping effect through slipping of nanoparticles due to high impact during 
the particle collision. Mechanism responsible for the TiO2 deposition is chemical 
bonding between TiO2 particles and substrate or among particles during cold 
sprayed process may lead to coating formation [16]. Kliemann et al. used 3-50 μm 
TiO2 agglomerates formed from 5 to 15 nm primary particles for the continuous 
coating on pure titanium, stainless steel, copper and aluminum alloy substrate. 
They identified ductile substrate that allow shear instability to happen as primary 
bonding mechanism between the particles and the substrate [17]. Gardon et al. 
claimed that the mechanism responsible for the TiO2 deposition by the cold spraying 
process on the stainless-steel substrate is the chemical bonding between the par-
ticles and the substrate. They showed that the previous layer of titanium sub-oxide 
prepares the substrate with the appropriate surface roughness needed for the TiO2 
particle deposition. Moreover, the substrate composition is also important for the 
deposition because it can provide chemical affinities during the particle interaction 
after impact. The substrate hardness may also ease the interaction between the 
particles and the substrate [2].

Based on the above mention meaningful findings, it shown a lot of factor 
influenced toward bonding mechanism of cold sprayed TiO2 coating and one of it 
is substrate surface. Previous studies reported the possibility of cold spraying thick 
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pure TiO2 but the bonding mechanism of cold sprayed TiO2 is not fully understood. The 
factor like substrate condition as oxide film thickness and mechanical properties may 
also affect cold spray deposition but not fully understood in cold spraying ceramic. 
Therefore, this study investigated the effect of annealed substrate properties Al 1050 
toward bonding mechanism of cold sprayed TiO2.

2. Materials and methods

2.1 Process

In all coating experiments, cold-spraying equipment with a De-Laval 24TC 
nozzle (CGT KINETIKS 4000; Cold Gas Technology, Ampfing, Germany) was 
used. Nitrogen was used as the process gas with a 500°C operating temperature, 
and a 3 MPa pressure. The spray distance was 20 mm, with a process traverse speed 
of 10 mm/s. The coatings were deposited on grit-blasted annealed pure aluminum 
(Al 1050). The substrates were annealed with an electric furnace to preheat the 
grit-blasted substrate to four different temperatures respectively (i.e., 100°C, 
200°C, 300°C and 400°C) before spraying. In all cases, the temperature of the 
annealed substrate during spraying was room temperature.

2.2 Materials

As a feedstock, we applied agglomerated TiO2 powder (TAYCA Corporation, 
WP0097) containing a pure anatase crystalline structure with an average particle 
size of about 7.55 μm. The material chemical composition of substrates used is 
presented in Table 1.

2.3 Characterization

2.3.1 Tensile-strength testing

In accordance with JIS H 8402, specimens measuring Ø25 mm × 10 mm 
were used to assess the coatings’ adhesion strength, given as the fracture load 
value measured by a universal testing machine (Autograph AGS-J Series 10 kN, 
Shimadzu). We measured the adhesion strength over an average of five specimens 
for each of the spraying conditions.

2.3.2 Coatings evaluation

A scanning electron microscope (SEM: JSM-6390, JEOL, Tokyo, Japan) was 
used to observe the TiO2 coating’s cross-sectional microstructures on annealed 
substrates. The observation sample of the TiO2 coating was prepared by embedding 
a 25mmx10mm sample into a hardenable resin. The hardened sample embedded 
in hardened resin was ground with silica papers to a #3000 grit size and finally 
polished with 1 μm and 0.3 μm alumina suspension.

Al Fe Si Cu Mn Mg Zn Ti Other total

Al 1050 Bal 0.40 0.25 0.05 0.05 0.05 0.05 0.05 0.03

Table 1. 
Material chemical composition (wt.%).
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Therefore, this study investigated the effect of annealed substrate properties Al 1050 
toward bonding mechanism of cold sprayed TiO2.

2. Materials and methods

2.1 Process

In all coating experiments, cold-spraying equipment with a De-Laval 24TC 
nozzle (CGT KINETIKS 4000; Cold Gas Technology, Ampfing, Germany) was 
used. Nitrogen was used as the process gas with a 500°C operating temperature, 
and a 3 MPa pressure. The spray distance was 20 mm, with a process traverse speed 
of 10 mm/s. The coatings were deposited on grit-blasted annealed pure aluminum 
(Al 1050). The substrates were annealed with an electric furnace to preheat the 
grit-blasted substrate to four different temperatures respectively (i.e., 100°C, 
200°C, 300°C and 400°C) before spraying. In all cases, the temperature of the 
annealed substrate during spraying was room temperature.

2.2 Materials

As a feedstock, we applied agglomerated TiO2 powder (TAYCA Corporation, 
WP0097) containing a pure anatase crystalline structure with an average particle 
size of about 7.55 μm. The material chemical composition of substrates used is 
presented in Table 1.

2.3 Characterization

2.3.1 Tensile-strength testing

In accordance with JIS H 8402, specimens measuring Ø25 mm × 10 mm 
were used to assess the coatings’ adhesion strength, given as the fracture load 
value measured by a universal testing machine (Autograph AGS-J Series 10 kN, 
Shimadzu). We measured the adhesion strength over an average of five specimens 
for each of the spraying conditions.

2.3.2 Coatings evaluation

A scanning electron microscope (SEM: JSM-6390, JEOL, Tokyo, Japan) was 
used to observe the TiO2 coating’s cross-sectional microstructures on annealed 
substrates. The observation sample of the TiO2 coating was prepared by embedding 
a 25mmx10mm sample into a hardenable resin. The hardened sample embedded 
in hardened resin was ground with silica papers to a #3000 grit size and finally 
polished with 1 μm and 0.3 μm alumina suspension.

Al Fe Si Cu Mn Mg Zn Ti Other total

Al 1050 Bal 0.40 0.25 0.05 0.05 0.05 0.05 0.05 0.03

Table 1. 
Material chemical composition (wt.%).
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2.3.3 Micro-Vickers hardness

To investigate the relationship between the annealed substrate surface hard-
ness and the adhesion strength of the TiO2 coating on the annealed substrate, the 
substrate hardness was measured using an HMV-G micro-Vickers hardness tester 
(Shimadzu). The measurement showed a hardness of HV 0.1; the test load on the 
cross section was 98.07[mN]. The final micro-hardness value was the average of 5 
tests taken at approximately the same points for each substrate.

2.3.4 Substrate oxide evaluation

X-ray photoelectron spectroscopy (XPS) is a versatile surface analysis technique 
used for compositional and chemical state analyses. In this study, XPS analysis 
(ULVAC-PHI, PHI Quantera SXM-CI) using a monochromatic Al Kα source 
(15 mA, 10 kV) was performed. Wide (0–1000 eV) and narrow scans of Al 2P and 
O1s for different annealed substrates were collected. The measured binding ener-
gies were then corrected with C 1 s at 285.0 eV. When pre-sputtering to clean the 
surface was performed, the sample surface was reduced and the measurements were 
affected, so XPS analysis was performed without pre-sputtering. Table 2 shows the 
XPS analysis conditions for substrates oxide analysis.

2.3.5 Wipe test

A CGT Kinetiks 4000 cold-spray system (Cold Gas Technology, Ampfing, Germany) 
with a custom-made suction nozzle was used to perform the wipe test and coating 
using TiO2 powder onto the annealed 400°C pure aluminum substrates. The wipe test 
was conducted to study the deformation behavior of a single particle on this substrate. 
Prior to deposition, substrate was ground and polished until a mirror finish surface was 
obtained. The process gas temperature and pressure used were 500°C and 3 MPa, respec-
tively. Nitrogen was used as the process gas. The distance between the exit of the nozzle 
and the substrate was fixed at 20 mm. The traverse speed of the process was 2000 mm/s. 
Prior to spraying, the substrates were rinsed with acetone. An FEI Helios Dual Beam 650 
field emission SEM (FESEM) and focused ion beam (FIB) microscope was used to inves-
tigate the single particle TiO2 deposition onto mirror polish annealed substrate.

3. Results and discussion

3.1 Strength of adhesion

The adhesion strength of the cold-sprayed TiO2 coating on annealed Al 1050 
pure aluminum are shown in Figure 1. The TiO2 coating on the annealed soft 

Measured regions Al 2p, O1s,

Measured X-Ray output [W] 10

Probe diameter[μm] 50

Time per step [ms] 30

Pass energy 140

Cycle 30

Table 2. 
XPS parameters for substrate oxide layer analysis.
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substrates showed a decreased trend of adhesion strength from room temperature 
to 400°C, with values from 3.88 to 2.05 MPa. The increase of annealed substrate 
temperature also showed a thicker surface oxide on substrate surface.

3.2  SEM cross-section microstructure of TiO2 coatings on annealed Al 1050 
substrates

Figure 2a–e shows the TiO2 coating cross-sectional area on Al 1050 for various 
substrate annealing temperatures. Under all condition figures, the figures show 
a dense coating with a thickness in the range of 200 to 300 μm, indicating that 
a critical velocity was reached for this soft material. This suggests that the TiO2 
coating adhered well to the annealed Al 1050 substrate from room temperature to 
400°C annealing.

We can categorize the cold-spraying procedure into two stages: (1) adhesion 
and (2) cohesion bonding. Adhesion or the formation of the interface between the 
substrate and particle is the first stage. The annealed substrates can clearly imple-
ment this stage, which forms the first coating layer, particularly for the soft material, 
Al 1050.

3.3 Substrate Vickers microhardness

Figure 3 shows the annealing substrate hardness of Al 1050 from room tem-
perature to 400°C. The pure aluminum, Al 1050 showed a decreasing trend from 
45.36Hv for room temperature to 27.70Hv for 400°C annealing.

Figure 1. 
Adhesion strength of the TiO2 coating on annealed Al 1050.

Figure 2. 
Cross-section microstructure of TiO2 coatings on Al 1050. (a) Room temperature; (b) annealed 100°C;  
(c) annealed 200°C; (d) annealed 300°C and (e) annealed 400°C.
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pure aluminum are shown in Figure 1. The TiO2 coating on the annealed soft 
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substrates showed a decreased trend of adhesion strength from room temperature 
to 400°C, with values from 3.88 to 2.05 MPa. The increase of annealed substrate 
temperature also showed a thicker surface oxide on substrate surface.

3.2  SEM cross-section microstructure of TiO2 coatings on annealed Al 1050 
substrates

Figure 2a–e shows the TiO2 coating cross-sectional area on Al 1050 for various 
substrate annealing temperatures. Under all condition figures, the figures show 
a dense coating with a thickness in the range of 200 to 300 μm, indicating that 
a critical velocity was reached for this soft material. This suggests that the TiO2 
coating adhered well to the annealed Al 1050 substrate from room temperature to 
400°C annealing.

We can categorize the cold-spraying procedure into two stages: (1) adhesion 
and (2) cohesion bonding. Adhesion or the formation of the interface between the 
substrate and particle is the first stage. The annealed substrates can clearly imple-
ment this stage, which forms the first coating layer, particularly for the soft material, 
Al 1050.

3.3 Substrate Vickers microhardness

Figure 3 shows the annealing substrate hardness of Al 1050 from room tem-
perature to 400°C. The pure aluminum, Al 1050 showed a decreasing trend from 
45.36Hv for room temperature to 27.70Hv for 400°C annealing.

Figure 1. 
Adhesion strength of the TiO2 coating on annealed Al 1050.

Figure 2. 
Cross-section microstructure of TiO2 coatings on Al 1050. (a) Room temperature; (b) annealed 100°C;  
(c) annealed 200°C; (d) annealed 300°C and (e) annealed 400°C.
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This trend appears because pure materials experienced recrystallization pro-
cess at 400°C and slow cooling in the electric furnace; allow the grains to growth 
larger and reduce the substrate hardness. Based on decrease trend shown by adhe-
sion strength TiO2 coating on annealed pure aluminum, substrate deformation 
(mechanical anchoring) due to TiO2 particle impacting during cold spraying is not 
the main factors that influence adhesion bonding between TiO2 and annealed pure 
aluminum.

3.4 Depth profile of the oxide layer on Al 1050 substrate

The results of the depth analysis of room temperature substrate and annealed 
400°C by X-ray photoelectron spectroscopy for Al 1050 substrates is shown 
accordingly in Figure 4. The composition as a function of depth can be analyzed by 
in-situ argon ion beam sputtering, found on most surface analytical equipment.

Al 1050 as shown by Figure 4(a) and (b), shown that the atomic composition 
of Oxygen in the deepest part of the oxide layer increases as the annealing substrate 
temperature increases from RT to 400°C. This indicate that the oxide layer of 
pure aluminum grows thicker as the annealing substrate temperature is increased. 
According to W. Ya Li et.al stated that the increasing of oxide film thickness, it will 
need more kinetic energy to break up and extrude the oxide film, thus a higher 
particle velocity is needed for bonding. In other words, the effective bonding area 
is decreased under the same particle impact conditions [18]. It could explain the 
decreased trend of adhesion strength TiO2 coating on 400°C annealed pure alumi-
num because the particle velocity was constant in all condition in this experiment.

3.5 Oxide layer composition

X-Ray photoelectron spectroscopy (XPS) is a versatile surface analysis technique 
that can be used for compositional and chemical state analysis. In this experiment, 
total of 30 cycles is involved and to plot binding energy graph versus intensity to 
study the chemical state changes, outermost surface referring to the 1st cycle data, 
mid-layer referring to the 15th cycle data and deepest part referring to the 30th 
cycle data for each substrate conditions.

The peak position of the aluminum oxide layer, Al2O3 on outermost surface at 
74.8 eV and aluminum metal at approximately 72.8 eV was prominently present in 
the mid-layer and deepest part for the room-temperature substrate Al 1050 shown 
by Figure 5(a). The peak position of the O1s shown by Figure 5(b) also support 
the present of aluminum oxide layer, Al2O3 on outermost surface at 531.3 eV and 

Figure 3. 
Annealed substrate microhardness of Al 1050 from room temperature to 400°C- annealed.
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slightly presented of aluminum in hydroxide on mid-layer and deepest part given by 
532.4 eV, supported that substrate mostly Al metal state for mid layer and deepest 
part at room temperature substrate. Meanwhile, at the annealing temperature of 
400°C for Al 1050 substrate, Figure 6(a), the peak position of aluminum oxide 
layer, which was at approximately 74.8 eV, was detected at the outermost surface, 
mid-layer, and deepest part of the substrates. O1s supported that by the present of 
aluminum in hydroxide/oxyhydroxide state at 532.4 eV [19]. This indicate Al 1050 
substrate experienced chemical composition changes from Al metal state in room 
temperature substrate to aluminum in hydroxide condition in 400°C annealed.

3.6 FIB splat TiO2 particle on 400°C annealed Al 1050

Figure 7 shows the top view of TiO2 particles on 400°C-annealed Al 1050. This 
wipe test was conducted to further understand the bonding mechanism of TiO2 
particle on annealed Al 1050 substrate. Only 400°C-annealed Al 1050 was selected 
because it had the highest oxide thickness. The results obtained revealed that the 
TiO2 particle were found unchanged after the collision and the substrate surface 
of the 400°C-annealed Al 1050 experienced a deformation due to impacting 
during the cold-spraying process, as shown by Figure 7. Soft substrates such as 
aluminum, the TiO2 particles were impacting the surface with minimal deforma-
tion, and the particles rebounded after the impact, leaving craters on the surface 
of the substrate. This shown by arrow in the Figure 7. K.-R. Ernst et al. [20] also 
mentioned that for soft substrate, impact energy that was generated during the 
spraying process was also used for deformation of the substrate. Since 400°C 

Figure 4. 
Depth profile analysis of Al 1050 (a) room temperature (b) 400°C annealed.
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annealed aluminum has lower hardness due to recrystallization, the depth of the 
craters was deeper and experienced heavy damage, as seen in the SEM image in 
Figure 7.

Figure 8 shown a cross-section of a single particle of TiO2 on 400°C annealed 
1050. Referring to Figure 8, since the shear instability starts at a position away from 
the bottom center of a TiO2 particle, the bottom region of such a deposited particle 
can be divided into three regions along the particle - substrate boundary: (i) the 
particle jetted out region,(J) generated by the severe shear plastic strain induced by 
adiabatic shear instability (ASI); (ii) the well-bonded region (B); where the particle 
and the substrate are intimately bonded and (iii) the rebound region (R) where the 
shear instability did not occur and the accumulated elastic energy from the impact 
of a sprayed particle detached the particle from the substrate. At the boundary of 
B and R, ASI is accompanied by severe shear stress, and an abnormal increases in 
temperature can easily expel the particles, and consequently the oxide covering the 
surface of particle or substrate can be broken and removed [3, 4, 11, 21–24].

The adhesion strength of the TiO2 coating on annealed Al 1050, showed a 
decreased trend as the annealed substrate temperature is increased from room tem-
perature to 400°C annealed. This indicate that substrate deformation or mechanical 
anchoring is not one of factors that influence the adhesion bonding for annealed Al 
1050 with TiO2 at an annealing temperature of 400°C. Referring to arrow indicate 
in Figure 8, there were a gap observe between deposited TiO2 particle and 400°C 
annealed 1050 substrate at rebound, R and bonded, B region. This result indicate 
that even severe plastic deformation is occurred due to TiO2 impacting during 
cold spraying, thin amorphous oxide will remain between particle-substrate [25]. 

Figure 5. 
XPS spectra of Al 2P for (a) room temperature and O1s for (b) room temperature.
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Moreover, due to thicker oxide on 400°C annealed Al 1050 or the fresh surfaces of 
metallic such as aluminum may be able to be re-oxidized due to their high reactivity 
with oxygen in air during deformation [25], it prevent bonding to form between 
deposited TiO2 particle and deform substrate surface of 400°C annealed Al 1050. 
This may explain that bonding mechanism involved between TiO2 coating and 

Figure 6. 
XPS spectra of Al 2P for (a) 400°C annealed and O1s for (b) 400°C annealed.

Figure 7. 
Top view of TiO2 particles on 400C annealed Al 1050.
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with oxygen in air during deformation [25], it prevent bonding to form between 
deposited TiO2 particle and deform substrate surface of 400°C annealed Al 1050. 
This may explain that bonding mechanism involved between TiO2 coating and 

Figure 6. 
XPS spectra of Al 2P for (a) 400°C annealed and O1s for (b) 400°C annealed.

Figure 7. 
Top view of TiO2 particles on 400C annealed Al 1050.



Material Flow Analysis

48

400°C annealed 1050 is newly formed substrate surface that free from oxide with 
TiO2 particle which is similar with the cold spraying of metallic materials that 
known as metallurgical bonding.

4. Conclusions

This study investigated the correlation between the adhesion strength of cold-
sprayed TiO2 on Al 1050 pure aluminum—annealed at temperatures ranging from 
room temperature to 400°C.

1. The adhesion strength of TiO2 coating showed a decreased trend from 
3.88 MPa to 2.05 MPa as annealed substrate temperature increased from room 
temperature to 400°C.

2. The oxide film thickness had an influence on the TiO2 deposition process  
because thick oxide film inhibits formation of a new surface.

3. The main bonding mechanism is metallurgical bonding which is newly form 
substrate surface of annealed Al 1050 that oxide free to TiO2 particle.
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Figure 8. 
FIB cross-section of a single particle of TiO2 on 400°C-annealed Al 1050. J indicates the jetted-out region; B is 
the bonded region; R is the rebound region.
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Chapter 4

Anisotropic Mechanical Properties
of 2-D Materials
Qiang Li

Abstract

While prior reviews and research articles focused on the various synthetic routes
and microstructural controls of 2D nanomaterials as well as their functional appli-
cations, this chapter discloses the anisotropic behaviors of 2D materials and puts
emphasis on the mechanical anisotropy of three distinct 2D materials, namely
graphene, MoS2 and Al alloy coating, representative of carbon, inorganic and
metallic 2D crystalline materials. Except for the relatively low interlayer cohesive
stress, the in-plane anisotropy of the former two materials classes is subjected
primarily to the hexagonal structure of the unit cells of the graphene and MoS2. The
anisotropy of metallic thin films with high-density grain boundaries with preferen-
tial directionality, rendered by the non-equilibrium synthetic methods, results from
both the conventional Taylor factor and the directionality of the grain boundaries.
Despite 2D materials’ wide spectrum of applications, such as electronics, energy
devices, sensors, coating etc., the mechanical anisotropy could be critical for certain
mechanical applications, such as friction, and provide instructions on the durability,
reliability and property optimization in the various applications of different 2D
materials.

Keywords: anisotropy, mechanical behaviors, 2D materials, metallic materials,
non-metallic materials

1. Introduction

As time passes, the advancement of nanotechnology has spread to all fronts. The
concept states that at least two dimensions that construct nanomaterials fall
between 1 and 100 nm. Nanomaterials are classified as zero- (0D), one- (1D), two-
(2D), and three-dimensional (3D) nanostructures. The nanoscale has unprece-
dented attributes that fundamentally alter materials’ properties. Since K. Novoselov
et al. successfully mechanically exfoliated a single layer of graphene off the graphite
in 2004 [1], extensive efforts and progress have been made on the synthesis and
applications of graphene and various 2D nanomaterials in resemblance to graphene
nanostructure, including transition metal dichalcogenides (TMDs), hexagonal
boron nitride (BN), and perovskites, just to name a few. They have lateral extension
but their individual layer is merely a single or few atoms thick. Hence, they have
characteristics like electron confinement and anisotropy in various properties
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manifested in two dimensions, while they possess extended interlayer spacing for
active kinetic and physicochemical events, which has attracted broad research
interests on their physicochemical, electrochemical, electronic and mechanical
properties. For metallic materials, metallic thin films/coatings have 2D extension
but limited thickness. The 2D materials selected to represent each materials family
are crystalline materials and, in general, possess crystal anisotropy in their mechan-
ical behaviors and even functional property. The single crystal face-centered cubic
(FCC) structure is taken as an example. It is well known that the FCC single crystals
have crystal anisotropy determined by the Schmid factor that associates the loading
direction to the load resolved on the specific slip system [2]. Because the glide of the
dislocations is favored on the slip systems subjected to a larger Schmid factor,
plastic anisotropy manifests in the form of different cellular substructure made of
dislocation walls. As we alleged, the non-metallic 2D nanomaterials have extended
interlayer spacing and metallic thin films, fabricated primarily by ultrahigh vacuum
techniques and electrodeposition, feature high-density directional grain boundaries
(GBs) and preferential texture. As a result, anisotropy in 2D materials is prone to
deviate from that of the bulk crystals, and plays substantial roles in their mechanical
applications and the reliability of the apparatuses and devices with 2D materials as
components or building blocks, but has not been put emphasis on as much as their
functional properties and synthesis. Prior to comprehension toward the mechanical
anisotropy of 2D materials, their general microstructural features and applications
are first set forth so as to better grasp the anisotropy in their mechanical response to
external stimuli and its importance in their functional and engineering applications.

1.1 The general microstructural features and applications of 2D materials

1.1.1 Non-metallic 2D materials

Graphene is a typical 2D carbon allotrope and a monolayer of graphene, with a
thickness of 0.335 nm, has a hexagonal honeycomb structure. This 2D nanomaterial
is remarkably electric and thermal conductive and is equipped with the promising
quantum Hall effect. Moreover, the pristine graphene possesses an elastic modulus
of �1 TPa and a mechanical quality factor of 104 at an elevated temperature of 5 K.
Despite similar sheet-like nanostructures, 2D nanomaterials made of inorganic
compounds can render intriguing properties and versatility due to their more com-
plex compositions. In contrary to chemically inert graphene with no intrinsic
bandgap, MoS2 with layered structure is one transition metal dichalcogenide. MoS2
has been often synthesized using chemical vapor deposition (CVD) and its reaction
principle involves first the transformation of solid-state MoO3 and sublimed surfur
to gas state and then the mixed gases driven by argon caused the formation of gas-
phase MoO3-x and MoS2 and eventually the formation of solid-state MoS2, the
reactions of which is expressed as [3]:

MoO3 gð Þ þ x
2

� �
S gð Þ⇋MoO3�x gð Þ þ x

2

� �
SO2 (1)

MoO3�x gð Þ þ 7 � xð ÞS gð Þ⇋MoS2 gð Þ þ 3� x
2

� �
SO2: (2)

MoS2 structure is comprised of two layers of closely packed S atoms layers
sandwiching a layer of Mo atoms and it features strong covalent bonding as a result
of the Mo-S interaction and the Van der Waals force between S layers. This leads
to the comparably facile kinetic transportation of ions and even molecules through
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S-Mo-S layered structure [4]. Hence, it has drawn enormous attention for its potent
applications in energy storage and conversion, such as photocatalysis for the pol-
lutant degradation and biosensors, just to name a few. In addition, MoS2 has a good
tunability toward its band gap, which offers high flexibility in property customiza-
tion and optimization. At the same time, MoS2 manifests comparable physical
attributes when compared to graphene, including high charge carrier mobility and
superb wear properties. Compared to hexagonal structure, other structurally com-
plex 2D materials, such as arsenic trisulfide (As2S3), also showed mechanical
anisotropy [5]. A unit cell of As2S3 consists of two layers inverted with respect to a
symmetry center and is defined by 20 atoms in contrast to two for graphene and
three for MoS2.

1.1.2 Metallic thin films

Now, we turn our attention to a different 2D materials family, i.e. metallic
coating and thin films. The protective coatings, from an engineering point of view,
are essential as to apparatus maintenance and the enhanced equipment safety and
lifespan. One application of metallic or their composite coating is to prevent corro-
sion. Coatings should render compatibility with parental materials and operate at
extreme atmospheres, such as high temperature and corrosive conditions. Metallic
coatings either provide passive protection by forming a barrier of oxides or offer
active protection obtained through the adsorption of chemical inhibitors [6].
Metallic coatings as biomaterials are potent components in body implants and they
ought to possess superb mechanical behaviors and biocompatibility, and high cor-
rosion resistance, while they are required to release minimal metallic ions to avoid
the toxicity. Ti, NiTi, Pt and 316 L austenitic stainless steel are often implemented.
Furthermore, various metals with unique characteristics are used in the applications
of thin film optics, such as surface plasmon generation and optoelectronics. Metallic
thin films are frequently applied onto ceramic matrices, rendering high-quality
broadband reflective finishing highly desired to control over the directionality of
the laser beam. In addition, Cu is commonly utilized as an interconnect material and
serves as thin conductive layers ensuring the adhesion to dielectrics and inhibiting
diffusion into silicon or dielectrics, and provide capability of electrodeposition of
Cu [7]. From the aforementioned applications of metallic coating and thin films, it
is realized that their fabrication often relies on non-equilibrium routes, such as a
variety of ultrahigh vacuum techniques and electrodeposition/electroplating. The
energetic adatoms landing on the substrate often first form nanometric epitaxial
zone and then become 3D clusters during the growth process [8]. Moreover, the
sophisticated compositions or the interaction between matrix atoms and impurity
atoms as dopants and alloying elements often exert pinning effects. These factors
result in the formation of abundant GBs among the columnar nanograins. Many
thin films have been grown homo- or heteroepitaxially on single crystal templates
or locally on polycrystalline templates, giving rise to the preferential texture in the
films. Both the GB directionality and the preferential texture in the coatings or thin
films should lead to mechanical and crystal anisotropies which greatly affect their
performance in practical applications and hint at the property optimization along
each direction.

1.2 Basics of anisotropy

In FCC single crystals, the Schmid factors mainly explains the crystal anisotropy.
For a given crystal, different loading directions result in different sets of Schmid
factors on the 24 slip systems FCC structure intrinsically has, eventually tailoring
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1.1.1 Non-metallic 2D materials

Graphene is a typical 2D carbon allotrope and a monolayer of graphene, with a
thickness of 0.335 nm, has a hexagonal honeycomb structure. This 2D nanomaterial
is remarkably electric and thermal conductive and is equipped with the promising
quantum Hall effect. Moreover, the pristine graphene possesses an elastic modulus
of �1 TPa and a mechanical quality factor of 104 at an elevated temperature of 5 K.
Despite similar sheet-like nanostructures, 2D nanomaterials made of inorganic
compounds can render intriguing properties and versatility due to their more com-
plex compositions. In contrary to chemically inert graphene with no intrinsic
bandgap, MoS2 with layered structure is one transition metal dichalcogenide. MoS2
has been often synthesized using chemical vapor deposition (CVD) and its reaction
principle involves first the transformation of solid-state MoO3 and sublimed surfur
to gas state and then the mixed gases driven by argon caused the formation of gas-
phase MoO3-x and MoS2 and eventually the formation of solid-state MoS2, the
reactions of which is expressed as [3]:

MoO3 gð Þ þ x
2

� �
S gð Þ⇋MoO3�x gð Þ þ x

2

� �
SO2 (1)

MoO3�x gð Þ þ 7 � xð ÞS gð Þ⇋MoS2 gð Þ þ 3� x
2

� �
SO2: (2)

MoS2 structure is comprised of two layers of closely packed S atoms layers
sandwiching a layer of Mo atoms and it features strong covalent bonding as a result
of the Mo-S interaction and the Van der Waals force between S layers. This leads
to the comparably facile kinetic transportation of ions and even molecules through

54

Material Flow Analysis

S-Mo-S layered structure [4]. Hence, it has drawn enormous attention for its potent
applications in energy storage and conversion, such as photocatalysis for the pol-
lutant degradation and biosensors, just to name a few. In addition, MoS2 has a good
tunability toward its band gap, which offers high flexibility in property customiza-
tion and optimization. At the same time, MoS2 manifests comparable physical
attributes when compared to graphene, including high charge carrier mobility and
superb wear properties. Compared to hexagonal structure, other structurally com-
plex 2D materials, such as arsenic trisulfide (As2S3), also showed mechanical
anisotropy [5]. A unit cell of As2S3 consists of two layers inverted with respect to a
symmetry center and is defined by 20 atoms in contrast to two for graphene and
three for MoS2.

1.1.2 Metallic thin films

Now, we turn our attention to a different 2D materials family, i.e. metallic
coating and thin films. The protective coatings, from an engineering point of view,
are essential as to apparatus maintenance and the enhanced equipment safety and
lifespan. One application of metallic or their composite coating is to prevent corro-
sion. Coatings should render compatibility with parental materials and operate at
extreme atmospheres, such as high temperature and corrosive conditions. Metallic
coatings either provide passive protection by forming a barrier of oxides or offer
active protection obtained through the adsorption of chemical inhibitors [6].
Metallic coatings as biomaterials are potent components in body implants and they
ought to possess superb mechanical behaviors and biocompatibility, and high cor-
rosion resistance, while they are required to release minimal metallic ions to avoid
the toxicity. Ti, NiTi, Pt and 316 L austenitic stainless steel are often implemented.
Furthermore, various metals with unique characteristics are used in the applications
of thin film optics, such as surface plasmon generation and optoelectronics. Metallic
thin films are frequently applied onto ceramic matrices, rendering high-quality
broadband reflective finishing highly desired to control over the directionality of
the laser beam. In addition, Cu is commonly utilized as an interconnect material and
serves as thin conductive layers ensuring the adhesion to dielectrics and inhibiting
diffusion into silicon or dielectrics, and provide capability of electrodeposition of
Cu [7]. From the aforementioned applications of metallic coating and thin films, it
is realized that their fabrication often relies on non-equilibrium routes, such as a
variety of ultrahigh vacuum techniques and electrodeposition/electroplating. The
energetic adatoms landing on the substrate often first form nanometric epitaxial
zone and then become 3D clusters during the growth process [8]. Moreover, the
sophisticated compositions or the interaction between matrix atoms and impurity
atoms as dopants and alloying elements often exert pinning effects. These factors
result in the formation of abundant GBs among the columnar nanograins. Many
thin films have been grown homo- or heteroepitaxially on single crystal templates
or locally on polycrystalline templates, giving rise to the preferential texture in the
films. Both the GB directionality and the preferential texture in the coatings or thin
films should lead to mechanical and crystal anisotropies which greatly affect their
performance in practical applications and hint at the property optimization along
each direction.

1.2 Basics of anisotropy

In FCC single crystals, the Schmid factors mainly explains the crystal anisotropy.
For a given crystal, different loading directions result in different sets of Schmid
factors on the 24 slip systems FCC structure intrinsically has, eventually tailoring
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dislocations on different slip systems. Along with the dislocation populations, the
dislocations would self-organize into certain low energy substructures with cellular
shape. For instance, [111]-loading generally leads to planar-shaped cell substruc-
tures, whereas [100] direction renders spherical-shaped ones. To be specific, the
Schmid factors of the four slip planes for three different loading directions are
present in Table 1. Z. Q. Wang et al. introduced an H-factor based on Schmid
factors to comprehend the deformation heterogeneity and the formula is expressed
as [2].

H ¼ ~mi,max � ~mi,minP
i ~mi

(3)

where ~mi is the sum of all three values of the Schmid factors for each slip plane
under one loading orientation, and ~mi,max and ~mi,min are the maximum and mini-
mum of ~mi out of four different planes, respectively. This causes the 211

� �
-, 111½ �-

and 100½ �-loadings to render the respective H-factor of 0.376, 0.333 and 0. More-
over, this suggests that 211

� �
-loading brings about highest flow stress and most

heterogeneous cellular structure, where 100½ �-loading the lowest flow stress and
most homogeneous structure out of three loading conditions.

For polycrystalline cubic metallic materials, the Yield strength is associated to a
Taylor factor, M, based on the critical resolved shear stress (CRSS) and the Taylor
factor relies on the active slip systems at the grain level of a polycrystalline metal
with crystallographic preferential texture in the aggregate. According to the classic
dislocation mechanics [9], the Yield strength can be defined as

Δσy ¼ M τ0 þ τ ∗ μb
π 1� vð ÞL

� �2
" #

(4)

where τ0 and L are the lattice friction and the mean spacing between a disloca-
tion source to obstacle, respectively. τ ∗ denotes the barrier shear stress for a single
dislocation transmission across a GB and v, b and μ are the Poisson’s ratio, Burgers
vector and the shear modulus, respectively. The Taylor factor is intimately associ-
ated with the stacking fault energy (SFE) as well as the ratio, ξ, of CRSS for
twinning and slip for FCC metals. Besides FCC structure, various crystalline mate-
rials are anisotropic. For example, various carbides hexagonal M7C3 (M = Fe, Cr, W,
Mo) exhibited anisotropy and difference in chemical bonding along different crys-
tallographic orientation determined the anisotropy and their elastic anisotropy
could be further tailored by the different atomic arrangement controlled by
multialloying [10]. Despite different mechanisms, some liquid crystals can be
defined as the anisotropic fluids whose form is between the isotropic liquid and the
anisotropic crystalline phase [11].

100½ �-loading 111½ �-loading 211
� �

-loading

111ð Þ 0.41, 0.41, 0.0 0.0, 0.0, 0.0 0.0, 0.0, 0.0

111
� �

0.41, 0.41, 0.0 0.27, 0.27, 0.0 0.41, 0.27, 0.14

111
� �

0.41, 0.41, 0.0 0.27, 0.27, 0.0 0.41, 0.27, 0.14

111
� �

0.41, 0.41, 0.0 0.27, 0.27, 0.0 0.27, 0.27, 0.0

Table 1.
Schmid factors of the four slip systems for three different loading directions. Reconstructed from reference [2].
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1.3 Anisotropy in non-metallic 2D nanomaterials

The 2D non-metallic materials display remarked structural anisotropy due to the
large interlayer spacing and comparably low interlayer cohesion and interaction,
which causes that a monolayer of graphene could be readily mechanically exfoliated
and hexagonal MoS2 (h-MoS2) with lamellar structure can be used as a solid lubri-
cant owing to its superlubricity causing the facile glide among MoS2 nanosheets.
However, in the in-plane direction, the assumption of mechanical isotropy in 2D
materials is premature just based on the six-fold symmetry in their hexagonal lattice
when the isotropy has been assumed for some estimations of the elastic behaviors in
carbon nanotubes. Prior researches unveiled that friction force exerted on both
graphene and MoS2 along in-plane ‘zigzag’ and ‘armchair’ directions of the hexago-
nal lattice gave rise to different results and friction tests along armchair direction
resulted in larger friction forces. M. Dienwiebel et al. found the angular interval
between two friction peak force being approximate 60° upon friction tests on
graphite [12]. This suggests that the 2D materials with hexagonal lattice manifest a
sixfold anisotropy with a 60° periodicity. Meanwhile, studies showed that the
anisotropy in both graphene and MoS2 has a thickness dependence [13]. 2D non-
metallic nanomaterials have been often used as building blocks or components for
micro/nano-electromechanical systems (M/NEMSs) and nanoelectronics. The
anisotropy of those 2D materials have great influence on not only mechanical
properties but also functional properties.

1.4 Anisotropy in metallic 2D thin films

Metallic coating and thin films have been largely fabricated adopting non-
equilibrium ultrahigh vacuum techniques and electrodeposition. When the nuclei
heterogeneously grow and then 3D clusters collide amid the coalescence process,
forming intercrystalline interface. This process generally gives rise to nanocolumnar
grains whose grain size is small, even in monolithic metals, in contrast to other
equilibrium processes. Figure 1 shows the structure zone diagram after energetic
deposition of a thin film on a substrate, indicating that columnar grains preferen-
tially being generated at different generalized temperature T/Tm and argon pressure
[14]. The columnar structure could even exist in amorphous Al-Cr thin films pre-
pared by the sputtering technique as a result of chemical segregation [15]. These 2D

Figure 1.
Structure zone diagram after energetic deposition at different generalized temperature T/Tm and argon
pressure. Reprinted with permission from reference [14].
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dislocations on different slip systems. Along with the dislocation populations, the
dislocations would self-organize into certain low energy substructures with cellular
shape. For instance, [111]-loading generally leads to planar-shaped cell substruc-
tures, whereas [100] direction renders spherical-shaped ones. To be specific, the
Schmid factors of the four slip planes for three different loading directions are
present in Table 1. Z. Q. Wang et al. introduced an H-factor based on Schmid
factors to comprehend the deformation heterogeneity and the formula is expressed
as [2].

H ¼ ~mi,max � ~mi,minP
i ~mi

(3)

where ~mi is the sum of all three values of the Schmid factors for each slip plane
under one loading orientation, and ~mi,max and ~mi,min are the maximum and mini-
mum of ~mi out of four different planes, respectively. This causes the 211

� �
-, 111½ �-

and 100½ �-loadings to render the respective H-factor of 0.376, 0.333 and 0. More-
over, this suggests that 211

� �
-loading brings about highest flow stress and most

heterogeneous cellular structure, where 100½ �-loading the lowest flow stress and
most homogeneous structure out of three loading conditions.

For polycrystalline cubic metallic materials, the Yield strength is associated to a
Taylor factor, M, based on the critical resolved shear stress (CRSS) and the Taylor
factor relies on the active slip systems at the grain level of a polycrystalline metal
with crystallographic preferential texture in the aggregate. According to the classic
dislocation mechanics [9], the Yield strength can be defined as

Δσy ¼ M τ0 þ τ ∗ μb
π 1� vð ÞL

� �2
" #

(4)

where τ0 and L are the lattice friction and the mean spacing between a disloca-
tion source to obstacle, respectively. τ ∗ denotes the barrier shear stress for a single
dislocation transmission across a GB and v, b and μ are the Poisson’s ratio, Burgers
vector and the shear modulus, respectively. The Taylor factor is intimately associ-
ated with the stacking fault energy (SFE) as well as the ratio, ξ, of CRSS for
twinning and slip for FCC metals. Besides FCC structure, various crystalline mate-
rials are anisotropic. For example, various carbides hexagonal M7C3 (M = Fe, Cr, W,
Mo) exhibited anisotropy and difference in chemical bonding along different crys-
tallographic orientation determined the anisotropy and their elastic anisotropy
could be further tailored by the different atomic arrangement controlled by
multialloying [10]. Despite different mechanisms, some liquid crystals can be
defined as the anisotropic fluids whose form is between the isotropic liquid and the
anisotropic crystalline phase [11].

100½ �-loading 111½ �-loading 211
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-loading

111ð Þ 0.41, 0.41, 0.0 0.0, 0.0, 0.0 0.0, 0.0, 0.0

111
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0.41, 0.41, 0.0 0.27, 0.27, 0.0 0.41, 0.27, 0.14
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0.41, 0.41, 0.0 0.27, 0.27, 0.0 0.27, 0.27, 0.0

Table 1.
Schmid factors of the four slip systems for three different loading directions. Reconstructed from reference [2].
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1.3 Anisotropy in non-metallic 2D nanomaterials

The 2D non-metallic materials display remarked structural anisotropy due to the
large interlayer spacing and comparably low interlayer cohesion and interaction,
which causes that a monolayer of graphene could be readily mechanically exfoliated
and hexagonal MoS2 (h-MoS2) with lamellar structure can be used as a solid lubri-
cant owing to its superlubricity causing the facile glide among MoS2 nanosheets.
However, in the in-plane direction, the assumption of mechanical isotropy in 2D
materials is premature just based on the six-fold symmetry in their hexagonal lattice
when the isotropy has been assumed for some estimations of the elastic behaviors in
carbon nanotubes. Prior researches unveiled that friction force exerted on both
graphene and MoS2 along in-plane ‘zigzag’ and ‘armchair’ directions of the hexago-
nal lattice gave rise to different results and friction tests along armchair direction
resulted in larger friction forces. M. Dienwiebel et al. found the angular interval
between two friction peak force being approximate 60° upon friction tests on
graphite [12]. This suggests that the 2D materials with hexagonal lattice manifest a
sixfold anisotropy with a 60° periodicity. Meanwhile, studies showed that the
anisotropy in both graphene and MoS2 has a thickness dependence [13]. 2D non-
metallic nanomaterials have been often used as building blocks or components for
micro/nano-electromechanical systems (M/NEMSs) and nanoelectronics. The
anisotropy of those 2D materials have great influence on not only mechanical
properties but also functional properties.

1.4 Anisotropy in metallic 2D thin films

Metallic coating and thin films have been largely fabricated adopting non-
equilibrium ultrahigh vacuum techniques and electrodeposition. When the nuclei
heterogeneously grow and then 3D clusters collide amid the coalescence process,
forming intercrystalline interface. This process generally gives rise to nanocolumnar
grains whose grain size is small, even in monolithic metals, in contrast to other
equilibrium processes. Figure 1 shows the structure zone diagram after energetic
deposition of a thin film on a substrate, indicating that columnar grains preferen-
tially being generated at different generalized temperature T/Tm and argon pressure
[14]. The columnar structure could even exist in amorphous Al-Cr thin films pre-
pared by the sputtering technique as a result of chemical segregation [15]. These 2D

Figure 1.
Structure zone diagram after energetic deposition at different generalized temperature T/Tm and argon
pressure. Reprinted with permission from reference [14].
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metal coatings or thin films have higher hardness and strength, abiding by the well-
known Hall–Petch relationship. However, the abundant columnar GBs with direc-
tionality are often the sites where the voids reside. The sluggish adatom kinetics and
the shadowing effect from the surface e roughness lead to void formation residing
at the columnar GBs and void-free GBs have lower cohesive energy when compared
to the grain interiors. Z. S. You et al. found that nanotwinned (NT) Cu with
columnar grains packed with horizontal coherent twin boundaries (TBs) experi-
enced inhomogeneous deformation and columnar GBs were subjected to much
larger plastic strain, compared to the grain interiors [16]. This caused one ambigu-
ous puzzle, that is, the constant in the Tabor equation expressed as H = Cσ which
translates the indentation hardness to the tensile strength often remarkably fails to
fall in the proper proportionality range [9]. The proportionality constant, C, is
dependent on the deformation mode under indentation and it had been empirically
determined that H/σ≈2:7 for materials with high strain hardening coefficient and
yield strength (elastic–plastic transition mode). This indicates the 2D metallic thin
films with columnar GBs possess substantial structural anisotropy, despite the
crystal anisotropy governed by either Schmid factor or Taylor factor [2, 8]. Metallic
coatings or thin films have been used as protective, reflective, conductive compo-
nents on apparatuses and devices. Comprehension toward the anisotropy of 2D
metallic materials would substantially help improve their reliability and realize
property optimization.

2. Fraction anisotropy in graphene

It has been known that graphene, graphene oxide and their composites exhibit
mechanical anisotropy due to their characteristic of 2D extension [17, 18]. The
investigations on the superlubricity of 2D nanomaterials have been also extensively
conducted. A classic example is that M. Dienwiebel et al. studied the energy dissi-
pation of a graphite at selective sliding directions on a Tribolever setup equipped
with a tungsten tip and found the ultralow friction with the incommensurability
nature [12]. Another example is M. Poot and H. S. J. Van der Zant adopted atomic
force microscope (AFM) to measure force-distance relations on few-layer graphene
and graphite flakes and discovered that a principle direction represents a stiffer
direction than the others [19]. In contrast to those studies, a molecular dynamics
simulation (MD) study is particularly selected to exhibit the anisotropic mechanical
behaviors of graphene monolayers under uniaxial tensile condition along the zigzag
and armchair directions [11]. 4.15 � 4.15 nm2 square-shaped graphene monolayers
with a thickness of 0.335 nm were fixed at one end and the tensile tests along the
zigzag and armchair directions are present in Figure 2a and b. The relations
between applied force and one unit cell are also present. The specific parameters of
the non-equilibrium MD simulations can be found in the literature.

Regardless of the fracture patterns, the MD experiments first calculated the
fracture stresses along the zigzag and armchair directions, which are 0.18 TPa at a
strain of 32.48% and 0.21 TPa at 43.85%, respectively. In is worth noting that the
predicted critical stresses and strains are anticipated to be higher than the empirical
ones due to the idealism in the conditions of MD simulations. Prior to the crack
formation, two test modes share similarity, that is, in the elastic region, the
graphene monolayers regardless of testing directions could sustain large elastic
deformation and upon crack formations, the crack propagated rapidly and led to the
final fracture within 0.01% strain, suggestive of a brittle cleavage fracture. For the
zigzag direction, within the strain from 32.484% to 32.489%, the crack propagated
from one edge to the other edge, forming a zigzag-like fracture topography and the
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topological defects, whereas a rather smooth fracture feature was monitored as the
strain varied from 43.859% to 43.866% under the test along armchair direction and
the process left limited topological defects. It should be noted the five significant
digits might be trivial in the real experiments but it was non-trivial in the MD
simulations to capture detailed fracture process. The fracture evolutions along two
directions were captured using snapshots in Figure 3. Since the C-C bonds have a
critical strength, i.e. σC�C, it is anticipated that the direction of the applied force
with respect to the hexagonal honeycomb lattice eventually governed the fracture
mode and the analysis on the evolution of bond angles during the straining under
two testing conditions is essential to decipher the different fracture mechanisms.
Along the ziazag direction in Figure 3a, two 120° bond angles that evolved in a
symmetrical pattern with the increase in the strain declined down to <90 ° and
sustained substantial external strain, while the bonds in parallel to the tensile

Figure 2.
Molecular dynamics simulation of tensile tests on 4.15 � 4.15 nm2 square-shaped graphene monolayer along
(a) zigzag and (b) armchair directions and the relations between applied force and one unit cell are present.
Reprinted with permission from reference [20].

Figure 3.
Tensile strain-induced fracture process (a) along the zigzag direction and (b) along the armchair direction at
various strain levels. Reprinted with permission from reference [20].
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metal coatings or thin films have higher hardness and strength, abiding by the well-
known Hall–Petch relationship. However, the abundant columnar GBs with direc-
tionality are often the sites where the voids reside. The sluggish adatom kinetics and
the shadowing effect from the surface e roughness lead to void formation residing
at the columnar GBs and void-free GBs have lower cohesive energy when compared
to the grain interiors. Z. S. You et al. found that nanotwinned (NT) Cu with
columnar grains packed with horizontal coherent twin boundaries (TBs) experi-
enced inhomogeneous deformation and columnar GBs were subjected to much
larger plastic strain, compared to the grain interiors [16]. This caused one ambigu-
ous puzzle, that is, the constant in the Tabor equation expressed as H = Cσ which
translates the indentation hardness to the tensile strength often remarkably fails to
fall in the proper proportionality range [9]. The proportionality constant, C, is
dependent on the deformation mode under indentation and it had been empirically
determined that H/σ≈2:7 for materials with high strain hardening coefficient and
yield strength (elastic–plastic transition mode). This indicates the 2D metallic thin
films with columnar GBs possess substantial structural anisotropy, despite the
crystal anisotropy governed by either Schmid factor or Taylor factor [2, 8]. Metallic
coatings or thin films have been used as protective, reflective, conductive compo-
nents on apparatuses and devices. Comprehension toward the anisotropy of 2D
metallic materials would substantially help improve their reliability and realize
property optimization.

2. Fraction anisotropy in graphene

It has been known that graphene, graphene oxide and their composites exhibit
mechanical anisotropy due to their characteristic of 2D extension [17, 18]. The
investigations on the superlubricity of 2D nanomaterials have been also extensively
conducted. A classic example is that M. Dienwiebel et al. studied the energy dissi-
pation of a graphite at selective sliding directions on a Tribolever setup equipped
with a tungsten tip and found the ultralow friction with the incommensurability
nature [12]. Another example is M. Poot and H. S. J. Van der Zant adopted atomic
force microscope (AFM) to measure force-distance relations on few-layer graphene
and graphite flakes and discovered that a principle direction represents a stiffer
direction than the others [19]. In contrast to those studies, a molecular dynamics
simulation (MD) study is particularly selected to exhibit the anisotropic mechanical
behaviors of graphene monolayers under uniaxial tensile condition along the zigzag
and armchair directions [11]. 4.15 � 4.15 nm2 square-shaped graphene monolayers
with a thickness of 0.335 nm were fixed at one end and the tensile tests along the
zigzag and armchair directions are present in Figure 2a and b. The relations
between applied force and one unit cell are also present. The specific parameters of
the non-equilibrium MD simulations can be found in the literature.

Regardless of the fracture patterns, the MD experiments first calculated the
fracture stresses along the zigzag and armchair directions, which are 0.18 TPa at a
strain of 32.48% and 0.21 TPa at 43.85%, respectively. In is worth noting that the
predicted critical stresses and strains are anticipated to be higher than the empirical
ones due to the idealism in the conditions of MD simulations. Prior to the crack
formation, two test modes share similarity, that is, in the elastic region, the
graphene monolayers regardless of testing directions could sustain large elastic
deformation and upon crack formations, the crack propagated rapidly and led to the
final fracture within 0.01% strain, suggestive of a brittle cleavage fracture. For the
zigzag direction, within the strain from 32.484% to 32.489%, the crack propagated
from one edge to the other edge, forming a zigzag-like fracture topography and the
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topological defects, whereas a rather smooth fracture feature was monitored as the
strain varied from 43.859% to 43.866% under the test along armchair direction and
the process left limited topological defects. It should be noted the five significant
digits might be trivial in the real experiments but it was non-trivial in the MD
simulations to capture detailed fracture process. The fracture evolutions along two
directions were captured using snapshots in Figure 3. Since the C-C bonds have a
critical strength, i.e. σC�C, it is anticipated that the direction of the applied force
with respect to the hexagonal honeycomb lattice eventually governed the fracture
mode and the analysis on the evolution of bond angles during the straining under
two testing conditions is essential to decipher the different fracture mechanisms.
Along the ziazag direction in Figure 3a, two 120° bond angles that evolved in a
symmetrical pattern with the increase in the strain declined down to <90 ° and
sustained substantial external strain, while the bonds in parallel to the tensile

Figure 2.
Molecular dynamics simulation of tensile tests on 4.15 � 4.15 nm2 square-shaped graphene monolayer along
(a) zigzag and (b) armchair directions and the relations between applied force and one unit cell are present.
Reprinted with permission from reference [20].

Figure 3.
Tensile strain-induced fracture process (a) along the zigzag direction and (b) along the armchair direction at
various strain levels. Reprinted with permission from reference [20].
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direction were elastically deformed until their critical strength was reached and
then they broke, forming the broken hanging chains. In the other hand, the defor-
mation along the armchair direction in Figure 3b caused the four 120° bond angles
with a � 30 ° relation with the applied force to decrease, transferring the hexagonal
lattice into the quasi-rectangular shape, until any of the bonds except the two bonds
normal to the testing direction broke. In the armchair mode, once triggered, the
crack front would lead to a sequential instantaneous bond-breaking along the same
direction and this left a 60° rupture along the armchair direction. Therefore, the
two bonds parallel to the zigzag testing direction and the four bonds perpendicular
to the armchair testing directions underwent the larger stress. As a result, the
critical stress along the armchair is calculated to be

ffiffiffi
3

p
σC�C, 1.73 times of the σC�C

of the zigzag direction. In reality, the 0.21 TPa of the armchair direction is approx-
imately 1.2 times of the 0.18 TPa of the ziazag direction, which is attributed to the
evolving geometrical changes of the hexagonal structures amid the elongation
processes. In addition, the geometrical changes of the hexagonal units during the
straining determined the critical fracture stains for two testing directions. In order
to validate the observation, the simulated dimensions were investigated to verify if
the mechanical anisotropy has a size effect and it was found that the size effect was
negligible.

3. Friction anisotropy in MoS2

The MoS2 has similar lamellar structure as graphene and has been considered
promising in the field of nanotribology, despites its various applications due to its
functional properties. The inherent crystallographic characteristics of h-MoS2
equips it with friction anisotropy pertaining to the effect of the lateral sliding
direction on the friction behaviors or the commensurability/incommensurability
conditions between two sliding planes. In the case of incommensurability where the
two sliding surfaces have crystallographic nonmatching, ultralow friction is
obtained and superlubricity occurs, which has been observed in 2D materials, such
as MoS2, graphene and highly oriented pyrolytic graphite to name a few. The
superlubricity is related to the structural anisotropy. Figure 4 presents the debris of
five-layer thick MoS2 after a wear test and the high resolution transition electron

Figure 4.
High resolution TEM micrograph of a five-layer thick MoS2 specimen after a wear test and the slide led to
different mosaic lattice domains with 15° and 30° relative rotations. Reprinted with permission from
reference [21].
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microscopic (HRTEM) image shows different mosaic lattice domains as a result of
15° and 30° relative rotations between MoS2 nanosheets [21]. Commonly, six-fold
and two-fold symmetry of the friction behaviors have been captured on empirical
and computational researches. Some two-fold symmetry of friction behaviors,
namely 180° periodicity, have been attributed to the oriented linear wrinkles
induced by the elastic deformation of the substrate and the testing conditions, one
of which is the direction-dependent friction measured by an AFM tip with rotation.
It was hypothesized that the tip rotation generated a variety of possible combination
of the tip-specimen interfaces and the friction results might be able to reflect the
genuine crystallographic pattern of the tested materials.

A study involving experimental and MD simulation results on the friction prop-
erty of MoS2 was present [22]. The direction-dependent friction behaviors were
measured by changing the scanning direction and a 5 nm travel distance was applied
to preclude the influence from the nanowrinkles. The atomic configuration and the
scanning direction with respect to the lattice are illustrated in Figure 5a. Figure 5b
presents the two friction loops consisting of forward and backward lateral scans,
measured by AFM along zigzag and armchair directions, and it shows that the
energy dissipated in each scan cycle of the tests along the armchair direction was 11
times higher than that of the tests along the zigzag direction. Figure 5c shows
comparable simulation results and the quantitative discrepancy between the
empirical and simulation results originates from the difference in tip conditions and
the magnitude of the scanning speed and force. The Prandtl-Tomlinson model
alleged that the friction at the atomic level relies on the height of the surface energy
barrier and longer scanning length along the armchair direction would result in
accumulated energy dissipation in comparison with the zigzag direction. Hence, the
direction-dependent friction behaviors were examined using potential energy sur-
face (PES). Figure 6a reveals a six-fold symmetry of the friction force in nN in
comparison with the two-fold symmetry. To further comprehend the friction sym-
metry, PEC at various angular positions was observed with a 10° interval. Figure 6b
reflects the cross-section energy profiles for the scans at 0°, 10° and 50°. Figure 6c-j
show that PES possessed a 60° periodicity, e.g. the energy surfaces of the 0° and 60°
being identical. Therefore, a friction anisotropy was explored at an atomic level,
proving that the testing direction and tip-specimen contact quality greatly play
significant roles in changing the energy landscape and affecting the friction behav-
iors. X. Cao et al. have exhibited that the friction behaviors of MoS2 had a thickness
effect [13]. In brief, the decrease in MoS2 thickness down to a few nanometers could
progressively weaken the anisotropy phenomenon and be more governed by the
puckering effect.

Figure 5.
(a) Atomic configuration of a MoS2 monolayer in the simulations, indicating the armchair (30°) and zigzag
directions (60°). (b) the experimental friction loops consisting of the forward and backward scanning along the
armchair and zigzag directions. (c) the friction traces, due to tip-specimen contacts, predicted by the MD
simulations along the armchair and zigzag directions. Reprinted with permission from reference [22].
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Figure 4.
High resolution TEM micrograph of a five-layer thick MoS2 specimen after a wear test and the slide led to
different mosaic lattice domains with 15° and 30° relative rotations. Reprinted with permission from
reference [21].
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4. Mechanical anisotropy in Al-Fe thin films

Since the early 1950’s when Hall and Petch empirically demonstrated that the
Yield strength of metallic materials is inversely proportional to the square root of
the microstructural features, researchers have put enormous efforts in refining the
microstructure and thus developed ultrafine grained materials and nanocrystalline
materials in order to lift mechanical strength for both fundamental exploration and
practical applications. Non-equilibrium routes have been commonly used to shrink
the grain size of the metallic materials and most of techniques, such as ultrahigh
vacuum techniques and electrodeposition, produce 2D metallic materials, i.e. coat-
ings and thin films. Researchers have found that the tensile strength collected from
the tensile tests on thin film metals, especially alloys, fell short of the predicted
strength translated from nanoindentation measurements according to the Taylor
relation, i.e. H = Cσ where C is the proportionality constant. H/σ = 3 is often
observed for materials with low strain hardening coefficient and low yield strength
(fully plastic contact mode), whereas 1.1 < H/σ < 3 is applicable for materials with
high strain hardening coefficient and high yield strength (elastic–plastic transition
mode). Most of time, nanoindentation studies showed empirically that H/σ≈2:7 for
thin film metals with high strength. The off-proportionality has been often attrib-
uted to the voids potentially residing at the columnar GBs in thin film materials.
However, the void size is proportional to columnar grain size and when the grain
size is at nanoscale, the shadowing effect that originates from the 3D cluster growth
should be negligible to cause void formation. Therefore, the directionality of the

Figure 6.
(a) MD simulation that monitored a 6-fold symmetry in the results of friction tests on MoS2 as a function of the
rotational. (b) Cross-sectional barrier profiles along the scanning distance at a sample rotation angle of 0°, 10°
and 50°. (c � j) potential energy surface (PES) calculated for the specimen rotated from 0° to 70°. Reprinted
with permission from reference [22].

62

Material Flow Analysis

columnar GBs that contributes to the structural anisotropy has been largely ignored.
Li et al. selected Al-Fe alloys produced by magnetron sputtering to investigate the
anisotropy and tension-compression asymmetry along both the film in-plane and
out-of-plane directions by adopting comprehensive in-situ micro-compression and
tension techniques [9].

Figure 7a shows the dark-field TEM image and HRTEM image, suggesting that
the Al-Fe alloys have abundant vertical GBs, which were identified as incoherent
twin boundaries (ITBs) with a diffused feature, and an average grain size of �5 nm.
It is expected that the tiny grain size would greatly suppress the dislocation accu-
mulation process that takes place in the plastic deformation of single crystals or
polycrystalline materials with large grain size, making the deformation or fracture
events more dominantly influenced by the directionality of the GBs. Figure 7b-d
illustrate the micro-tension and compression experiments along in-plane and out-
of-plane directions and exhibit the microsized specimens awaiting the in-situ
experiments.

The experiment results showed that the out-of-plane compression experiments
gave rise to a � 2 GPa strength and exhibited extensive deformability attributed to
the grain coarsening, whereas in-plane compressions yielded a � 1.6 GPa strength
but an intergranular shear deformation along the GBs, leaving the formation of
shear bands. This deformation mode was governed by the maximum resolved shear
stress. In addition, out-of-plane tensile experiments gave a tensile strength of
�1.8 GPa, comparable to the 2 GPa compressive strength, and a fracture mode
governed by the intragranular shear propagation which were substantially deflected
by vertical GBs. The apparent global engineering strain cannot be equated to the

Figure 7.
(a) Cross-section dark-field TEM image showing abundant vertical GBs in a (111)-textured Al-Fe thin film
and the neighboring columnar nanograins having twin relation. (b) Schematics illustrating how to perform
micro-tension and compression experiments along both in-plane and out-of-plane directions. (c) Schematics of
the setups of the in-situ micro-tension and compression experiments along with the scanning electron microscope
(SEM) images of the tensile gripper and the flat punch. (d) Micropillars and tensile micro-coupons awaiting
the in-situ tension and compression experiments. Note that OPC, IPC, OPT and IPT denote out-of-plane
compression, in-plane compression, out-of-plane tension, and in-plane tension, respectively. Reprinted with
permission from reference [9].
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ductility of the common ductile materials with larger grain size and dislocation-
dominated deformation mechanisms. In contrast, the in-plane tension experiments
exhibited a relatively low strength of �1.1 GPa and classic brittle behaviors
governed by the nominal stress-induced fracture. The premature fracture propa-
gated along GBs. It was found that the chemical combination of binary Al-Fe alloys
did not satisfy the embrittlement criteria in the Gibson-Schuh model [23], meaning
that the relation between applied tensile stress and the directionality of the vertical
void-free GBs, i.e. vertical ITBs, mostly rendered the premature fracture phenome-
non under in-plane tension mode rather than other factors including voids and GB
embrittlement. Figure 8 had summarized the major deformation or fracture mech-
anisms of the tension and compression tests along the in-plane and out-of-plane
directions. It is noted that the anisotropy experienced in the Al-Fe thin films is
different from the anisotropy in single crystals and polycrystals, governed by the
Schmid factor and the Tylor factors. Moreover, the thin film alloys, including the
Al-Fe, are also different from the isotropic nanocrystalline metals and alloys with
textureless feature. However, dislocations were indeed captured in the differently
deformed Al-Fe specimens. It was found that under compression, the ratio of the
yield strength collected under out-of-plane compression mode and in-plane com-
pression mode was �1.25, which was mostly governed by the Taylor factors of two
testing directions. Since the Al-Fe alloys have a strong (111) out-of-plane texture,
the out-of-plane Taylor factor is 3.67. Moreover, the in-plane direction has no
obvious texture or a weak (112) texture and the two possibilities rendered similar
Taylor factor of 3.06. This two Taylor factors led to a strength ratio of 1.2, coincid-
ing with the 1.25 collected experimentally. This indicates that the anisotropy in the
Al-Fe thin films was both influenced by the directionality of the GBs and the

Figure 8.
Schematics that illustrate the deformation or fracture mechanisms for Al-Fe specimens tested at different modes
along different directions. Reprinted with permission from reference [9].
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conventional Taylor factor. Figure 9 plots the collected strengths under tension and
compression along the in-plane and out-of-plane directions as a function of extrin-
sic specimen dimension and intrinsic microstructural feature size and it clearly
manifested the anisotropy under both tension and compression modes. The Al-Fe
alloys underwent negligible extrinsic size effect and are highly competitive as to the
high strength.

Some thin films or coatings consisting of constituent elements with low stacking
fault energy might have columnar grains packed with high-density horizontal
coherent TBs (CTBs). Q. H. Lu et al. found that the dislocations were confined
within the twin/matrix lamellae and the testing direction, the slip systems and the
horizontal CTBs of the NT Cu could result in different dislocation structures and
dislocation-CTB interactions, which rendered different hardening and softening
modes and thus the anisotropy in metallic thin films made of constituent elements
with low stacking fault energy [24]. Furthermore, it should be noted that not all the
metallic thin films prepared by non-equilibrium methods possessed the conven-
tional columnar GBs. Li et al. recently exhibited that manipulation of electrolytic
solution with certain organic additive could potentially transfer the 3D cluster
growth to a flat 2D layer-by-layer growth mode to facilitate the formation of TBs
and suppress the formation of the columnar GBs from the island coalescence pro-
cess [8]. The anisotropy of the NT metals mainly constructed by horizontal CTBs
needs further investigation. Furthermore, the mechanical anisotropy in metallic
materials could be also displayed from the dynamic strain-induced phase transfor-
mation. In a Transformation induced plasticity (TRIP) steel, a strong texture after
rolling was obtained in the austenite and the texture in austenite gave rise to a
higher martensitic transformation rate along the rolling direction, which contrib-
uted to a more pronounced TRIP effect and a higher strain-hardening rate [25, 26].

5. Conclusions

The synthesis, microstructural controls and the functional applications of 2D
materials have been top trending research topics in the past 2 decades. However, the
anisotropy of the 2D materials has not been put equal but actually exerts potent
influence on not only their mechanical behaviors but also the multifunctional per-
formance of materials and devices with 2D materials as components or building
blocks. The unique microstructural characteristics of 2D materials result in distinct
and intriguing structural and crystal anisotropy. As to the non-metallic 2D
nanomaterials, such as graphene and MoS2, the orientation of the applied stress

Figure 9.
(a) The yield strength or fracture strength, collected from different testing conditions, of Al-Fe thin films in
comparison to the ones of other Al alloys with extrinsic dimensions at similar magnitudes. (b) the comparison of
the strengths as a function of intrinsic microstructural feature size effect between Al-Fe thin film and other pure
Al and Al alloys. Reprinted with permission from reference [9].
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with respect to the lattice often cause different interlayer friction, even the
superlubricity, and the monolayer with the inherent crystallographic symmetry of
the hexagonal honeycomb lattice also exhibited anisotropy when subjected to frac-
ture. For the metallic thin films with 2D extension and limited thickness, the
directional and abundant grain boundaries could influence the anisotropy compar-
ison with the bulk single crystals or polycrystals whose anisotropy is primarily
dominated by the Schmid factor or Taylor factor. It is anticipated that the sustain-
ability and reliability of the materials and devices constructed by various 2D mate-
rials rely on the prominent anisotropy inside 2D materials. The in-depth
comprehension toward the anisotropy of 2D materials would be also instructive to
realize the orientation-dependent properties and the property optimization.
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superlubricity, and the monolayer with the inherent crystallographic symmetry of
the hexagonal honeycomb lattice also exhibited anisotropy when subjected to frac-
ture. For the metallic thin films with 2D extension and limited thickness, the
directional and abundant grain boundaries could influence the anisotropy compar-
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realize the orientation-dependent properties and the property optimization.
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Chapter 5

Development of LDPE 
Crystallinity in LDPE/Cu 
Composites
Makki Abdelmouleh and Ilyes Jedidi

Abstract

This chapter summarizes the study of the filler (ie copper) effect on LDPE 
phasic composition in LDPE/Cu composites prepared in solution. During this 
research work, a particular effort is focused on the use of DSC under non-standard 
conditions. Therewith, the presence of copper microparticles has a great effect on 
the network phase than on the crystalline long-range-order phase of LDPE struc-
ture. Furthermore, LDPE phasic composition in absence and presence of copper 
microparticles is investigated by FTIR spectroscopy followed by a spectral simula-
tion of the band that appeared at 720 cm−1 corresponding to the CH2. Anywise, the 
two-phase model confirmed that no variation is observed of LDPE phase composi-
tion for all copper contents into LDPE/Cu films. However, with the three-phase 
model the orthorhombic phase fraction was found to be constant compared to 
the fraction of amorphous and that of network phase were found to increase and 
decrease respectively with increase in the copper particle load in the film. Overall, 
the thermal and structural behavior of LDPE in presence of copper particles allows 
this type to be used as phase change materials (PCMs) by adding a paraffin fraction 
in the LDPE/Cu composite. An update of the most relevant work carried out in the 
field of phasic characterization of polyethylene is presented in this chapter.

Keywords: LDPE/Cu composite films, LDPE crystallinity, LDPE Network phase, 
thermal stability

1. Introduction

Inorganic fillers perform an important role in the production of polymeric 
composites. Several value-added properties other than low cost, are gained through 
the use of fillers. Fillers can improve the mechanical [1–3] and thermal [4–7] 
properties, as well as optical and electrical properties [8–12] of polymeric materials 
composites. The polyethylene (PE) as one of the most widely used thermoplastics 
resins possesses excellent biocompatibility with human body and usually used as 
implantable material [13]. The PE/Cu composites have been developed in a large 
range of applications. The physical properties depend on the percentage of filler 
in the composites materials. The crystallinity of a semi-crystalline polymer (in 
particular polyethylene) mostly decides its physical and some times chemical 
characteristics. Thereby, it is important to understand the effects of metallic fillers 
on the phase composition of a semi-crystalline polymer matrix.
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The phase composition of polyethylene (PE) polymers has been described 
using a two phase or a three-phase model. In the two-phase model, the fraction 
of the long-range order phase is demonstrated by X-ray scattering and calorim-
etry but the other phase assumed to be liquid-like. Various techniques have been 
used to confirm the presence of a third-phase with mobility and order intermedi-
ate to that of the crystalline and amorphous phases for Polyethylene (PE). The 
name and the characteristics of this third phase depend on the type of crystal 
growth (bulk, solution, or fiber crystals) and on the technique used to analyze 
it. In NMR [14] and Raman [15–17] studies, the third phase in PE has been called 
interlamellar, inter-facial, or interzonal, in reference to its links to the crystalline 
and amorphous phases. The analysis of the melt is one of the techniques allowing 
suggesting the presence of more than two phases in a semi-crystalline polymer. 
Thus, 13C NMR indicated the presence of two relaxation times [18, 19] relating 
to a heterogeneous fusion showing that the solid melts in a complex mode and 
incompletely.

The third phase, named the network phase, was identified following the char-
acterization of the phase composition of different PE samples by slow Calorimetry, 
Calorimetry in non-standard conditions, FTIR and LCST technique [20–22]. This 
phase consists in a short range order located between the entanglements contained 
in the amorphous phase. In consequence, this network phase is heterogeneous with 
a range of order and tension (due to the entanglements) determined by the polym-
erization conditions [22], the sample history [21] and the charge load [23]. Taking 
this third phase into account, the phasic structure of polymers could be described as 
follows (Figure 1):

Figure 1. 
Three-phase model. In areas of entanglement, a three-dimensional order at close range exists; this is the 
third phase.
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• Crystalline phase: the same as that described in the two-phase model, that is 
formed by sequences of ordered molecules in a crystal lattice forming a three-
dimensional order at a long distance. The crystal unit cell is orthorhombic in 
the case of PE,

• Amorphous phase: disorderly and entangled chains,

• Network or interphase phase: formed by the entire network of entangle-
ments contained in the amorphous phase. In these areas of entanglement, a 
certain three-dimensional crystallinity exists due to the organization of short 
sequences of chains in a short-distance crystal lattice. In the case of PE, the 
lattice of crystals of the small distance order would be of the orthorhombic and 
monoclinic type [24].

Using a three phase system (crystalline, network and amorphous) instead of a 
two phase system (crystalline and amorphous) to study the effect of filler particles 
on the crystallinity of LDPE can be more appropriate. This due to the existence of a 
third phase having a morphology intermediate between that associated with long-
range order and that consisting of disordered chains. For a thin film of PE melted 
on a substrate composed by the zinc selenide (ZnSe) microparticles or the titanium 
dioxide (TiO2) nanoparticles, Bernazzani and Sanchez [24] found a relationship 
between the amorphous phase (of a two-phase system) and the Tm variation. With 
these results, they confirmed that the crystalline phase (long distance order) was 
not affected by the nature of the substrate or the particle size.

In the present chapter, we investigate the effect of the filler (ie copper) on LDPE 
phasic composition in LDPE/Cu composites prepared in solution. The main objec-
tive of this work is to highlight the effect of the presence of copper microparticles 
on the network phase and on the long and the short-range order crystalline phase of 
the LDPE structure. To determine the effect of the copper microparticles addition 
on the LDPE matrix crystallinity we used different physico-chemical characteriza-
tion techniques have been used such as FTIR spectroscopy and Differential scan-
ning calorimetry (DSC) at standard and non standard conditions (Figure 2).

Figure 2. 
Schematic representation of the thematic analysis of the chapter.
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2. Preparation of the Cu/LDPE composite films

The low density polyethylene (LDPE) in pellets used in this work has a melting 
temperature of 107°C, a crystallinity around 40% (as determined by differential 
scanning calorimetry (DSC) with a heating rate of 10°C/min) and a density at room 
temperature of 0.9 g/cm3. The particles sizes were < 38 μm and were supplied by 
Sigma-Aldrich. High purity toluene (99%) supplied by Sigma-Aldrish was used as 
solvent for the preparation of the solution made films. Different solutions of LDPE-
toluene at 1% in the absence and in the presence of copper microparticles were 
prepared at 80° C. and cooled to room temperature. After total evaporation of the 
solvent in a Teflon mold, thin films (50 to 60 μm thick) were obtained [25].

3. Characterization of the Cu/LDPE composite films

3.1 Microscopy observation

Optical microscopy was used to investigate the distribution of the Cu micropar-
ticles in LDPE. The polarized optical microscopy photos of different LDPE/Cu com-
posites were exposed in Figure 3. The copper particles distribution in the composite 
films are relatively uniform at both low (8%) and high (16%) copper contents.

3.2 Thermogravimetric analysis: TGA

The thermal stability of the composites was investigated by the Thermo 
Gravimetric Analysis (TGA). An amount of 5–10 mg of each sample were analyzed 
by Perkin-Elmer TGA7 Instrument from 35–600°C with a heating rate 20°C/min 
under nitrogen (N2) atmosphere.

The TGA curves for LDPE and its copper composites are shown in Figure 4. 
Neat LDPE showed a one-step decomposition process starting at 464°C due to 
the degradation of saturated carbon atoms in polyethylene that is displayed by 
peak on the curve DTG (Figure 5). The increase in the thermal stability of LDPE 
with increasing copper content showed in the composite films may be explained 
by the higher heat capacity (0.39 J/(Kg), compared to 0.18 J/(Kg) for PE) and 
thermal conductivity of Cu. This will result in the onset of the degradation of 
PE chains at higher temperatures. After the loss of this degradation, the level of 
mass loss are in good agreement with the amount of copper originally mixed into 
the samples.

Figure 3. 
Polarized optical microscopy photo of LDPE/Cu composites [100× magnification]: (a) 8%Cu; (b) 16% Cu.
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DTG thermograms (Figure 5), thermal stability was clearly observed in LDPE/
Cu composite films compared to unfilled LDPE film. This stability is reflected by a 
shift, towards high temperatures, of the decomposition peak of the composite films 
following the incorporation of copper microparticles into the LDPE The curves of 
the thermal decomposition temperature versus the amount of copper particles are 

Figure 4. 
TGA curves of LDPE and LDPE/Cu composites with different content of copper microparticles.

Figure 5. 
(a) DTG for composite films at varying levels of copper. (b) Evolution of thermal decomposition temperature 
vs. Cu microparticles content.
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3.2 Thermogravimetric analysis: TGA
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Figure 3. 
Polarized optical microscopy photo of LDPE/Cu composites [100× magnification]: (a) 8%Cu; (b) 16% Cu.
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DTG thermograms (Figure 5), thermal stability was clearly observed in LDPE/
Cu composite films compared to unfilled LDPE film. This stability is reflected by a 
shift, towards high temperatures, of the decomposition peak of the composite films 
following the incorporation of copper microparticles into the LDPE The curves of 
the thermal decomposition temperature versus the amount of copper particles are 

Figure 4. 
TGA curves of LDPE and LDPE/Cu composites with different content of copper microparticles.

Figure 5. 
(a) DTG for composite films at varying levels of copper. (b) Evolution of thermal decomposition temperature 
vs. Cu microparticles content.
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presented in Figure 5a. This figure shows that the thermal decomposition tempera-
tures of the LDPE/Cu are also higher than that of the pure LDPE, the tendency of 
the thermal decomposition temperature of the microcomposites increases with the 
increasing of the copper microparticles. They also show that the thermal decom-
position temperature of the microcomposites reaches its peak as the amount of 
the copper microparticles is about 12 wt%, and then keeps on this scale when the 
amount of the copper microparticles is more than 12% wt in this experiment.

3.3 Differential scanning calorimetry: DSC

The DSC calorimeter is a Perkin-Elmer DSC7 with 20 mL/min flow of N2. DSC 
in Standard Conditions (m = 2–3 mg and v = 10°C/min). The crystallization exo-
thermic and endothermic curves of the neat LDPE and its composites with various 
copper micro-particles contents are illustrated in Figure 6. Table 1 shows the Tm, 
TC, the melting enthalpies ΔHm, the crystallization enthalpies ΔHC and the total 
crystallinity Xc values obtained for the neat LDPE film and the different LDPE/Cu 
composite films. The crystallinity Xc was determined as follows:

 0
m

c
m m

HX
W
∆

=
∆Η

 (1)

Where ΔH°
m = 285 J.g−1 is the heat of fusion for 100% crystalline PE and wm is 

the weight fraction of polymeric matrix material in the composite [38].
Figure 6 show that both the melting temperatures range and the crystallization 

temperatures range decrease with increasing of copper micro-particles content. 
Data in Table 1 indicate a slight decrease of the melting temperatures Tm but a slight 
increase of the crystallization temperatures TC with the increasing of copper micro-
particles content. ΔHm and ΔHC decreases with the percentage of copper which is nor-
mal due to the decrease of the LDPE content in the composite film. The crystallinity 
Xc shows a slight decrease with the increase of the Cu content in the material showing 

Figure 6. 
Complete DSC in standard-condition heating and cooling scan of pure LDPE and LDPE/Cu composites.
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that the copper particles get a very limited effect on the orthorhombic long range 
order phase. This is confirmed by the fact that Tm does not did not suffer any notice-
able variation. With DSC in standard conditions the strain created in the crystalline 
fraction particularly at Tm leaves an ordered fraction (network phase) un-melted [22].

DSC in non-standard conditions (m = 0.2–0.3 mg and v = 0.5°C/min): Due to 
the low values of mass and heating rate the sample (PE) will undergo a maximum 
heat flow [21]. The trace obtained for a neat LDPE film at the non-standard condi-
tions (Figure 7) represents the endotherm of fusion of the orthorhombic crystals 
at 107.7°C (witch is the same Tm than that obtained by a fast T-ramp). On the other 
hand, at high temperatures the second endotherm obtained characterizes the melt-
ing of the strained short-range order crystals (network phase) [21, 22]. DSC in non-
standard conditions (m = 0.2–0.3 mg and v = 0.5°C/min): Due to the low values 
of mass and heating rate the sample (PE) will undergo a maximum heat flow [21]. 
The trace obtained for a neat LDPE film at the non-standard conditions (Figure 7) 
represents the endotherm of fusion of the orthorhombic crystals at 107.7°C (witch is 
the same Tm than that obtained by a fast T-ramp). On the other hand, at high tem-
peratures the second endotherm obtained characterizes the melting of the strained 
short-range order crystals (network phase) [21, 22].

Endotherms in non-standard conditions of neat LDPE and LDPE/Cu (84/16) 
composite (Figure 7) does not present any variation in the Tm value with the addi-
tion of copper particles. Never the less, the shape of the network melting endotherm 
of the different LDPE/Cu composite films looks very different when comparing 
it with that obtained for the neat LDPE film. In fact, in the traces of all the LDPE/
Cu films, a more obvious separation between the Orthorhombic and the network 

LDPE/Cu (%) 100/0 96/4 92/8 88/12 84/16

ΔHm (J/g) 112,3 108,9 94,4 95,4 89,8

Tm (°C) 110,7 109,3 110,1 109,6 109,7

Xc (%) 39,4 39,8 36,1 38,0 37,5

Table 1. 
Thermal characteristics (Tm, TC, ΔHm, ΔHC) and degree of crystallinity (Xc) of LDPE/Cu composites.

Figure 7. 
Endotherm of neat LDPE at standard conditions (blue line) and endotherms in non-standard conditions of 
neat LDPE and LDPE/Cu(16%) composite (black line).
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that the copper particles get a very limited effect on the orthorhombic long range 
order phase. This is confirmed by the fact that Tm does not did not suffer any notice-
able variation. With DSC in standard conditions the strain created in the crystalline 
fraction particularly at Tm leaves an ordered fraction (network phase) un-melted [22].

DSC in non-standard conditions (m = 0.2–0.3 mg and v = 0.5°C/min): Due to 
the low values of mass and heating rate the sample (PE) will undergo a maximum 
heat flow [21]. The trace obtained for a neat LDPE film at the non-standard condi-
tions (Figure 7) represents the endotherm of fusion of the orthorhombic crystals 
at 107.7°C (witch is the same Tm than that obtained by a fast T-ramp). On the other 
hand, at high temperatures the second endotherm obtained characterizes the melt-
ing of the strained short-range order crystals (network phase) [21, 22]. DSC in non-
standard conditions (m = 0.2–0.3 mg and v = 0.5°C/min): Due to the low values 
of mass and heating rate the sample (PE) will undergo a maximum heat flow [21]. 
The trace obtained for a neat LDPE film at the non-standard conditions (Figure 7) 
represents the endotherm of fusion of the orthorhombic crystals at 107.7°C (witch is 
the same Tm than that obtained by a fast T-ramp). On the other hand, at high tem-
peratures the second endotherm obtained characterizes the melting of the strained 
short-range order crystals (network phase) [21, 22].

Endotherms in non-standard conditions of neat LDPE and LDPE/Cu (84/16) 
composite (Figure 7) does not present any variation in the Tm value with the addi-
tion of copper particles. Never the less, the shape of the network melting endotherm 
of the different LDPE/Cu composite films looks very different when comparing 
it with that obtained for the neat LDPE film. In fact, in the traces of all the LDPE/
Cu films, a more obvious separation between the Orthorhombic and the network 

LDPE/Cu (%) 100/0 96/4 92/8 88/12 84/16
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endotherms is observed. Also, more events happened in the melt expressed by the 
different melting/crystallization/melting observed in comparison to the more flat 
endotherm of the network melting endotherm of the neat LDPE film. These obser-
vations suggest that the presence of the micro-particles copper have more effect on 
the network phase than that can be observed on the crystalline long-range order 
phase. It is then more consistent to study the effect of the copper particles by analyz-
ing the changes occurring on the network phase. The expansion during the tempera-
ture ramp operates a strain on the sample and the network phase is deformed. Over 
the melting of this phase showed by a succession of melting/crystallization/melting 
a complex phenomenon can observed [21]. In fact, the copper micro-particles 
participate in the strain applied on the sample witch explains the higher melting 
temperatures and the larger endotherms obtained for the network phase melting.

3.4 Infrared spectroscopy

The FTIR spectra of the studied films were obtained with a Perkin–Elmer 
Paragon 1000 FT-IR spectrometer used in transmission mode. The spectra’s were 
treated using BOMEM GRAMS software for the determination of the study of the 
different phases of the LDPE.

3.4.1 Pure polyethylene thin films

The IR spectrum provided by the LDPE (Figure 8) shows absorption bonds 
characteristic of different vibration modes of methylene group. The main vibra-
tions obtained on the spectrum are grouped together in Table 2. The elongation 
vibration, also called vibration of valence or “stretching”, concerns the variation of 
the interatomic distance. When the molecule has symmetries, we can distinguish 
symmetrical or antisymmetric modes of elongation, which can be easily seen in 
the case of a methylene CH2 group of LDPE (2919 cm−1 and 2845 cm−1). In addition 
to stretching, the angles between the adjacent bonds of the CH2 can vary, we then 
speak of deformation modes, which can be symmetric or asymmetric, and occur 
in the plane or out of the plane (1472 cm−1, 1460 cm−1, 720 cm−1 and 730 cm−1). 
The presence of (–CH3) is rarely desired when manufacturing a polymer. Indeed, 

Figure 8. 
FTIR spectra of LDPE film prepared from a solution.
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a methyl group will decrease the density of the polymer by limiting the superposi-
tion of the layers, then making it of poorer quality. There is therefore an IR analysis 
method for determining the concentration of methyl group in a polymer as a func-
tion of the absorbance with two closely spaced bands (1378 cm−1 and 1368 cm−1). 
These two bands visualized on the spectrum of the polyethylene used during this 
work (Figure 8) confirms the low density character of the polyethylene polymer 
and indicates its low rate of crystallinity by the existence of CH3 groups in the 
polyethylene structure.

A series of standard infrared spectra as a function of temperature was first per-
formed for pure LDPE thin film in order to understand the effect of interactions on 
the melting transition of LDPE. Figure 9 shows the typical evolution of the infrared 
spectra of pure LDPE in the CH2 rocking region as a function of temperature. The 
CH2 rocking region is of particular interest. It shows a doublet attributed to the CH2 
rocking vibration. This doublet, caused by a field splitting, occurs only when the 
chains are in the orthorhombic crystalline phase. If the sample is not in the crystal-
line phase then only a broad peak around 725 cm−1 is observed. As the temperature 
approaches the melting temperature, the absorbance decreases until melting occurs 
and, as the polymer flows, the amount of sample effectively detected is reduced sig-
nificantly leading to a sharp decrease in absorbance. The changes observed concern 
the relative intensity of the bands and their position.

3.4.2 Phase content by IR analysis: spectral simulations

An extensive research in the past have as objective the elucidation of the 
molecular structure of PE by IR. The assignment of the trans-trans and gauche 
conformations has led to the identification of ordered and less ordered regions. The 
ordered phases in the orthorhombic regions give a doublet in the rocking vibration 
at 730–720 cm−1 and bending vibration at 1500–1400 cm−1 due to the interaction 
between two chains in the unit cell. The analyzing the spectrum of molten PE and 
liquid, linear and cyclic alkanes gave mores information on mite less ordered region 
of a semi-crystalline polymer [26]. The amorphous regions have been associated 
with peaks at 725, 720, 1078 and 1300-l368 cm−1 [23].

Absorbance (cm−1) Nature of vibrations

720 γ C-H
(amorphous phase)

Rocking CH2

730 γ C-H
(cristalline phase)

1460 δ C-H
(amorphous phase)

Scissoring CH2

1472 δ C-H
(cristalline phase)

2845 ν CH2 (s) Symmetric 
stretching CH

2919 ν CH2 (as) Asymmetric 
stretching CH

Table 2. 
Different absorption bands of LDPE.
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a methyl group will decrease the density of the polymer by limiting the superposi-
tion of the layers, then making it of poorer quality. There is therefore an IR analysis 
method for determining the concentration of methyl group in a polymer as a func-
tion of the absorbance with two closely spaced bands (1378 cm−1 and 1368 cm−1). 
These two bands visualized on the spectrum of the polyethylene used during this 
work (Figure 8) confirms the low density character of the polyethylene polymer 
and indicates its low rate of crystallinity by the existence of CH3 groups in the 
polyethylene structure.

A series of standard infrared spectra as a function of temperature was first per-
formed for pure LDPE thin film in order to understand the effect of interactions on 
the melting transition of LDPE. Figure 9 shows the typical evolution of the infrared 
spectra of pure LDPE in the CH2 rocking region as a function of temperature. The 
CH2 rocking region is of particular interest. It shows a doublet attributed to the CH2 
rocking vibration. This doublet, caused by a field splitting, occurs only when the 
chains are in the orthorhombic crystalline phase. If the sample is not in the crystal-
line phase then only a broad peak around 725 cm−1 is observed. As the temperature 
approaches the melting temperature, the absorbance decreases until melting occurs 
and, as the polymer flows, the amount of sample effectively detected is reduced sig-
nificantly leading to a sharp decrease in absorbance. The changes observed concern 
the relative intensity of the bands and their position.

3.4.2 Phase content by IR analysis: spectral simulations

An extensive research in the past have as objective the elucidation of the 
molecular structure of PE by IR. The assignment of the trans-trans and gauche 
conformations has led to the identification of ordered and less ordered regions. The 
ordered phases in the orthorhombic regions give a doublet in the rocking vibration 
at 730–720 cm−1 and bending vibration at 1500–1400 cm−1 due to the interaction 
between two chains in the unit cell. The analyzing the spectrum of molten PE and 
liquid, linear and cyclic alkanes gave mores information on mite less ordered region 
of a semi-crystalline polymer [26]. The amorphous regions have been associated 
with peaks at 725, 720, 1078 and 1300-l368 cm−1 [23].
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The bands associations with a monoclinic-like organization have been studied on 
fibers and modified samples where the orthorhombic crystals had been deformed 
by shaking or drawing [27–34]. Thereby, the singlet at 715–718 cm−1 was replaces 
the doublet in the spectrum of these samples [35–37]. Using the spectral subtrac-
tion, these bands were also be detected in solution-grown crystals and on annealed 
melt-crystallized samples [35].

The superposition of the spectral region 670–770 cm−1 (Figure 10a) of LDPE 
and LDPE/Cu (84/16) shows a slight decrease in the peak around 730 cm−1 com-
pared to that at 720 cm−1 in presence of micro-particles copper. Thus, to develop 
the crystallinity study of a LDPE/Cu composite film grown in solution, spectral 
simulation of the rocking CH2 vibrations region for the different samples have been 
performed. Spectral simulations of the 770–670 cm−1 regions in the IR spectra were 
then performed by software BGRAMS/386 using a Gauss + Lorenz band shape with 

Figure 9. 
Typical evolution of the CH2 rocking region of the IR spectrum of a pure LDPE film (a) and LDPE/16%Cu,  
(b) composite film as a function of temperature.
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a band width at half-height of 3.5 cm−1 for the orthorhombic peaks, 10–16 cm−1 for 
the single-chain band or amorphous regions (725 cm−1), and 15–19 cm−1 for thee 
monoclinic-like peak (717 cm−1) [25]. The phase fractions were calculated from the 
simulated spectra using the equation:

 ( )
( )

 

 phase i
phase i

all the phases

Integrated area
Integrated area

α =  (2)

The integrated absorbance of each band was rationed against the total area of 
the 770–670 cm−1 regions. The integrated absorbance of the two peaks at 730 and 
720 cm−1, both representing the orthorhombic fraction, were summed.

Using two phases model, the spectral simulation of transmission spectra of 
LDPE/Cu films with different copper content in the spectral range between 670 and 
770 cm−1, shows the presence of only three bands (Figure 10b):

• 725 cm−1 for amorphous phase

• 720 cm−1 and 730 cm−1 characteristic of the orthorhombic crystalline phase

Such deconvolution does not show any variation in the phase composition of the 
LDPE matrix for all copper contents (Figure 11). In fact, the fractions of ortho-
rhombic and amorphous phases (respectively about 62% and 38%) are the same 
values obtained for the neat LDPE. Thus, copper does not have any noticeable effect 
on the structure of LDPE in the model of two phases [25].

Figure 10. 
(a) FTIR spectrum in the rocking region of LDPE and LDPE/Cu (84/16). (b) two-phase deconvolution of 
FTIR rocking region of LDPE and LDPE/Cu (84/16).
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Figure 12. 
FTIR spectrum in the rocking region showing three phases (orthorhombic, monoclinic, amorphous) of pure 
LDPE (a) Monoclinic and amorphous band evolution (b).

Using three phases model, Figures 12 and 13 shows four-band deconvolution for 
neat LDPE film (0% Cu) and a 16% copper loaded LDPE/Cu composite film. The 
orthorhombic peaks at 730 and 720 cm−1 appeared to be unchanged for all copper 
content witch comforts the thesis that such phase is not affected by the copper par-
ticles presence. Nevertheless, the peaks assigned to the amorphous phase (725 cm−1) 
and to the network phase (717–715 cm−1) had their integrated area respectively 
increased and decreased with the copper percentage in the film (Figure 14). This 
observation means that when three phases were introduced, the amount of the ortho-
rhombic phase was found to be constant. However, starting at 4% copper content, 
the amount of the amorphous and that of the network phase were found to respec-
tively increase and decrease with the increase of copper particles load in the film. 
This result are in agreement with the non-standard DSC observations mentioned 

Figure 11. 
Fractions of crystalline and amorphous phases of LDPE as functions of copper particle content in LDPE 
determined by FTIR using two-phase model simulation.
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above and supporting the fact that the changes in the polymer phase composition 
due to the presence of the copper micro-particle is better seen when considering the 
existence of the network phase. The copper micro-particles lower probably the total 
crystallinity of the polymer matrix considering a three phase model, and do not show 
any effect when considering a two phase model [25].

The physical reason probably due to the fact that the copper particles may 
oppose to the formation of physical entanglements in their close environment. In 
consequence, the entanglements concentration as well as of the network phase 
content decrease with the increase of fraction copper and so does the network phase 
content. Other than the effect of copper micro-particles the polymer matrix seems 
to adopt the relaxed conformation of the amorphous phase due to the decrease of 
the entanglements concentration. The orthorhombic phase was not affected by the 
presence of copper micro-particles. However, with copper nanoparticles seen to 

Figure 13. 
FTIR spectrum in the rocking region showing three phases (orthorhombic, monoclinic, amorphous) of 
LDPE/16%Cu composite (a). Monoclinic and amorphous band evolution (b).

Figure 14. 
Fractions of crystalline and amorphous phases of LDPE as functions of copper particle content in LDPE 
determined by FTIR using three-phase model simulation.
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Figure 12. 
FTIR spectrum in the rocking region showing three phases (orthorhombic, monoclinic, amorphous) of pure 
LDPE (a) Monoclinic and amorphous band evolution (b).

Using three phases model, Figures 12 and 13 shows four-band deconvolution for 
neat LDPE film (0% Cu) and a 16% copper loaded LDPE/Cu composite film. The 
orthorhombic peaks at 730 and 720 cm−1 appeared to be unchanged for all copper 
content witch comforts the thesis that such phase is not affected by the copper par-
ticles presence. Nevertheless, the peaks assigned to the amorphous phase (725 cm−1) 
and to the network phase (717–715 cm−1) had their integrated area respectively 
increased and decreased with the copper percentage in the film (Figure 14). This 
observation means that when three phases were introduced, the amount of the ortho-
rhombic phase was found to be constant. However, starting at 4% copper content, 
the amount of the amorphous and that of the network phase were found to respec-
tively increase and decrease with the increase of copper particles load in the film. 
This result are in agreement with the non-standard DSC observations mentioned 

Figure 11. 
Fractions of crystalline and amorphous phases of LDPE as functions of copper particle content in LDPE 
determined by FTIR using two-phase model simulation.
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have a clear effect on the long-range order of LDPE matrices in LDPE/Cu nanocom-
posites [38]. The difference might be due to the influence of the size effect of the 
copper nanoparticles.

4. Conclusion

LDPE/Cu composites prepared in solution was characterized by optic, spec-
troscopic and thermal analysis. The optical observation suggested that the copper 
powder particle distributions were found to be relatively uniform at both low and 
high copper contents. The presence of copper particles can improve the thermal sta-
bility of the composite since a maximum increment of 14°C is obtained comparing 
with the pure LDPE as shown on the TGA thermogram results. The results of DSC 
in standard conditions show that Cu content has little influence on the crystallinity 
Xc of LDPE. However, the trace of DSC at non-standard conditions suggested that 
the presence of copper microparticles has more effect on the network phase than 
that can be observed on the crystalline long range order phase. FTIR spectroscopy 
was used to study the phase content of LDPE in LDPE/Cu non-oriented composite 
films by investigate the CH2 rocking vibrations. Spectral simulation of the transmis-
sion spectra performed using a tow phase model show that the copper contents does 
not any effect in the phase composition of the LDPE matrix. According of three 
phases model the amount of the orthorhombic phase was found to be constant. 
However, the amorphous and the network phase fraction were found to respectively 
increase and decrease with the increase of copper particles load in the film. The 
presence of an inorganic filler (Cu) in an organic polymer matrix (LDPE) forms 
a hybrid material that merges the properties of the two families of materials that 
compose it. This type of LDPE/Cu composite material which exhibited good struc-
tural and thermal stability as a function of the Cu fraction can be used as a phase 
change material (PCM) by the addition of a suitable oil phase.

© 2021 The Author(s). Licensee IntechOpen. This chapter is distributed under the terms 
of the Creative Commons Attribution License (http://creativecommons.org/licenses/
by/3.0), which permits unrestricted use, distribution, and reproduction in any medium, 
provided the original work is properly cited. 
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copper nanoparticles.

4. Conclusion

LDPE/Cu composites prepared in solution was characterized by optic, spec-
troscopic and thermal analysis. The optical observation suggested that the copper 
powder particle distributions were found to be relatively uniform at both low and 
high copper contents. The presence of copper particles can improve the thermal sta-
bility of the composite since a maximum increment of 14°C is obtained comparing 
with the pure LDPE as shown on the TGA thermogram results. The results of DSC 
in standard conditions show that Cu content has little influence on the crystallinity 
Xc of LDPE. However, the trace of DSC at non-standard conditions suggested that 
the presence of copper microparticles has more effect on the network phase than 
that can be observed on the crystalline long range order phase. FTIR spectroscopy 
was used to study the phase content of LDPE in LDPE/Cu non-oriented composite 
films by investigate the CH2 rocking vibrations. Spectral simulation of the transmis-
sion spectra performed using a tow phase model show that the copper contents does 
not any effect in the phase composition of the LDPE matrix. According of three 
phases model the amount of the orthorhombic phase was found to be constant. 
However, the amorphous and the network phase fraction were found to respectively 
increase and decrease with the increase of copper particles load in the film. The 
presence of an inorganic filler (Cu) in an organic polymer matrix (LDPE) forms 
a hybrid material that merges the properties of the two families of materials that 
compose it. This type of LDPE/Cu composite material which exhibited good struc-
tural and thermal stability as a function of the Cu fraction can be used as a phase 
change material (PCM) by the addition of a suitable oil phase.
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Chapter 6

Study of the Equilibrium of Nitric
Acid with a Solution of TBP/IP6
Munoz Ayala Israel and Vera Roberto Carlos

Abstract

The behavior of the tri-n-butylphosphate (TBP) for a Liquid–liquid extraction
(LLE) system is well known. To establish a new LLE system, the calculation of the
equilibrium to establish an extraction system of TBP and inositol hexaphosphate
(IP6) needs to be done. First, the change in the activity coefficient of TBP/IP6
related to the activity of water and TBP/IP6 concentration in the H2O–TBP/IP6–
dodecane system, then the degradation of nitric acid in the system should be
evaluated to assess the equilibrium. The proposed system consists of a solution of
30% of TBP and 10% of IP6 in nitric acid and dodecane. As main results, we
discussed the value of the dissociation degree of nitric acid, the molar and volumet-
ric fractions, the molar activity of the organic and aqueous phases and activities
coefficients.

Keywords: equilibrium, TBP, IP6, extraction system

1. Introduction

Liquid–liquid extraction ion-exchange (LLE-IE), also known as solvent extrac-
tion and partitioning, is a method to separate compounds or metal complexes, based
on their relative solubilities in two different immiscible liquids, usually water
(polar) and an organic solvent (non-polar) [1]. There is a net transfer of one or
more species from one liquid into another liquid phase, generally from aqueous to
organic. The transfer is driven by chemical potential, i.e., once the transfer is
complete, the overall system of chemical components that make up the solutes and
the solvents are in a more stable configuration (lower free energy). The solvent that
is enriched in solute(s) is called extract. The feed solution that is depleted in solute
(s) is called the raffinate. This type of process is commonly performed after a
chemical reaction as part of the work-up, often including an acidic work-up [2].

From a hydrometallurgical perspective, solvent extraction is exclusively used in
separation and purification of uranium and plutonium, zirconium and hafnium,
separation of cobalt and nickel separation, and purification of rare earth elements
etc., its greatest advantage being its ability to selectively separate out even very
similar metals. One obtains high-purity single metal streams on ‘stripping’ out the
metal value from the ‘loaded’ organic wherein one can precipitate or deposit the
metal value.

One of the well-known applications of a LLE in hydrometallurgical techniques is
the PUREX (plutonium uranium redox extraction) which is a chemical method
used to purify fuel for nuclear reactors or nuclear weapons. PUREX is the de facto
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standard aqueous nuclear reprocessing method for the recovery of uranium and
plutonium from used nuclear fuel (spent nuclear fuel or irradiated nuclear fuel).
It is based on liquid–liquid extraction ion-exchange [3].

It is not the intention of this research work to stablish a new PUREX methodol-
ogy but to study the equilibrium of a LLE-IE based on TBP and IP6. The behavior of
TBP and nitric acid (HNO3) in the solvent extraction process has been studied,
which has detected good stability, through laboratory tests, pilot tests and plant
work.

IP6 is a unique natural substance found in plant seeds. It has received consider-
able attention due to its effects on mineral absorption. Impairs the absorption of
iron, zinc and calcium and may promote mineral deficiencies. IP6 is a six-fold
dihydrogenphosphate ester of inositol (specifically, of the myo isomer), also called
inositol hexakisphosphate or inositol polyphosphate (IP6). At physiological pH, the
phosphates are partially ionized, resulting in the phytate anion [4].

IP6 has had a high value for the nuclear industry, as it has studied as a comple-
ment to the recovery of uranium in seawater [3] and as a bio-recovery option in
mine water [5].

As has been said before, in this research just the equilibrium of the TBP/IP6 in
nitric acid with n-dodecane is going to be study.

2. Results and discussions

2.1 Propose system

The purpose of this work is to study an LLE-IE system to establish a new PUREX
variant. Variants refer to change in some of the original conditions which in this
case is adding a new molecule to the system. Original PUREX consist in TBP with
HNO3 in a hydrocarbon. The proposed system consists in TBP with IP6 in solution
con dodecane (Figure 1).

The IP6 presents 6 phosphates, it is water soluble and lightly soluble in ethanol
and has a boiling point of 150 °C. The respective constants for calculations have
been obtained from the literature [6].

The full chemical reaction with the purpose LLE-IE system is as present in
Figure 2. It can be observed the interaction between the characteristic’s actinides of

Figure 1.
Inositol polyphosphate (IP6) molecule.
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a spent nuclear fuel and the TBP-IP6. In this reaction, the radiolitic effects are not
considered.

2.2 Effects of water on the activity of TBP/IP6 in the H2O-dodecane system

The study system comprises 30% of TBP and 10% of IP6 (TBP/IP6) in solution
with water and n-dodecane.

Considering that the distribution of water in the H2O–TBP/IP6–dodecane
system be described using the Equation [7] (1)

x1 ¼ K1φ2a1 exp b1φn
2

� �þ K2φ3a1 (1)

Where xi, ai and φi are the molar fraction, activity, and volume fraction of the i
component in solution respectively; indices 1, 2 and 3 refer to water, TBP/IP6 and
dodecane respectively; in this work, by recommendation, we used n = 2.10; and the
volume fractions of TBP/IP6 and dodecane were calculated neglecting water by:

φ2 ¼
x2V2

x2V2 þ x3V3
(2)

φ3 ¼ 1� φ2 (3)

Table 1 present the value of x1 calculated by Eq. (1). The following constants
were used: K1 = 0.0795, K2 = 0.0029 and b1 = 1.783 (used for dodecane too);
V2 = 273.8 cm3 [1], v3 = 228.6 cm3 [1], n = 2.10 and k2 = 0.1.

a1 x1

1 0.044578274

0.9 0.040120447

0.8 0.035662619

0.7 0.031204792

0.6 0.026746965

0.5 0.022289137

0.4 0.01783131

0.3 0.013373482

0.2 0.008915655

0.1 0.004457827

Table 1.
Calculate mole fractions of water in TBP/IP6 solution with dodecane.

Figure 2.
Full extraction reaction presented for the purpose PUREX system.
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From Eq. (1) we can derive an equation for the molar coefficient of the activity
of water.

f 1 ¼
1

K1φ2 exp b1φn
2

� �þ K2φ3
� � (4)

lnf 1 ¼ � ln K1φ2 exp b1φn
2

� �þ K2φ3
� �

(5)

The result of the Eq. (4) is a molar coefficient of aw f1 = 22.432452 and
lnf1 = 3.11050866. To derive an equation for the molal coefficient of the activity of
TBP, we used the cross-equation.

∂lnf 1
∂lnf 2

� �

m1
¼ ∂lnf 2

∂lnf 1

� �

m2
(6)

Where the derivatives with respect to the molar concentration m2 y m1 were
calculated for constant m1 and m2 respectively. Differentiating (5), we obtain

δln f 1
δm2

� �
m1 ¼ � K1 exp b1φn

2

� �þ K1φ2 exp b1φn
2

� �
nb1φn�1

2 � K2
� �

K1φ2 exp b1φn
2

� �þ K2φ3
� �

( )
δφ2

δm2

� �
(7)

The value m2 can be calculated from the mole fractions of TBP/IP6 and
dodecane,

m2 ¼ x2
x3

� �
103

M3

� �
¼ x20

x30

� �
103

M3

� �
(8)

Where x20 and x30 are the mole fraction of TBP/IP6 and diluent in anhydrous
solution; x30 = 1-x20; and M3 is the molecular mass of the solvent (170.33 g/mol).
Then from (2), we obtain

φ2 ¼
V2

V2þV3
x20
x30

� � ¼ m2V2

m2V2 þ V3x103

M3

h i (9)

From (9) we determinate the derivative δφ2/ δm2 for (7),

∂φ2

δm2
¼ V2V3x 103

M3

m2V2 þ V3x103

M3

h i2 (10)

Now, substituting the Eq. (10) in (7),

∂φ2

δm2
¼ V2V3x 103

M3

m2V2 þ V3x103

M3

h i2

8><
>:

9>=
>;
x

K1 exp b1φn
2

� �þ K1φ2 exp b1φn
2

� �
x nb1φn�1

2 � K2

K1φ2 exp b1φn
2

� �þ K2φ3

( )

(11)

The right side of the Eq. (11) does not contain any value dependent onm1. Then,
integrating the Eq. (6), we obtain
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lnf 2 ¼ f 20

�m1
V2V3x 103

M3

m2V2 þ V3x103

M3

h i2

8><
>:

9>=
>;

K1 exp b1φn
2

� �þ K1φ2 exp b1φn
2

� �
x nb1φn�1

2 � K2

K1φ2 exp b1φn
2

� �þ K2φ3

( )

(12)

Where f20 is the TBP-IP6 activity coefficient in a binary (considering tri-n-
butylphosphate and inositol hexaphosphate as one) anhydrous solution, which can
be set at 1 in the first approximation. Table 2 presents the results of the calculation
by (12).

The deviations from the ideal values are moderate and increase with the activity
of water and TBP/IP6 concentration.

2.3 Dissociation of nitric acid

Nitric acid is integral to the reprocessing of irradiated fuel and other LLE, the
understandings its behavior is important. Nitric acid undergoes thermal and radio-
lytic degradation, the products of which include nitrous acid (HNO2) and nitrogen
oxide species (NOX).

Eq. 13 shows the generic dissociation reaction of nitric acid.

HNO3 $ Hþ þNO3 (13)

The equation for calculating the degree of dissociation is as follows:

K ¼ Aþ½ � B�½ �
AB½ � ¼ Cα½ � Cα½ �

C 1� αð Þ (14)

Where K is the equilibrium constant, AB is the reagent, A+ and B- ions (cation
and anion respectively), C acid concentration and α dissociation degree. For alpha
calculation purposes, we have an equilibrium constant of K = 2.598.

We will consider the dissociation of nitric acid using the polynomial Eq. (15),
which has been adjusted from the data reported by [8]. In Eq. 15, the concentration
of nitric acid [C] is in mol/dm3 and α the dissociation degree where α = 1 shows a
complete dissociated acid and α = 1 a completely associated acid

a1 m1 Lnf2 f2

1 0.2438 0.05711146 0.94448879

0.9 0.2190 0.05115063 0.95013554

0.8 0.1945 0.04529659 0.95571399

0.7 0.1697 0.03940556 0.96136074

0.6 0.1449 0.03354904 0.96700749

0.5 0.1201 0.02772661 0.97265424

0.4 0.0963 0.02217066 0.9780733

0.3 0.0721 0.01655281 0.98358344

0.2 0.0474 0.01085124 0.98920742

0.1 0.0227 0.005182 0.9948314

Table 2.
Molalities of water m1 and TBP/IP6 activity coefficient f2 for a solution in n-dodecane.
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α ¼ �2:64x10�6 C½ �4 þ 2:6331x10�4 C½ �3 � 5:8558x10�3 C½ �2 � 1:54199x10�2 C½ � þ 1
(15)

The following calculation describes the concentration of associated and dissoci-
ated nitric acid.

NO�
3

� � ¼ α � HNO3 total½ � (16)

HNO3½ � ¼ HNO3 total½ � � NO�
3

� �
(17)

Where [HNO3total] is the sum of dissociated and associated nitric acid, [NO3
�]

and [HNO3] are respectively the associated and dissociated acid concentration.

4HNO3 $ 4NO∙
2 þ 2H2OþO2 (18)

It can be observed that after the 23 M the value increases again: due to the point
of saturation of nitric acid and coexistence with non-associated species.

In nitric acid solutions, nitrogen oxide species, including HNO2, NO2 and NO,
have been observed. The presence of these species in the absence of other reactants
or radiation is attributed to the thermal decomposition of nitric acid. Non-
dissociated nitric acid is thermally decomposed to produce NO2• as shown in Eq. 18;
notice that this reaction is non-elementary. This thermal decomposition of nitric
acid in aqueous solution has been widely reported in the literature for different
concentrations, high acidity and at high temperatures (Table 3).

2.4 Calculations of the equilibrium

The calculation method used in this research work is as follow:

1.The nitric acid and water activities are calculated from the data of [8].

2.The calculation of equilibrium implies the formation of the non-hydrated
HNO3�TBP/IP6 monosolvate and the hydrated HNO3�2TBP/IP6 disolvate and
2HNO3�TBP/IP6 semisolvate of nitric acid, and the equilibrium between them
obeys the mass action law.

xij ¼
Kijaiaa

j
2

f ij
(19)

where aa and a2 are the nitric acid and TBP/IP6 activities, xij and fij are the molar
fraction and rational activity coefficient of a solvate consisting of i acid molecules
and j complex molecules (TBP/IP6). The parameter fij is calculated within the
nonstoichiometric hydration concept by the equation

f ij ¼ exp hij 1� a1ð Þ� �
(20)

where hij is the hydrate number of a solvate, and a1 is the water activity.

3.The molar fraction of free water (nonbonded with solvates) is calculated by
the equation

x1 ¼ K1φ1a1 exp b1φn
1

� �þ k2 K1φ2a1 exp b1φn
2

� �� �2 þ K2φ3a1 (21)
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Eq. (21) is very similar to Eq. (1). As in (1), xi, ai, and ϕi are themolar fraction,
activity, andvolumetric fraction of the ith component in a solution. Thevolumetric TBP/
IP6 and n-dodecane fractions are calculatedwithout allowance for water as (2) and (3).

4. Organic phase nonideality is considered using the activity solvate coefficients
calculated as

f s ¼ exp �b2 1� φ2ð Þ2:1
h i

(22)

Molarity α NO3
� HNO3

1 0.97898485 0.97898485 0.02101515

2 0.94780094 1.89560188 0.10439812

3 0.90793309 2.72379927 0.27620073

4 0.86080276 3.44321104 0.55678896

5 0.80776805 4.03884025 0.96115975

5 0.80776805 4.03884025 0.96115975

6 0.7501237 4.5007422 1.4992578

7 0.68910109 4.82370763 2.17629237

8 0.62586824 5.00694592 2.99305408

9 0.56152981 5.05376829 3.94623171

10 0.4971271 4.971271 5.028729

11 0.43363805 4.77001855 6.22998145

12 0.37197724 4.46372688 7.53627312

13 0.31299589 4.06894657 8.93105343

14 0.25748186 3.60474604 10.39525396

15 0.20615965 3.09239475 11.90760525

16 0.1596904 2.5550464 13.4449536

17 0.11867189 2.01742213 14.98257787

18 0.08363854 1.50549372 16.49450628

19 0.05506141 1.04616679 17.95383321

20 0.0333482 0.666964 19.333036

21 0.01884325 0.39570825 20.60429175

22 0.01182754 0.26020588 21.73979412

23 0.01251869 0.28792987 22.71207013

24 0.02107096 0.50570304 23.49429696

25 0.03757525 0.93938125 24.06061875

26 0.0620591 1.6135366 24.3864634

27 0.09448669 2.55114063 24.44885937

28 0.13475884 3.77324752 24.22675248

29 0.18271301 5.29867729 23.70132271

30 0.2381233 7.143699 22.856301

Table 3.
Calculation of values for the dissociation degree of nitric acid with to molarity in the solution.
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α ¼ �2:64x10�6 C½ �4 þ 2:6331x10�4 C½ �3 � 5:8558x10�3 C½ �2 � 1:54199x10�2 C½ � þ 1
(15)
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5. The molar fraction xi is determined as

xi ¼ ci 1� x1ð ÞP
c j

(23)

where the sum Σcj is calculated for the first time as

X
c j ¼ ca þ c2 þ c3 (24)

ca, c2, and cd are the molar acid, TBP/IP6, and dodecane concentrations, respec-
tively, and

c2 ¼ cT–ca (25)

where cT is the total complex (TBP/IP6) concentration in a solution, i.e., the
formation of the monosolvate alone was initially assumed.

6. To calculate the molar fraction of free complex x2f, we write the equation

x1 þ x2f þ x3

þ K11aax2f f 2 þ K21a2ax2f f 2 exp h21 a1 � 1ð Þ½ � þ K12aax22f f
2
2 exp h12 a1 � 1ð Þ½ �

n o

∗ exp �b2 1� φ2ð Þ2:1
h i

¼ 1

(26)

7. The value of x2f calculated by the Eq. (26) is used to determine the molar
fractions xij. The molar concentrations cij are then estimated by the equations

c j ¼
x jd ∗ 1000
ΣxiMi

(27)

Parameter Value Units

% TBP 30.00% %

% Dodecane 60.00% %

% IP6 10.00% %

Molarity HNO3 [M] 9 mol/L

Water activity [aw] 0.6

Molecular weight HNO3 63.01 g/mol

Molecular weight Dodecane 170.34 g/mol

Molecular weight TBP 266.29 g/mol

Molecular weight IP6 660.04 g/mol

ρ HNO3 1.5129 g/cm3

ρ Dodecane [d0] 0.73526 g/cm3

ρ TBP 0.973 g/cm3

ρ IP6 1.3 g/cm3

Acid concentration [ca] 9 mol/dm3

Table 4.
Principal input parameters and its values.
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where d is the density of a solution, and xi and Mi are the molar fraction and
mass of the ith component.

The values of cj are used to correct the molar fractions in compliance with
Eqs. (23) and (24).

The calculated acid molar concentration cac is further found as (28) and the
calculated complex molar concentration ctc is estimated as (29)

cac ¼ c11 þ c12 þ 2c21 (28)

ctc ¼ c2f þ c11 þ 2c12 þ c21 (29)

Table 4 presents all the principal input parameters. The values presented in the
table are the one who has been used to solve the equilibrium equations.

The concentration of the acid allowed to know the activity of water in the
system, which have a value of 0.6 which represents a large amount of water to form
the aqueous phase, since a water activity value equal to 1 would represent that we
have the total disposition of water to hydrate.

Table 5 presents the results of the calculation in the equilibrium.

3. Conclusions

As first step in the overall objective of the study of the equilibrium in the LLE-
IE, the kinetic data and constants values has been investigated to produce an initial
dynamic model of the interaction of the TBP/IP6 in aqueous conditions. The effects
of water in the activity of the TBP/IP6 has been evaluated. As it can be seen, the
deviations from the ideal values of the molar coefficient of the system TBP/IP6 f2
are moderate and increase with the activity of water and TBP/IP6 concentration.
The density of the complex makes precipitation possible and enough availability of
dissociated acid makes this complex suitable for redox reactions.

Parameter Value

d complex TBP/IP6 1.06984

HNO3 Dissociation degree [α] 0.5615298

Volumetric fraction of complex [ϕ2] 0.4

Volumetric fraction of dodecane [ϕ3] 0.6

Molar fraction of water [x1] 0.0257969

Molar activity coefficient water [f1] 0.9583666

Solvate molar activity coefficient [fs] Organic phase 0.4245719

Complex molar activity coefficient [f2] 0.96700749

Table 5.
Principal results for the equilibrium calculation with 30% TBP/10% IP6 in.
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where d is the density of a solution, and xi and Mi are the molar fraction and
mass of the ith component.

The values of cj are used to correct the molar fractions in compliance with
Eqs. (23) and (24).
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