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Preface

Global competition has caused fundamental changes in the competitive environment
of the manufacturing and service industries. Firms should develop strategic objectives
that, upon achievement, result in a competitive advantage in the market place. The
forces of globalization on one hand and rapidly growing marketing opportunities
overseas, especially in emerging economies on the other, have led to the expansion of
operations on a global scale. The subject matter is fascinating and timely. This book
aims to cover the main topics characterizing operations management including both
strategic issues and practical applications. A global environmental business including
both manufacturing and services is analyzed. Among the topics are safety, product
and service design, decision making, maintenance, and supply chain management.
The book contains original research and application chapters from many different
perspectives. It is enriched through the analyses of case studies.

Chapter 1, “The Analytic Functional Resonance Analysis to Improve Safety Management”,
proposes the Functional Resonance Analysis Method (FRAM) to analyze the complexity
of safety in industrial plants. This research integrates FRAM with the Analytic Hierarchy
Process (AHP), a multicriteria technique, to overcome the limits of the FRAM. The result
is a proposal of an alternative approach to risk assessment based on principles of resilience
engineering. A real case study in a petrochemical company is analyzed.

In the awareness that accelerating digitization of critical infrastructures is increasing 
interconnection and interdependence among high-reliability subsystems, in Chapter 2, 
“The Modulus of Resilience for Critical Subsystems”, the authors provide a scenario
agnostic method to quantify resiliency by applying concepts from materials science in a
generalized form. This new formulation resulted from a mapping of constructs used in
tensile testing to characteristics of protracted subsystem disruptions. 

Chapter 3, “Condition-Based Maintenance for Data Center Operations Management”, 
proposes preventive and predictive maintenance (PPM), which determines the CBM as
a systematic strategy of data center operations and maintenance. Use case examples of
power distribution systems (PDS) of a data center have been examined to ensure their
proper functionality and to reduce their deterioration rate. 

It is clear that, in the digital space, the computer-based operating systems (CMMS’s) 
enable quick and effective communication between stakeholders, facilitate improved 
planning, easy access to historical data, reporting and performance improvements of the
maintenance function. However, success in the use of CMMS’s depends on the human
capacity of the users of the system, as it is explained in Chapter 4 “Harnessing the
Multiple Benefits of a Computerised Maintenance Management System”. 

A novel adaptation of the MAX-MIN Ant System algorithm for the Quota Traveling
Salesman Problem with Passengers, Incomplete Ride, and Collection Time is proposed in
Chapter 5 “Multi-Strategy MAX-MIN Ant System for Solving Quota Traveling Salesman
Problem with Passengers, Incomplete Ride and Collection Time”. The algorithmic
components proposed to consider vehicle capacity, travel time, passenger limitations,
and a penalty for delivering a passenger deliverance out of the required destination.
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IV

The ant-based algorithm incorporates different sources of heuristic information for the 
ants and memory-based principles. Computational results are reported, showing the 
effectiveness of this ant-based algorithm.

Chapter 6 is entitled “System of Data Transfer from and to Social and Economic 
Processes via Creative Economy Networks Created Based on Cultural Heritage 
Administration Processes and Vice Versa” and it presents an interesting point of view 
on this topic. The aim of Chapter 7, “Conceptualization, Definition and Assessment 
of Internal Logistics through Different Approaches Using Artificial Intelligence”, is to 
develop a new concept of internal logistics, its components parts, and how to evaluate 
it. To quantify the level of performance of the internal logistics of a company is an 
important issue to gain competitiveness.

It is also important to note that the business activities provided within any firm or 
company should be checked and controlled continuously, while two principal approaches 
should be applied: (a) qualitative monitoring, (b) quantitative evaluations, while KPI 
indicators play a role of the utmost importance within business quantitative evaluation in 
order to make adequate decisions. However, adequate applications from KPI creation and 
further processing seem to be very significant and important. Thus, Chapter 8, “Business 
Process Linguistic Modeling: Theory and Practice Part I: BPLM Strategy Creator”, and 
Chapter 9, “Business Process Linguistic Modeling: Theory and Practice Part II: BPLM 
Business Process Designer”, presents a conceptual model of application denoted as BPLM 
Strategy Creator in the form of an expert system (ES). The contribution contains such 
application descriptions from the qualitative, quantitative, and design point of view. 

A different issue is analyses in Chapter 10, “Project Management Concepts”. The chapter 
covers the fundamentals of project management. It introduces project management 
concepts and provides a systemic view of project management plans and the processes 
with which they are implemented. The knowledge areas include scope, time, cost, 
quality, and risk. In addition, the authors emphasize the interrelated nature of these 
knowledge areas. 

Chapter 11, “A Modern Approach for Maintenance Prioritization of Medical Equipment”, 
presents document-based methods to evaluate every aspect of the medical equipment 
maintenance process and to provide a correct, objective, and standardized approach that 
supports clinical engineering activities. Following the analysis, the results show that the 
combination of the use of the two methods provides an overview, in a periodic manner, 
of maintenance performance that indicates the use of the most appropriate procedures.

A critical issue in our world is that the aging population of the western world poses a 
medical challenge for the society of today and of the future. The pressure on healthcare 
and its organization is increasing as the demand for healthcare is growing at the same 
time as the costs are continuously rising. Thus, Chapter 12, “Operations Knowledge 
Management in Health Care”, aims to analyze knowledge management mechanisms in 
the infrastructure of a healthcare organization. The analysis shows how mechanisms have 
significant impacts on the knowledge management practice in operations management. A 
learning and knowledge creation culture, together with an organizational architecture for 
adaptive and exaptive capacity, and a business model for knowledge capitalization, could 
support the production of smooth and effective healthcare of high quality in society.

A point of view on services is analyzed in Chapter 13, “Artificial Intelligence and Bank 
Soundness: A Done Deal? - Part 1”, and Chapter 14, “Artificial Intelligence and Bank 
Soundness: Between the Devil and the Deep Blue Sea - Part 2”. In detail, a conceptual 
analysis with the aim to provide a deeper understanding of the opportunities parted by 
AI from a service provider and customer perspective in the bank sector is presented. 

V

Nowadays, productivity improvement is the concern of all industries in spite of the type 
of product and number of recourses or production systems that are followed by the 
industries. So far, productivity has been achieved by implementing various methodolo-
gies exclusively computerized maintenance and management systems. In this scenario, 
Chapter 15, “Implementation of Computerized Maintenance and Management System 
in Wine Factory in Ethiopia: A Case Study”, emphasizes the effective maintenance 
 strategy and management system as the solitary way of improving the productivity 
of the cause company. The foremost intention of the study is to enhance productivity 
through a smart maintenance management system (strategy and management tool). 

Maintenance issues are well defined and analyzed in Chapter 16, “Maintenance Decision 
Method Based on Risk Level”, which presents a framework for maintenance decision 
method based on risk level for mechanical equipment in the petrochemical industry. 

Finally, the problem of the supply chain is explored in the last chapter, “Exploring 
Constituents of Short Food Supply Chains”, which provides a holistic exploration of 
Alternative Food Networks (AFNs), which contribute to the further mobilization 
of locally produced products. 

This book is intended to be a useful resource for anyone who deals with innovation 
and smart manufacturing problems. Furthermore, we hope that this book will provide 
useful resources ideas, techniques, and methods for further research on these issues.

As editors of this book, we very much thank the authors who contributed with their 
invaluable research as well as the referees who reviewed these papers for their effort, 
time, and invaluable suggestions. Our special thanks to Ms. Sandra Maljavac, Author 
Service Manager, for her precious support and her team for this opportunity to serve as 
guest editors.
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Chapter 1

The Analytic Functional 
Resonance Analysis to Improve 
Safety Management
Antonella Petrillo, Fabio De Felice and Laura Petrillo

Abstract

Complex industrial plants are characterized by digitalization and innovation. 
In this context it is strategic to ensure the systematic design, implementation, 
and continuous improvement of all processes (operations management). One of 
the most obvious ways to improve operations performance is to reduce the risk of 
accidents and human errors. In this pilot study the Functional Resonance Analysis 
Method (FRAM) is proposed to analyze the complexity of safety in industrial 
plants. This research integrates FRAM with Analytic Hierarchy Process (AHP), a 
multi criteria technique, to overcome the limits of the FRAM. The result is a pro-
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lead to its success or failure. However, this approach leads to a qualitative result 
aimed at highlighting how multiple variables combined can change the outcome 
of an action in a dynamic environment. The points in favor of this method and of 
resilience engineering are evident, but they still pose obstacles, sometimes even 
technical ones to overcome.

Thus, in the present research the FRAM method is used in conjunction with 
Analytic Hierarchy Process (AHP) to overcome the limits of the FRAM. AHP is 
a well-known multi-criteria decision support technique developed in the 1970s 
by the Prof. Thomas L. Saaty [5]. The proposed model overcomes the qualitative 
limits of the resilience engineering models proposed in the literature. The AHP 
helps to assess the subjective probability of an event or trigger cause. Furthermore, 
through the integration of the AHP it allows to evaluate the strength of relation-
ship between the variability of human performance and influence of the external 
environment. The preset study is a pilot research. The proposed process will be 
tested in other situations and industrial settings. In fact, the model is extremely 
flexible and can be applied in different scenario.

The rest of the paper is organized as follows. Section 2 presents a general over-
view on resilience engineering approach and a brief state of art. Section 3 describes 
the proposed model based on FRAM and AHP. Section 4 describes a real case study 
in a petrochemical industry and its results. Finally, in Section 5 conclusion of the 
proposed “model” and the future research are summarized.

2. General overview on resilience engineering approach

Resilience Engineering (RE) is a multidisciplinary field of study dealing with 
safety in complex systems that have several interdependent elements from an 
economic, human, and social point of view [6]. RE is the intrinsic ability of a 
system to modify its functioning before, during and following a change or disrup-
tion, in order to be able to continue the necessary operations both under foreseen 
and unforeseen conditions [7]. In general, safety is defined as a condition that 
minimizes the number of negative outcomes. Thus, it is possible to understand 
the functioning of a system by analyzing its parts. Therefore, in this view the aim 
is to reduce the number of accidents by reducing their causes. This is the so-called 
Safety I. In opposition to this vision was developed Safety II. This approach not 
only focuses on adverse events, but also analyzes everyday work situations in 
which things are going well [8]. In this perspective, safety is defined positively 
as an effective daily operating situation, rather than negatively as the absence of 
accidents. Unlike the classic risk analysis and risk management approaches that are 
based on the analysis of a posteriori causes by adopting a linear cause-and-effect 
approach, the RE adopts a perspective that refers to the Theory of complexity [9]. It 
aims to revise the analysis models to create processes that are flexible and robust 
Therefore, for the RE, risk management is not aimed at reducing sources of risk, 
but at strengthening the ability to reduce the variability of performance both in 
expected and unexpected conditions [10]. In this context, Functional Resonance 
is a characteristic of a complex system that explains how serious consequences can 
arise from small variations in the performance of its parts or the environmental 
conditions in which it operates [11]. The Functional Resonance Analysis Method 
(FRAM) is a recent method developed to explore how functional variability affects 
the overall system [12]. An investigation on the SCOPUS, one of the most accredited 
databases in the scientific community (Scopus is updated periodically and offers 
around 25,000 articles from more than 5000 international publishers), pointed out 
that 47 documents have been published from 2010 to 2020. The search query used 
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on Scopus was (TITLE-ABS-KEY (resilience AND engineering) AND TITLE-
ABS-KEY (functional AND resonance AND analysis AND method)). the survey 
result includes only articles in which the string was found in 1) title, or in 2) abstract 
or in 3) key words. As can be seen from Figure 1 there is a growing interest in this 
topic. It is interesting to note that there are no publications on Scopus before 2010. 
This means that it is a new and promising topic.

A country where there is greater scientific interest is Italy (27,6%), followed 
by Brazil (17%), as it is shown in Figure 2. The publications are mostly articles 
published in international journals (63,8%) and conference paper (31,9%). 
Furthermore, the survey pointed out that most of the research is in the engineering 
area (36,3%) as shown in Figure 3.

A recent study developed by Patriarca et al. [13] highlighted that aviation is by 
far the most investigated domain with the FRAM with a percentage equal to 24,87%. 
This is not a surprising result since FRAM was developed in the aeronautical field. 
Other emerging sectors are healthcare (13,99%) and industrial operations (12,44%) 
as demonstrated by several publications [14–16]. Furthermore, some authors 
pointed out that FRAM does not assess the human behavior and the human perfor-
mance to analyze the human error [17, 18].

Other publications demonstrated how FRAM is a qualitative approach for 
accident, risk and system analysis and it does not support quantification [19–21]. 
Definitely, FRAM is a qualitative method. Furthermore, it does not support quanti-
fication. To overcome this issue, FRAM is used together with the Analytic Hierarchy 
Process (AHP). Thus, it is possible to measure the subjectivity in establishing the 
potential variability of functions as suggested by Rosa et al. [22]. The integration of 
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FRAM-AHP is proposed also in other two works. Both applied the hybrid to evaluate 
construction sustainability [23, 24].

3. Materials and methods

3.1 Functional resonance analysis method (FRAM)

FRAM methodology aims to analyze how the variability of one or more functions 
can be combined between them and how to prevent their resonance, which could 
lead to unwanted results [25]. For this purpose, FRAM method studies the system 
first under normal conditions, after FRAM analyzes the variability that cause to 
the event unwanted. The aim is obviously to be able to issue recommendations that 
prevent the repetition of the event. FRAM consists of four steps: 1) Identify system 
functions; 2) Characterize the potential variability of the functions; 4) Determine 
the dependencies among functions and 4) Monitor the variability. Some more 
details about each step are provided below [26].

Step#1 “Identification of the essential functions”. The present step aims to 
identify the functions or the specific action that are needed to carry out a specific 
task [27]. Each function is described using the six aspects (as shown in Figure 4): 
INPUT (I); OUTPUT (O); TIME (T); CONTROL (C); PRECONDITIONS (P) and 
RESOURCES (R). Functions can have links to each other. They can typically have 
multiple links and dependencies. From a practical point of view, to represent the 
variability it is possible to use the FRAM Model Visualiser (FMV). FMV allow to 
build a graphical representation of a FRAM model.

Step#2 “Identification of variability”. The present step identifies the vari-
ability of functions in order to understand how functions can become coupled 
and how this can lead to unexpected outcomes [28]. The FRAM assume that there 
are characteristic differences in the variability of technological functions (T), of 
human functions (M), and of organizational functions (O).

Step#3 “Aggregation of variability and define functional resonance”. This 
step aims to analyze the variability of functions and how they interacted with each 
other [29]. The variability of a function depends on couplings among functions. 
It is not enough to evaluate the variability for the single function. It is necessary to 

Figure 3. 
Documents by subject area.
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understand how variability can be combined. This is achieved using the upstream-
downstream functional coupling. The variability of the function can be the result 
of couplings of upstream functions that influence downstream functions. Each 
upstream variable can be connected to its downstream variable using the 5 available 
inputs (showed in Figure 4). Depending on the type of connection, different vari-
ability occurs (see Table 1 as example).

Step#4 “Monitor and manage the variability”. The step aims to propose ways 
to manage the possible occurrences of uncontrolled performance variability – or 
possible conditions of functional resonance – that have been found by the preceding 
steps [30]. The purpose is to find critical combinations and reinforce the barriers. 
The problems of complex systems cannot be eliminated, eliminating the variability 
of the performances, because this is essential to ensure the reliability of the systems. 
A sensitivity analysis is performed to evaluate different solutions.

3.2 Analytic hierarchy model

The main feature of Analytic Hierarchy Process (AHP) is to break down a 
decision-making problem in a hierarchy [31]. AHP uses a mathematical approach 

Figure 4. 
FRAM hexagon: The six aspects used to characterize functions.

Output variability of upstream function Possible effects on downstream function

Time Too early False start (V+)

Possible damping (V-)

In time Possible damping (V-)

Too late Delayed activities (V+)

Omission Start imprecision (V+)

Accuracy Inaccurate Waste of time (V+)

Acceptable No change (V=)

Accurate Possible damping (V-)

Table 1. 
Example of aggregation of functions (output – input).
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based on matrix algebra to “measure” decisions [32]. AHP is characterized by three 
main phases as described below.

Phase #1 “Define hierarchy”. The aim of the first step is to define the goal and 
the hierarchy of the decision problem. The decision maker or the experts team identi-
fies a set of criteria for evaluating the n decision alternatives and assigns a percentage 
weight to each criterion; then assigns a score that is the impact of the criterion on the 
decision. The score of each decision alternative is the weighted average of the scores 
of each criterion on the decision by the weight assigned to each criterion. The top of 
hierarchy represents the goal of the decision problem. Lower levels represent criteria 
and sub-criteria in which the decision-making model is broken down. The bottom 
level represents all alternatives to evaluate in terms of the criteria [33].

Phase #2 “Perform pairwise comparison and relative weight estimation”. 
After defining the hierarchy, the criteria are compared in pairs, the sub criteria 
and alternatives are compared in pairs by assigning a score of relative importance 
to the other. The sum of the weights must be 100%. Saaty suggested an increas-
ing scale of values form 1 (equal importance) to 9 (extreme importance) when 
comparing two components [34]. The result of the comparison is the so-called 
dominance coefficient aij that represents the relative importance of the component 
on row (i) over the component on column (j), i.e., aij = wi/wj. The pairwise com-
parisons can be represented in the form of a square matrix (n x n), symmetric 
and diagonal. The number of pairwise comparisons grows quadratically with the 
number of criteria and alternatives. The score of 1 represents equal importance 
of two components and 9 represents extreme importance of the component i 
over the component j. [35].

Phase#3 “Perform consistency index”. Saaty (1990) proposed utilizing 
consistency index (CI) to verify the consistency of the comparison matrix [36]. The 
CI could then be calculated by: CI = (λmax − n)/n − 1. In general, if CI is less than 
0.10, satisfaction of judgments may be derived. Figure 5 shows a summary of the 
main steps and phases of the study.

4. Scenario modeling: a case study on a petrochemical plant

The model was applied in a real case study concerning the management of 
an emergency in a petrochemical company (see Figure 6). The plant consists of 

Figure 5. 
Summary of the main steps and phases of the study.
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process and service plants. Plant processes include: Predistillation unit; Propane 
unit; Distillation unit; Catalytic hydrogenation unit and Diesel oil purification. 
While service facilities include: Diathermic oil system; Steam and hot water pro-
duction unit; Refinery torch; Hydrogen production unit; Cooling water system and 
Refinery storage area. The plant preserves extremely dangerous substances in quan-
tities equal to or greater than the limits. Thus, it is a plant with a high risk activity, 
where it is necessary to analyze all the deviations from the operating standards 
(emergency conditions) such as: gas leakage, hydrocarbon release, fire, earthquake, 
flood, sabotage, pollution, etc.

STEP#1 “Identification of the Essential Functions”. The case study analyzes 
the emergency generated by the loss of propane gas during the transfer from tanker 
to tank. The goal of the model was to evaluate the variability of performance 
between upstream activities and downstream activities. An expert team was 
formed. The expert team consisted of 1 safety manager, 1 AHP expert, 1 chemical 
engineer, 1 mechanical engineering and 1 risk manager. The expert team analyzed 
the scenario and summarized the main activities are carried out during emptying 
the propane from the vehicle and placing it in the treatment plant. In fact, propane 
is a very dangerous hydrocarbon as the compound appears as a colorless and odor-
less gas, which can however be easily liquefied by compression and therefore highly 
flammable. Table 2 describes the activities carried out during the emergency and 
the responsibilities.

Figure 7 shows the FRAM of the emergency management activity. FRAM Model 
Visualiser (FMV) was used to create a graphical representation of a FRAM model 
((https://functionalresonance.com/FMV/index.html).

STEP#2 “Identification of variability”. In the second step the variability of 
the functions was characterized and highlighted in red in Figure 7. In the scenario 
analysis, the human functions revealed more criticality, which could present differ-
ent variability. In particular, the analysis focused on two main activities and related 
emergency scenarios:

• Scenario A “activate ESD control”;

• Scenario B “activate hydro-foam cannon”.

Figure 6. 
Petrochemical plant.
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the functions was characterized and highlighted in red in Figure 7. In the scenario 
analysis, the human functions revealed more criticality, which could present differ-
ent variability. In particular, the analysis focused on two main activities and related 
emergency scenarios:

• Scenario A “activate ESD control”;

• Scenario B “activate hydro-foam cannon”.

Figure 6. 
Petrochemical plant.
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Figure 7. 
FRAM representation of the system.

According to the analysis, the expert team characterized the environmental 
conditions in which the operators work. Historically, human performance is investi-
gated through specific performance shaping factors (PSFs), as described below:

• PSF#1 Training and Experience. It refers to the experience and training of the 
operator(s) involved in the task.

• PSF#2 Procedures and Administrative Controls. It refers to the existence and 
use of formal operating procedures.

# Operations Responsible

1 Activate Electrostatic discharge (ESD) control from the control room to stop 
the transfer and close the cut-off valves

Desk operator

2 Activate the shower cooling system on the truck through the 10HC1V system Desk operator

3 If possible, intercept the ATB side valve Truck driver

4 Disconnect the unloading arms Internal 
operator

5 Turn away truck Internal 
operator

6 Alternatively, continue the unloading operations until the tanker is emptied, 
and the gas is depressurized

Internal 
operator

7 Activate hydro-foam cannon Internal 
operator

8 Turn off furnace and cool surrounding equipment Internal 
operator

Table 2. 
Functions of the system.
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• PSF#3 Ergonomics and Human Machine Interaction. It refers to the adequacy 
or inadequacy of machine (i.e. computer).

• PSF#4 Time Available. It refers to the adequacy or inadequacy of the time 
available to complete a task.

• PSF#5 Complexity. It refers to the difficult of the task to perform (simple, easy, 
difficult, very difficult, difficult beyond standards).

• PSF#6 Workload, Stress and Stressors. It refers to mental stress or excessive 
workload.

• PSF#7 Work Processes. It refers to the adequacy or inadequacy of safety 
culture, management policies/support, etc.

STEP#3 “Aggregation of variability and definition of functional resonance”. 
The AHP hierarchical structure created for characterizing the variability and 
define functional resonance is shown in Figure 8. AHP model was created using 
Super Decision Software (http://www.superdecisions.com/). When two items of 
the “Performance Shape Factor” level are compared with respect to the main goal, 
the expert answers the question “Which PSF is more important?”. The AHP helps to 
assess the subjective probability of an event or trigger cause.

Table 3 summarized the weights of variability in which operators are involved 
according to PSFs. The weights of the factors are defined through AHP. More 
specifically, it emerges that PSF#1, PSF#4 and PSF#6 present a higher probability 
of occurrence.

A graphic representation of Table 3 is shown in Figure 9.
Furthermore, the AHP model allows to define the probability of occurrence 

of the most critical scenario or, as the results show in Figure 10, the most critical 
scenario is scenario B: Scenario A (47%%) and Scenario B (53%).

Figure 8. 
AHP model.



Operations Management - Emerging Trend in the Digital Era

8

Figure 7. 
FRAM representation of the system.

According to the analysis, the expert team characterized the environmental 
conditions in which the operators work. Historically, human performance is investi-
gated through specific performance shaping factors (PSFs), as described below:

• PSF#1 Training and Experience. It refers to the experience and training of the 
operator(s) involved in the task.

• PSF#2 Procedures and Administrative Controls. It refers to the existence and 
use of formal operating procedures.

# Operations Responsible

1 Activate Electrostatic discharge (ESD) control from the control room to stop 
the transfer and close the cut-off valves

Desk operator

2 Activate the shower cooling system on the truck through the 10HC1V system Desk operator

3 If possible, intercept the ATB side valve Truck driver

4 Disconnect the unloading arms Internal 
operator

5 Turn away truck Internal 
operator

6 Alternatively, continue the unloading operations until the tanker is emptied, 
and the gas is depressurized

Internal 
operator

7 Activate hydro-foam cannon Internal 
operator

8 Turn off furnace and cool surrounding equipment Internal 
operator

Table 2. 
Functions of the system.

9

The Analytic Functional Resonance Analysis to Improve Safety Management
DOI: http://dx.doi.org/10.5772/intechopen.93998

• PSF#3 Ergonomics and Human Machine Interaction. It refers to the adequacy 
or inadequacy of machine (i.e. computer).

• PSF#4 Time Available. It refers to the adequacy or inadequacy of the time 
available to complete a task.

• PSF#5 Complexity. It refers to the difficult of the task to perform (simple, easy, 
difficult, very difficult, difficult beyond standards).

• PSF#6 Workload, Stress and Stressors. It refers to mental stress or excessive 
workload.

• PSF#7 Work Processes. It refers to the adequacy or inadequacy of safety 
culture, management policies/support, etc.

STEP#3 “Aggregation of variability and definition of functional resonance”. 
The AHP hierarchical structure created for characterizing the variability and 
define functional resonance is shown in Figure 8. AHP model was created using 
Super Decision Software (http://www.superdecisions.com/). When two items of 
the “Performance Shape Factor” level are compared with respect to the main goal, 
the expert answers the question “Which PSF is more important?”. The AHP helps to 
assess the subjective probability of an event or trigger cause.

Table 3 summarized the weights of variability in which operators are involved 
according to PSFs. The weights of the factors are defined through AHP. More 
specifically, it emerges that PSF#1, PSF#4 and PSF#6 present a higher probability 
of occurrence.

A graphic representation of Table 3 is shown in Figure 9.
Furthermore, the AHP model allows to define the probability of occurrence 

of the most critical scenario or, as the results show in Figure 10, the most critical 
scenario is scenario B: Scenario A (47%%) and Scenario B (53%).

Figure 8. 
AHP model.



Operations Management - Emerging Trend in the Digital Era

10

Figure 9. 
Probability of occurrence of the most critical PSFs.

STEP#4 “Monitor and manage the variability”. From the numerical analysis 
FRAM emerges a critical value (considering the values shown in table n) for the 
“activate hydro-foam cannon” function which must be analyzed to limit its vari-
ability, which affects the downstream variable. While the “Activate ESD control” 
function presents a lower variability.

Considering the most critical PSF or PSF#1 a sensitivity analysis was performed 
to evaluate the variability of this factor and the robustness of the model. As shown 
in Figure 11 it emerges that if the vertical line is at 0.5 shows the scenario A is more 
likely. For any PSFs greater than that, the Scenario B is the more likely.

The general result or PSF#1 highlights that Training and Experience is a critical 
point. It is an unsurprising result. In fact, it is clear that training is essential to taught 

PSFs Weighting of variability

PSF#1 0,29,448

PSF#2 0,14,892

PSF#3 0,04571

PSF#4 0,15,991

PSF#5 0,10,006

PSF#6 0,18,167

PSF#7 0,06925

Table 3. 
Weighting of output variability.

Figure 10. 
Probability of occurrence of the most critical scenario.
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workers to manage complex scenarios at achieving those skills that allow them to work 
both by reducing risks and protecting personal and community safety. Safety training 
is the only “measure” that can be validly opposed to situations of residual risk.

5. Conclusions

This is a pilot study that is based on the awareness that the increasingly 
complexity of industrial plants and the need to analyze safety systems lead 
researchers to develop new methodological approach. In the present research the 
main gap of the qualitative approach of FRAM method was overcome with the 
integration of a multi-criteria decision-making method. The research proposes 
the integration of the traditional FRAM method with AHP. The integration of 
AHP with FRAM allows to investigate a new perspective in the field of risk man-
agement. The model was applied in a real case study to evaluate the performance 
of emergency operations in a petrochemical company. Considering the variability 
of each system function, the research numerically shows the level of variability 
generated by an upstream function on a downstream function. The results 
obtained are aimed at identifying function couplings that could generate high 
variability. Future development of research is the integration technological and 
organizational aspects, beyond human ones. Moreover, the model can be applied 
in different socio-technical systems where a high level of complexity requires the 
use of innovative tools. Thus, the proposed model will be tested in other situa-
tions or industrial settings.
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Figure 11. 
Sensitivity analysis.
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Chapter 2

The Modulus of Resilience for
Critical Subsystems
Eric Easton, Mario Beruvides and Andrea Jackman

Abstract

Accelerating digitization of critical infrastructures is increasing interconnection
and interdependence among high-reliability subsystems. The resulting dependen-
cies create new challenges in preventing underinvestment in high impact, low
probability (HILP) events which can have disastrous consequences for society’s
critical subsystems. These more impactful events highlight the differences between
reliability and resiliency, with the latter applicable to black swans. A number of
approaches for quantifying resiliency have been proposed; however, a review of
literature identified conceptual gaps when applied to empirical event data. This
chapter provides a scenario agnostic method to quantify resiliency by applying
concepts from materials science in a generalized form. This new formulation
resulted from a mapping of constructs used in tensile testing to characteristics of
protracted subsystem disruptions. Based on the mapping and gap analysis, a
resiliency index calculation was developed and applied using examples based on
empirical data from high impact events.

Keywords: resiliency, critical infrastructures, high impact, low probability (HILP),
reliability, digital systems

1. Introduction

Digitization is occurring in many industries in many different forms; however,
regardless of the application, a common set of enablers are employed. As the
proliferation of digital transformation continues, decision makers will need to dis-
tinguish between reliability and resiliency in the planning, design, and operation of
these subsystems. Tightly coupled common hardware and software platforms
potentially increase the breadth of accidental failures as well as the impact of
intentional sabotage. Beyond end use applications is an overall reliance on electric-
ity which these digital subsystems require to function. Hardware, software, and
electricity form the foundation upon which digitalization rest. The increased
interdependence and interconnection can lead to common failure modes of previ-
ously isolated subsystems, resulting in increased probability of high impact events.
Interconnection results in the establishment of a singular system with all other
structures existing as subsystems. Evaluation of subsystems will need to include
internally and externally initiated disruptive events. Highly impactful events,
sometimes termed black swans, cannot only disrupt subsystems but fundamentally
change their structure. Impactful as they are, rarity can make these events prone to
underinvestment due to heuristics and biases, most prominently the availability
heuristic. A quantifiable metric can aid in our ability to appropriately allocate
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resources to study, adapt, and mitigate these high impact, low probability events
before they unexpectedly fracture the established subsystems we rely on. The
avoidance of fracture is central to the application of the modulus of resilience in
critical subsystems. The chapter will review the differences between the reliability
and resiliency as well as the importance of distinguishing between the concepts.
Additionally, ideals related to resilience are identified and expressed in a concise
operational definition. The research utilized the progression shown in Figure 1 for
the investigation.

Borrowing concepts from materials science allows for an isomorphic application
where analogous structures are leveraged to represent HILP event scenarios. In this
chapter, the isomorphic application is presented to provide a method of quantifying
resiliency or its absence based on the intended aim of the subsystem. This concept is
consistent with select portions of previous literature, but divergent in others.
Following a review of previous research, a gap analysis was completed to identify
opportunities for new considerations in quantifying resiliency. Lastly, an example
in applying the modulus of resilience for critical subsystems is provided to
demonstrate the computational process.

2. The increasing case for resiliency

Reliability and resiliency are sometimes discussed in a similar context with
respect to subsystem performance; however, they differ conceptually in both the
events they measure and the characteristics they quantify. The measures which
define reliability provide insights as to the context of the metrics use. Many of the
most common reliability metrics utilize mean-based calculations from reoccurring
failures over time. These metrics include mean time between failure (MTBF), mean
time to failure (MTTF), and mean time to repair (MTTR). These metrics require
successive failures in order to quantify subsystem performance. Mean time between
failure (MTBF) is used in reliability to provide the number of failures per million
hours for a subsystem. Mean time to repair (MTTR) is the time needed to repair a
failed subsystem. Mean time to failure (MTTF) measures reliability for a subsystem
which cannot be repaired. It is the mean time expected until the first failure of a
subsystem. MTTF is a statistical value and represents the mean over a long period of
time and a large number of operations. The reliability metrics can effectively rep-
resent common cause events which produce reoccurring failures; however, these
calculations are less applicable to low probability special cause events. A special
cause is something special, not part of the system of common causes. It is detected
by a point that falls outside the control limits [1]. Often, subsystems have an
allowable level of tolerance to minor disruption preventing sustained impairment in
accomplishing the aim of the subsystem. Plotting the number of events by type
versus percent of subsystem output disrupted graphically displays the relationship
between common cause and special cause events. The allocation of events is closely
represented by a pareto distribution Figure 2.

Figure 1.
Research phases.
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Resiliency events reside at the tail of the distribution as rare events resulting
from extraordinary scenarios. Such events have been produced by multiple failures
within a single subsystem as discussed in the book Normal Accidents by Charles
Perrow. His work examined failures in highly complex operating environments.
The increasing interdependence results in an interconnected ecosystem where a
failure in a single subsystem can create failures in multiple subsystems. When
interactive complexity is joined with tight coupling, the risk of a system accident is
considerably increased. Interconnectedness and complexity among contemporary
subsystems is increasing at a rapid pace as technologies develop faster than assess-
ments can be made regarding their risks. As we move away from individual events
and account for the larger system, we find the “eco-system accident,” an interaction
of systems that were thought to be independent but are not because of the larger
ecology [2]. As systems grow in size and in the number of diverse functions they
serve, and are built to function in ever more hostile environments, increasing their
ties to other subsystems, they experience more and more incomprehensible or
unexpected interactions [2]. Common mode failures, first included in analytical
models in 1967, can contribute to unexpected actions from complex systems. In
addition to common mode failures, proximity and indirect information sources are
two additional indications of interconnectedness. Ultimately, the probability of a
subsystem being subjected to significant disruption is dependent on the cumulative
probability of both internal and external risks. Inevitably, the probability of signif-
icant disruption will increase as interdependence increases. While increases in
events causing significant disruption are expected, their count is not expected to be
significant enough for the application of mean-based reliability metrics. Therefore,
resiliency-based metrics are needed which match the periodicity and scale of high
impact, low probability events.

3. Quantifying high impact, low probability events

HILP events require a subsystem to bounce back to normalcy following major
disruption. The goal is to regain pre-disruption levels of output as quickly as possible;
however, recovery time is not the only metric of importance. The shape of the
recovery curve is also of significance. Resiliency aids in defining a disaster response
paradigmwhich differs from previous approaches such as resistance and sustainability
by emphasizing return to normal. Nonetheless, the literature frequently uses the
concept of resilience to imply the ability to recover or bounce back to normalcy after a
disaster occurs [3]. Review of scholarly work related to the resiliency concept identi-
fied three main ideals: no assumption that disaster prevention is always possible,

Figure 2.
Representative plot of event type distribution.
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recognition of the need to include social variables, and the necessity to include disci-
plines outside the physical sciences and engineering. The term resiliency has increased
in usage over the past decades. A multitude of definitions have been proposed whose
interpretations can align with either resistance or sustainability. Although the resil-
ience construct offered advantages in many areas relative to competing paradigms, the
ambiguity associated with its meaning and scope hindered consensus. The multiplicity
of definitions is a reflection of the philosophical and methodological diversities that
have emerged from disaster scholarship and research [4].

Resilience first came to prominence in the English language in the early 19th
century when Tredgold used the term to describe a property of timber [5]. In his
essay “On the transverse strength and resilience of timber,” Tredgold tested the
properties of timber to be used in ship making. Tredgold cites resilience as the
power of resisting a body in motion [5]. The statement is foundational in
establishing the concept of resilience as more than recovery but instead as an ability
to first withstand an applied force. Furthermore, Tredgold varied the weight and
height of objects dropped on the test samples and recorded the effects to different
forces on various wood pieces. These effects ranged from no effect, broke to curved.
A second reference to the consideration of force can be found in the 1858 work, “On
the Physical Conditions Involved in the Construction of Artillery, and on Some
Hitherto Unexplained Causes of the Destruction of Cannon in Service,” by Robert
Mallet. He states the modulus of resilience of other writers, referred to hereafter,
depends, is much greater for gunmetal, and hence a given force produces a
greater proportional distortion of form [6]. The modulus of resilience was further
formalized by materials science using stress/strain testing.

4. Methods in quantifying resilience

The range of methods for defining resilience include qualitative, quantitative
and probabilistic. A quantitative method can be used to compare outcomes using
data from different actual events. A number of researchers have explored quantify-
ing resilience to move beyond qualitative representations. Henry and Ramirez-
Marquez [7] proposed a quantitative approach for system resilience as a function of
time. The formulation was a ratio of the recovery and losses using a figure-of-merit
function. A disruptive event (ej) at time, te, impacts the system until time, td.

Яφ tje j� � ¼ φ tje j� �� φ tdje j
� �

φ t0ð Þ � φ tdje jð Þ (1)

As shown, the numerator relates to the recovery until time t and the denomina-
tor represents the total loss due to disruption. Hosseini et al. [8] reviewed defini-
tions and measures of system resilience. Their literature review was based on
multiple domains including organizational, social, economic, and engineering using
papers published between 2000 and April 2015. The major categories of assessment
approaches are qualitative and quantitative with quantitative measures further
defined as either probabilistic or deterministic.

The intent to analyze protracted subsystem disruptions leads to a focus on
quantitative deterministic methods of calculating resiliency. The literature review
by Hosseini et al. [8] included 11 deterministic methods of quantification. Bruneau
et al. [9] utilized a method of integration based on the degradation in quality of
infrastructure during recovery period of Eq. (5). Larger RL values indicate lower
resilience while smaller RL imply higher resilience. Hosseini et al. [8] RL is calcu-
lated based on the formulation in Eq. (2).
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RL ¼
ðt1
t0
100� Q tð Þ½ �dt (2)

Zobel [10] proposed a method based on the total possible loss over some suitably
long-time interval (T*), percentage of functionality lost after disruption (X), and
time required for full recovery (T). An effort was made to analyze different com-
binations of X and T which result in the same level of resilience as shown in Eq. (3).

R X,Tð Þ ¼ T ∗ � XT=2
T ∗ (3)

This metric is based on a linear recovery making it unrealistic for some scenarios.
Alternative methods were proposed by Cox et al. [11] based on economic resil-

ience using the difference in disruption (%ΔDYmax) between the expected disrup-
tion (%ΔY) and maximum potential disruption (%ΔYmax). Therefore, an estimate
of performance degradation is required. Such an estimation may be a challenge to
precisely develop; however, the formulation is shown in Eq. (4).

R ¼ %ΔYmax �%ΔY
%ΔDYmax (4)

Alternatively, Rose [12] considered time effects using a concept of dynamic
resilience. The quantification of dynamic resilience is the difference in system
recovery with hastened system recovery (SOHR) and without hastened system
recovery (SOWR). This calculation is utilized over the total number of time steps
(N) considered. The dynamic resilience calculation is shown in Eq. (5).

DR ¼
XN
i¼1

SOHR tið Þ � SOWR tið Þ (5)

Wang et al. [13] explored resilience in information systems based on the number
of operations in the enterprise information system (m). The ratio of the demand
time (di) and completion time of operation (ci) are weighted by the importance of
operation (zi).

R ¼ max
Xm
i¼1

zi
di
ci

(6)

The larger the value of the metric the more resilient the system is determined to
be. The calculation requires the assignment of a weight and assumes the number of
operations is known. When attempting to quantify unknown events the number of
operations can be difficult to estimate.

Chen and Miller-Hooks [14] quantifies the “post-disruption expected fraction of
demand that, for a given network, can be satisfied within pre-determined recovery
budgets” (Hosseini et al.). The measure was based on transportation networks and
compares the maximum demand that can be satisfied before disruption (Dw) and
after disruption (dw) for pair (w).

Resilience ¼ E
X
w∈W

dw=
X
w∈W

Dw

 !
(7)

Orwin andWardle [15] considered the instantaneous and maximum disturbance
in the quantification of resilience. The maximum absorbable force without
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upsetting system function (Emax) and effect of the disturbance on safety (Ej) at a
given time (Tj) are used to define resilience.

Resilience ¼ 2� Emaxj j
Emaxj j þ E j

�� ��
 !

� 1 (8)

Frameworks for local and global resilience were introduced by Enjalbert et al. [16]
for modeling system safety in public transportation systems. A safety indication func-
tion (S(t)) is used to calculate resilience either instantaneously or over time,
representing local and global, respectively. Global resilience is calculated from the time
of disturbance (tb) to the end of the disturbance (te). The calculations are as follows:

Local resilience ¼ dS tð Þ
dt

(9)

Global resilience ¼
ðte
tb

dS tð Þ
dt

(10)

Francis and Bekera [17] introduced a metric for dynamic resilience. The calcu-
lation uses the speed of recovery (Sp), original performance level (Fo), performance
level at new stable level (Fr) and performance level immediately after disruption
(Fd). The speed of recovery variable assumes exponential growth for a maximum
acceptable recovery time (tδ), total recovery time (tr) to a new equilibrium state,
time to complete initial recovery (t ∗r ), and a decay in resilience (a). The resilience
metric is calculated using Eq. (11).

ρi ¼ Sp
Fr

Fo

Fd

Fo
(11)

Sp ¼ tδ=t ∗r
� �

exp �a tr � t ∗r
� �� �

for tr ≥ t ∗r (12)

Otherwise,

Sp ¼ tδ=t ∗r
� �

(13)

Cimellaro et al. [18] utilized quality of service to represent resilience. The
method uses before disruption quality of service (Q1(t)), post disruption quality of
service (Q2(t)), a control time (TLC) and a weighting factor (α) in developing a
healthcare resilience metric.

R ¼ α

ð:
TLC

Q1 tð Þ
TLC

dtþ 1� αð Þ
ð:
TLC

Q2 tð Þ
TLC

dt (14)

Aside from the works investigated by Hosseini et al. [8], Dessavre et al., [19]
introduced a new model and visual tools adding a stress dimension representing the
force and stress of disruptive events. Defining the stress of the events is not a trivial
task and completely domain dependent [19].

A review of the concepts found in literature was completed for elements consis-
tent with the modulus of resilience. Methods were limited to quantitative
approaches which could be utilized with empirical data sets. Although the use of
scaling factors was identified in literature [13, 18], such methods are not desired in
the development of subsystem-based methods due to the subjectivity associated
with them. A ratio-based approach has merit in its ability to normalize event effects
and resulting recovery. Area-based calculations using integration are preferred to

22

Operations Management - Emerging Trend in the Digital Era

point calculations based on their ability to compensate for nonlinear restoration
curves; however, complexity beyond the resilience triangle [9] would be necessary
to capture differences in event magnitude and restoration response in disparate
events.

The concept of a yield point was not identified in existing literature. A return to
normal operation was typically used to identify the end of the restoration time
period; however, this approach does not set the time based on the aim of the
subsystem. Evaluations of subsystems beyond a critical point with respect to use of
the subsystem output could lead to poor decision-making. One of the main weak-
nesses of the current resilience metric is that they do not relate the effects of a
disruptive event to any of the event characteristics, unlike materials science [19].
Materials science utilizes a change in length for evaluation of stress and strain;
however, the difference in recovery response to a common cause and special cause
event was not found in the literature review. These distinctions serve to highlight
the differences between reliability for normally occurring events and resiliency to
low frequency events. Additionally, the need for utilizing subjective variables
[10, 11, 12, 14, 15] does not lend well to empirical study.

The ability to normalize responses to different events is beneficial for evaluating
the resiliency of different subsystems or different events on the same subsystem.
The literature reviewed began analysis of the event from the start of restoration [7]
or by treating the entire curve from time of event to the completed restoration as a
single integral [16]. This approach can confuse the quantities of force, stress and
strain. An equal force can result in different stress and strain based on the
subsystem being reviewed. As a result, the descending slope and associated area
prior to the start of recovery may prove informative of stress. Strain is more
associated with the total area under the curve. The review of literature did not
identify a bifurcation of the curve to delineate stress (prior to start of recovery) and
strain (total area). Therefore, the assumption of instantaneous loss and exponential
recovery [17] are not representative of many empirical cases.

In reviewing the concepts of resilience, a force is applied to a subsystem, the
subsystem absorbs a portion of the force, experiences stress, and adapts to recover to
a pre-disruption state. These references highlight an importance of considering the
stress on the subsystem in determining the resiliency of a subsystem. Three primary
points of measure for use in quantifying resiliency were identified including: stress,
total area of event and change in length. Stress is a foundational variable of resiliency,
as the term resiliency implies a response to a significant disruption. Therefore, only
events of significance from a subsystem level are commonly referred to in terms of
resilience. Additionally, the ability to compare resiliency events needs some level of
normalization based on the associated stress for each event. Force continues to be
applied until the subsystem decay ceases, allowing for subsystem assessment and
initiation of recovery. The rate of subsystem decay influences the stress applied to the
subsystem and the subsystem ability to bounce back. This connection exists due to the
role of adaptation in the resiliency process. A slow evolving scenario (i.e., slow
subsystem decay) presents the subsystem opportunity to adapt, resist, and recover in
ways an acute decay will not. Therefore, when considering the normalization process
of resiliency both the decay (i.e., stress proxy) and recovery portion of the resiliency
curve must be independently considered. The delayed decay provides an opportunity
for improved response from the subsystem.

Total area of recovery best quantifies recovery and resiliency by compensating
for the nonlinearity in the response function. As the subsystem attempts to recover,
disruptions in the recovery process may cause discontinuities not captured by linear
slope calculations. Similarly, time to recovery (i.e., 3 days to recovery) calculations
may fail to represent intermediate progress in recovery.
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upsetting system function (Emax) and effect of the disturbance on safety (Ej) at a
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Emaxj j þ E j
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� 1 (8)
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method uses before disruption quality of service (Q1(t)), post disruption quality of
service (Q2(t)), a control time (TLC) and a weighting factor (α) in developing a
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Aside from the works investigated by Hosseini et al. [8], Dessavre et al., [19]
introduced a new model and visual tools adding a stress dimension representing the
force and stress of disruptive events. Defining the stress of the events is not a trivial
task and completely domain dependent [19].

A review of the concepts found in literature was completed for elements consis-
tent with the modulus of resilience. Methods were limited to quantitative
approaches which could be utilized with empirical data sets. Although the use of
scaling factors was identified in literature [13, 18], such methods are not desired in
the development of subsystem-based methods due to the subjectivity associated
with them. A ratio-based approach has merit in its ability to normalize event effects
and resulting recovery. Area-based calculations using integration are preferred to
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point calculations based on their ability to compensate for nonlinear restoration
curves; however, complexity beyond the resilience triangle [9] would be necessary
to capture differences in event magnitude and restoration response in disparate
events.

The concept of a yield point was not identified in existing literature. A return to
normal operation was typically used to identify the end of the restoration time
period; however, this approach does not set the time based on the aim of the
subsystem. Evaluations of subsystems beyond a critical point with respect to use of
the subsystem output could lead to poor decision-making. One of the main weak-
nesses of the current resilience metric is that they do not relate the effects of a
disruptive event to any of the event characteristics, unlike materials science [19].
Materials science utilizes a change in length for evaluation of stress and strain;
however, the difference in recovery response to a common cause and special cause
event was not found in the literature review. These distinctions serve to highlight
the differences between reliability for normally occurring events and resiliency to
low frequency events. Additionally, the need for utilizing subjective variables
[10, 11, 12, 14, 15] does not lend well to empirical study.

The ability to normalize responses to different events is beneficial for evaluating
the resiliency of different subsystems or different events on the same subsystem.
The literature reviewed began analysis of the event from the start of restoration [7]
or by treating the entire curve from time of event to the completed restoration as a
single integral [16]. This approach can confuse the quantities of force, stress and
strain. An equal force can result in different stress and strain based on the
subsystem being reviewed. As a result, the descending slope and associated area
prior to the start of recovery may prove informative of stress. Strain is more
associated with the total area under the curve. The review of literature did not
identify a bifurcation of the curve to delineate stress (prior to start of recovery) and
strain (total area). Therefore, the assumption of instantaneous loss and exponential
recovery [17] are not representative of many empirical cases.

In reviewing the concepts of resilience, a force is applied to a subsystem, the
subsystem absorbs a portion of the force, experiences stress, and adapts to recover to
a pre-disruption state. These references highlight an importance of considering the
stress on the subsystem in determining the resiliency of a subsystem. Three primary
points of measure for use in quantifying resiliency were identified including: stress,
total area of event and change in length. Stress is a foundational variable of resiliency,
as the term resiliency implies a response to a significant disruption. Therefore, only
events of significance from a subsystem level are commonly referred to in terms of
resilience. Additionally, the ability to compare resiliency events needs some level of
normalization based on the associated stress for each event. Force continues to be
applied until the subsystem decay ceases, allowing for subsystem assessment and
initiation of recovery. The rate of subsystem decay influences the stress applied to the
subsystem and the subsystem ability to bounce back. This connection exists due to the
role of adaptation in the resiliency process. A slow evolving scenario (i.e., slow
subsystem decay) presents the subsystem opportunity to adapt, resist, and recover in
ways an acute decay will not. Therefore, when considering the normalization process
of resiliency both the decay (i.e., stress proxy) and recovery portion of the resiliency
curve must be independently considered. The delayed decay provides an opportunity
for improved response from the subsystem.

Total area of recovery best quantifies recovery and resiliency by compensating
for the nonlinearity in the response function. As the subsystem attempts to recover,
disruptions in the recovery process may cause discontinuities not captured by linear
slope calculations. Similarly, time to recovery (i.e., 3 days to recovery) calculations
may fail to represent intermediate progress in recovery.
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Consideration of a failure point based on the aim of the subsystem aids in
representing real-world scenarios. Recovery which occurs after a critical point of
the subsystem would indicate a lack of resiliency. As an example, if a water
subsystem requires 10 days to restore operation post contingency but the con-
sumers of the water can only survive 4 days without water; the subsystem lacks
resiliency. Attempts to quantify the subsystem’s resilience should stop at 4 days.
Calculations beyond the 4-day time period no longer support the aim of the
subsystem or the practical operation of the subsystem.

Lastly, change in length was included in the materials science calculation of the
modulus of resilience. The change in length from the original length to the length
under stress could be translated to a subsystem resilience construct to allow consid-
eration of how subsystem recovery under lower stress common cause events and
high stress special cause events are related. The consideration of a change in length
may aid in joining concepts associated with reliability in the quantification of
resilience.

Comparing these constructs with the reviewed literature results in the identifi-
cation of conceptual gaps. The resulting resiliency values should reflect the
subsystem performance for practical cases. Units are required based on subsystem
parameters. The x-axis utilizes units of time, while the y-axis measures the units
associated with the aim of the subsystem.

The methods of quantification reviewed begin the process of quantification at
the point of recovery or assume no time delta between the initiating event and start
of recovery. To support the incorporation of stress in the quantification of resil-
ience, a bifurcation of the event curve is used as shown in Figure 3.

The use of ratio methods may provide consistency in scenarios of similar char-
acteristics. When disparate characteristics are present, computed values may prove
inconsistent with event outcomes. Depending on the event characteristics, either
ratio methods or area-based methods may identify a less resilient subsystem
response as more resilient. Figure 4 depicts the concept of less recovery time for
less disruption. The scenario of Figure 4 is representative of a minor difference in
subsystem response and would provide consistent rankings for resilience outcomes
in many cases, where less area is representative of increased resilience.

Conversely, cases may exist where a longer recovery results from a less impact-
ful initial event. The delayed recovery to a less impactful event could result from
many factors including a lack of preparedness, inability to adapt, etc. In such cases,
observation would assume that the subsystem which took longer to recover from a
less impactful event is less resilient. However, present formulations may suggest the
opposite. Figure 5 illustrates this scenario, where the smaller area is not represen-
tative of the more resilient outcome.

Figure 3.
Bifurcation of event curve.
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The fracture point should be set based on the aim of the subsystem. For example,
if a drinking water subsystem failure requires a 7-day restoration period but 4 days
is the survival period without water; the calculation of subsystem resiliency should
be limited to a 4-day period. In some cases, the acknowledgement of a fracture
point will result in the calculation of resiliency stopping prior to the subsystem
returning to pre-disruption output levels. Figure 6 represents a case where the
subsystem recovery takes longer than the subsystem failure point.

Calculations to quantify resiliency which consider values beyond the failure
point are theoretical as opposed to practical in nature. The failure point should be
given priority in quantifying resiliency.

An operational definition is derived from the combination of literature review
and isomorphic adaptation of the modulus of resilience. Hence, resiliency is defined
as the ability to limit proportional stain from abnormal stress to less than the
subsystem yield point, through the achievement of recovery in less than the
subsystem critical timeframes. This definition allows the use of quantitative

Figure 5.
Recovery curves with dissimilar characteristics.

Figure 6.
Representation of failure point.

Figure 4.
Recovery curves with similar characteristics.
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The fracture point should be set based on the aim of the subsystem. For example,
if a drinking water subsystem failure requires a 7-day restoration period but 4 days
is the survival period without water; the calculation of subsystem resiliency should
be limited to a 4-day period. In some cases, the acknowledgement of a fracture
point will result in the calculation of resiliency stopping prior to the subsystem
returning to pre-disruption output levels. Figure 6 represents a case where the
subsystem recovery takes longer than the subsystem failure point.

Calculations to quantify resiliency which consider values beyond the failure
point are theoretical as opposed to practical in nature. The failure point should be
given priority in quantifying resiliency.

An operational definition is derived from the combination of literature review
and isomorphic adaptation of the modulus of resilience. Hence, resiliency is defined
as the ability to limit proportional stain from abnormal stress to less than the
subsystem yield point, through the achievement of recovery in less than the
subsystem critical timeframes. This definition allows the use of quantitative
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measures in the calculation of resilience in a deterministic and normalized approach
based on concepts from materials science.

An evaluation between two groups can result in an isomorphic application of
findings from one structure to another. This mapping between groups can yield
opportunities to apply known methodologies in an inter-disciplinary manner. The
process of verifying an isomorphism requires the identification of elements in each
structure and evaluating their equivalence. If equivalence is identified an opportu-
nity for applying the computational framework may exist. The quantification of
subsystem resilience was compared to resiliency as used in materials science. Mate-
rials science’s definition of resiliency includes the concepts of per unit volume,
maximum energy, and integration from zero to the elastic limit. The modulus of
resilience (Ur) is found from the stress-strain curve measured during the tensile
test. Stress (σ) in the stress-strain curve is “the applied force per unit original
undeformed cross-sectional area of the specimen” [20] as delineated in Eq. (15).

σ ¼ F
A0

(15)

where F = force; A0 = cross sectional area.
Young’s modulus (E) serves as a measure of stiffness for a solid material.

“Because of the difficulty in determining the elastic limit, it is commonly replaced
by the proportional limit, which is the stress at which the stress-strain curve is out
of linearity” [20].

E ¼ F=A
ΔL=L0

(16)

And,

F ¼ σ � A (17)

where F = force; A = actual cross-sectional area; ΔL = amount of change in
length; L0 = original length of the object.

“The modulus of resilience is the strain energy per unit volume absorbed up to
the elastic limit for a tensile test and equals the area under the elastic part of the
stress-strain curve” [20].

Ur ¼ 1 2 σ2=Eð= Þ (18)

“This quantity indicates how much energy a material can absorb without
deforming plastically” [20]. Plastic deformation occurs when a material undergoes
non-reversible changes in response to applied forces. The use of the stress-strain
curve from materials testing is similar to conditions faced by disrupted subsystems
regardless of type. Stress is the impact to the material under test, while strain is the
resulting effects of the stress.

Based on the desire of applying a consistent methodology to quantify resilience
regardless of disruption magnitude or subsystem size, the percentage of subsystem
disrupted is proposed to achieve a per unit value. The area under the curve will then
be integrated from the beginning to end of the disruptive event. Calculus to deter-
mine area under the curve is shown in Eq. (19).

Total Area under the Curve ¼
ðEr

Ei

f xð Þdx (19)

where Ei = Event initial; Er = Event restored.
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The area under the curve will then be applied to the maximum percentage of
subsystem disrupted.

Resiliency index RIð Þ ¼ 1
2

SDð Þ2
SD�Atð Þ=Anl
De�Dað Þ=Da

0
@

1
A (20)

where SD = % of subsystem disrupted; Anl = Area under the curve to
nonlinearity; At = Total area under the curve; Da = Duration of average disruption;
De = Duration of event disruption.

Protracted subsystem disruptions create stress and strain due to an inability to
complete the subsystem aim. The similarities between tensile strength test used in
materials science and the need to measure stress and strain subsystems create an
isomorphic relationship. Table 1 shows the parallels between materials science and
protracted subsystem disruptions.

The application of the modulus of resilience to a specific subsystem requires the
identification of an aim the subsystem exist to accomplish. “Without an aim, there
is no system” [21]. The aim should be quantifiable with metrics available for analy-
sis. The data must be accessible in order to serve as the basis for the resilience
calculations and will vary based on the subsystem under study. Examples include
percentage of successful operations or percentage of end users receiving service.
The next section provides an empirical example in applying the modulus of
resilience.

5. Application of the modulus of resiliency

The power industry was selected to provide an example for applying the modu-
lus of resiliency using empirical data. The aim of the electric subsystem is to deliver
electricity to all end use customers; therefore, data regarding the number of cus-
tomers out of service can be used to quantify subsystem performance. The use of
customers out of service in quantifying subsystem performance was supported by a
review of regulatory reliability metrics used by Public Utility Commissions. For
major electric utility disruptions, DOE situation reports provide customer outage
information for and are publicly available from the DOE website. One of the most
prominent events to challenge utilities is hurricane, and as a result, multiple

Materials
science.

Protracted subsystem disruption Comparisons

Stress applied Peak percent of subsystem out of
service

Percent out of service is equivalent to stress

Cross-sectional
area

Area under curve from the origin to
peak subsystem out of service

Area from zero to peak subsystem out of
service is point where curve loses linearity

Actual cross-
sectional area

Area under curve for entire disruptive
event

Represents total strain experienced by
subsystem

Change in
length

Delta between subsystem’s average
duration of disruptions and event
disruption duration

Use of change in duration accounts for the
change in length between average and
protracted event

Original length System’s average duration of
disruptions

Accounts for average non-protracted
disruptions events

Table 1.
Parallels between materials science test and protracted subsystem disruptions.
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An evaluation between two groups can result in an isomorphic application of
findings from one structure to another. This mapping between groups can yield
opportunities to apply known methodologies in an inter-disciplinary manner. The
process of verifying an isomorphism requires the identification of elements in each
structure and evaluating their equivalence. If equivalence is identified an opportu-
nity for applying the computational framework may exist. The quantification of
subsystem resilience was compared to resiliency as used in materials science. Mate-
rials science’s definition of resiliency includes the concepts of per unit volume,
maximum energy, and integration from zero to the elastic limit. The modulus of
resilience (Ur) is found from the stress-strain curve measured during the tensile
test. Stress (σ) in the stress-strain curve is “the applied force per unit original
undeformed cross-sectional area of the specimen” [20] as delineated in Eq. (15).

σ ¼ F
A0

(15)

where F = force; A0 = cross sectional area.
Young’s modulus (E) serves as a measure of stiffness for a solid material.
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And,
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“This quantity indicates how much energy a material can absorb without
deforming plastically” [20]. Plastic deformation occurs when a material undergoes
non-reversible changes in response to applied forces. The use of the stress-strain
curve from materials testing is similar to conditions faced by disrupted subsystems
regardless of type. Stress is the impact to the material under test, while strain is the
resulting effects of the stress.

Based on the desire of applying a consistent methodology to quantify resilience
regardless of disruption magnitude or subsystem size, the percentage of subsystem
disrupted is proposed to achieve a per unit value. The area under the curve will then
be integrated from the beginning to end of the disruptive event. Calculus to deter-
mine area under the curve is shown in Eq. (19).
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The area under the curve will then be applied to the maximum percentage of
subsystem disrupted.
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where SD = % of subsystem disrupted; Anl = Area under the curve to
nonlinearity; At = Total area under the curve; Da = Duration of average disruption;
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Protracted subsystem disruptions create stress and strain due to an inability to
complete the subsystem aim. The similarities between tensile strength test used in
materials science and the need to measure stress and strain subsystems create an
isomorphic relationship. Table 1 shows the parallels between materials science and
protracted subsystem disruptions.

The application of the modulus of resilience to a specific subsystem requires the
identification of an aim the subsystem exist to accomplish. “Without an aim, there
is no system” [21]. The aim should be quantifiable with metrics available for analy-
sis. The data must be accessible in order to serve as the basis for the resilience
calculations and will vary based on the subsystem under study. Examples include
percentage of successful operations or percentage of end users receiving service.
The next section provides an empirical example in applying the modulus of
resilience.

5. Application of the modulus of resiliency

The power industry was selected to provide an example for applying the modu-
lus of resiliency using empirical data. The aim of the electric subsystem is to deliver
electricity to all end use customers; therefore, data regarding the number of cus-
tomers out of service can be used to quantify subsystem performance. The use of
customers out of service in quantifying subsystem performance was supported by a
review of regulatory reliability metrics used by Public Utility Commissions. For
major electric utility disruptions, DOE situation reports provide customer outage
information for and are publicly available from the DOE website. One of the most
prominent events to challenge utilities is hurricane, and as a result, multiple
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hurricane events have data on the DOE website. Following data collection, plots can
be constructed of the electric utility response in restoring customers. The inflection
points were identified, and a yield point designated by reviewing disaster pre-
paredness data from the Capital Region Study [22]. The study indicated that 73% of
survey respondents had less than 10 days of food stored. Therefore, an event lasting
greater than 10 days would most likely result in scarcity from food spoilage and
diminished retail capabilities. With a known bifurcation and yield point, analysis
can be completed.

Hurricanes Wilma and Irma presented an opportunity to compare resiliency of
separate events in the same region. Following Wilma, the ability of several infra-
structures to recover from severe events was reviewed in the Florida region. “[M]
ore than $141.5 million has been obligated by FEMA for 119 Hazard Mitigation
Grant Program projects to build stronger, safer more resilient communities in
Florida” [23]. Florida was once again subjected to a hurricane when Irma came
ashore 12 years later. More than six million customers lost power as a result of Irma;
compared to 4 million from Wilma. Although more than a decade apart, these two
storms provide an opportunity to compare the recoveries following significant
investment in resiliency. The comparison of the two resiliency indices can present
an opportunity to calculate a cost per unit of resiliency and explore concepts such as
diminishing returns or optimization from multi-hazard investment. Multi-hazard
resiliency actions would provide an ability to address multiple HILP scenarios with
a single investment. A resiliency index for each of the scenarios would be computed
in order to create a composite change in resiliency for a given investment. The goal
of this composite approach is to provide a means for justifying highly adaptable
subsystem structures based on resiliency benefits.

The example demonstrates the process of calculating the resiliency index for a
power utility scenario and comparing the response before and after the investment
in resiliency. The values shown in Table 2 were extracted from United States
Energy Information Administration (EIA) data. The additional data points associ-
ated with 0.5 and 1.5 days were included due to nonlinearities in customer outages
associated with Hurricanes Wilma and Irma, respectively. Similarly, day 9 for
Hurricane Wilma was approximated for the purpose of this analysis. The data
required to calculate the change in length was available by collecting System

Day. % Out of service (Hurricane Wilma 2005) % Out of service (Hurricane Irma 2017)

0 0 0

0.5 34 20

1 35 40

1.5 34 64

2 31 56

3 28 40

4 21 31

5 18 20

6 12 11

7 10 7

8 9 4

9 6 1

Table 2.
Outages for Hurricanes Wilma and Irma.
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Average Interruption Duration Index (SAIDI) data. SAIDI data provides a basis for
the average duration a customer faces and can be compared to the protracted
system disruption as a change in length.

Following the collection of empirical data, the total area under the curve was
calculated by dividing the outage curve into time steps and summing the areas of
each time step as shown in Figures 7 and 8, respectively.

The study region had a SAIDI of 60 minutes and a protracted outage duration of
12,960 minutes. Therefore, the resiliency index (RI) for Hurricane Wilma is deter-
mined as shown in Eq. (7).

Resiliency index RIð Þ ¼ 1
2

0:35ð Þ2
0:12�1:758ð Þ=0:258
12, 960�60ð Þ=60

� �
0
@

1
A ¼ 16:07 (21)

The study region had a SAIDI of 57 minutes and a protracted outage duration of
12,960 minutes. Therefore, the resiliency index (RI) for Hurricane Irma is
determined as shown in Eq. (22) based on EIA data [24] (Tables 3 and 4).

Resiliency index RIð Þ ¼ 1
2

0:64ð Þ2
0:11�2:175ð Þ=0:56
12, 960�57ð Þ=57

� �
0
@

1
A ¼ 89:14 (22)

Figure 8.
Hurricane Irma restoration plot.

Figure 7.
Hurricane Wilma restoration plot.
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Change in resiliency is found by Eq. (3).

Δ RI ¼ RIfinal � RIinitial
RIinitial

¼ 89:14� 16:07
16:07

¼ 4:55 (23)

Day. % Out of service (Hurricane Wilma 2005) Area

0 0 0.085

0.5 0.34 0.173

1 0.35 0.173

1.5 0.34 0.163

2 0.31 0.295

3 0.28 0.245

4 0.21 0.195

5 0.18 0.150

6 0.12 0.110

7 0.10 0.095

8 0.09 0.075

9 0.06

Total area under curve 1.758

Area under curve to nonlinearity 0.258

Maximum % of customers out 0.350

Table 3.
Resiliency index calculation for Hurricane Wilma.

Day. % Out of service (Hurricane Irma 2017) Area

0 0 0.050

0.5 0.20 0.150

1 0.40 0.260

1.5 0.64 0.300

2 0.56 0.480

3 0.40 0.355

4 0.31 0.255

5 0.20 0.155

6 0.11 0.090

7 0.07 0.055

8 0.04 0.025

9 0.01

Total area under curve 2.175

Area under curve to nonlinearity 0.560

Maximum % of customers out 0.640

Table 4.
Resiliency index calculation for Hurricane Irma.
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The determination of a change in resiliency allows for a quantitative measure-
ment related subsystem response. The use of resiliency indices can aid in quantify-
ing the efficacy of resiliency investment.

6. Conclusions

In this chapter, a comparison to mean-based reliability was contrasted with the
use of resiliency calculations for HILP events. Resiliency calculations are required,
given the infrequent nature of protracted subsystem disturbances. Following a
review of resiliency computations, a gap analysis was used to identify the opportu-
nities for ensuring a resiliency calculation can capture the nonlinearities observed in
empirical data. Parallels are provided between the modulus of resilience construct
from materials science and an isomorphic application defined. In conclusion, an
example is presented for the power utility sector demonstrating the methods of
collecting the inputs and completing the computations. These inputs include defin-
ing the aim of the system and failure point, data collection, determination of
bifurcation point, and the use of reliability data for calculating a change in length.

The ability to calculate resiliency regardless of the subsystem or scenario can
assist in the evaluation of resiliency actions already taken or planning for new
investment. The ability to compute resiliency on a common base may also offer
opportunities to optimize investment based on interconnectedness to the subsys-
tems which yield the greatest improvement. A more integrated approach may lead
to increased systemic resiliency as opposed to more common heuristics-based
subsystem specific approaches. The proposed method more closely adheres to the
ontological and conceptual frameworks associated with initial references of resil-
iency. Furthermore, subjective inputs are avoided increasing the replicability and
repeatability of associated research. By acknowledging a yield point specific to the
aim of the subsystem, results from the resiliency index better represent the out-
comes of real-world subsystems. Lastly, bifurcating the event curve allows the onset
characteristics of the disruptive event to normalize the resiliency performance
metric.

Further research on the distribution of events by type will be conducted to
validate the anecdotal evidence regarding common cause and special cause events.
This additional data will assist in the development of statistics for assessing the
correlation between increasing interdependence and HILP events for critical sub-
systems. In order to test a wider array of empirical data sets, resiliency indexes will
be calculated using both historical and future HILP event data. The results of these
analyses will be used to continually evaluate the efficacy of the metrics and identify
opportunities for enhancements.

Acronyms

HILP high impact, low probability
MTBF mean time between failure
MTTF mean time to failure
MTTR mean time to repair
DOE department of energy
FEMA Federal Emergency Management Agency
EIA energy information administration
SAIDI system average interruption duration index
RI resiliency index
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nities for ensuring a resiliency calculation can capture the nonlinearities observed in
empirical data. Parallels are provided between the modulus of resilience construct
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Chapter 3

Condition-Based Maintenance
for Data Center Operations
Management
Montri Wiboonrat

Abstract

This chapter presents data center operations management by giving four case
studies of power distribution systems (PDS) of data centers (Tier I, Tier II, Tier III,
and Tier IV). The four topologies of PDS have defined by the design of single points
of failure and redundant equipment and systems. The concepts of Mean Time
between Failures (MTBF) and Mean Time to Repair (MTTR) apply during PDS
design for reduced system downtime. Moreover, MTBF and MTTR use for estimat-
ing system availability of each Tier classification. Human factors consider as critical
part of data center operations that need to quantify and qualify on knowledge and
skills such as certified levels. For sustainable data center operations, the new soft-
ware for data center operations called Data Center Infrastructure Management
(DCIM) has deployed for monitoring and controlling entire system operations that
interact among system of systems and human interfaces by deployed condition-
based maintenance (CBM) as preventive and predictive conditions. Moreover,
CBM performs as long-term cost saving for total cost of ownership (TCO) and
energy efficiency.

Keywords: data center, condition-based maintenance, DCIM, power distribution
systems, operations management

1. Introduction

Any system fault of data center is decreasing in total system performance when
consider with the minimum requirements of system specification. Therefore, the
fault may incur from many reasons such as design error, erroneous installation,
machine malfunctions, device defectiveness, miss operations, human error, over
operating conditions, or an amalgamation of all of those incidents. In case if the
error is not detected within a timely manner and correct response, system failure
may happen. Mostly, data center downtime had occurred from cascading failure
from devices to sub-system and system. As the results, preventive and predictive
mechanism probe to detect the error before it become a failure. The best practice of
data center operations, corrective maintenance is not acceptable, for instance in
case of New York Stock Exchange in 2015, within the 4 hours downtime, after an
upgrade failed, at the stock exchange will result in the consequence of one’s action
at least $2.5 million per hour. The data center downtime is not only costly in
financial compensated but also ruin reputation that sometime cannot be evaluated.
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case of New York Stock Exchange in 2015, within the 4 hours downtime, after an
upgrade failed, at the stock exchange will result in the consequence of one’s action
at least $2.5 million per hour. The data center downtime is not only costly in
financial compensated but also ruin reputation that sometime cannot be evaluated.
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The research from Ponemon Institute [1] reports that the total average cost of data
center downtime soared by 38 percent in 2010 from $505,502 to $740,357 per
unplanned downtime in 2016. Thereby, to evade these costs of data center down-
time; they require deploying more procedures of intensive training and operations,
modern maintenance strategies, and experiencing data center’s operators.

Downtime costs are a part of operating expenditure (OPEX) subject to lawsuit or
penalty costs that result of any incident. The legal punishment can avoid by PPM
approach or called insurance investment, that help reduce TCO in long-term
operations. TCO consists of the sum total of operational and capital expenses
involved in erecting and maintaining a data center. PPM approaches is not just only
protecting downtime costs but also preventing reputation costs of the company that
may not be estimated.

The traditional approach to avoid a downtime is applying the action plan
through time-based maintenance (TBM). This means that the maintenance team
plan for maintenance or upgrade systems by monitoring and controlling up on the
schedule time of weeks, months, or annually based on the supplier’s recommend.
Moreover, TBM approach prevents the system downtime by following these main-
tenance schedules; regular inspection, easy to deployment, no condition monitoring
needed; decision-maker control (maintenance age or MTBF) maintenance
performed when the device reaches MTBF. On the other hand, the condition-based
maintenance (CBM) strategic approach relies on an online/offline data collection
and continuous measurable condition of devices or systems entirely during they are
executing. By applying sensor devices and tools, gathering information that can
perform to establish database system for trend analysis, gathering information
prediction, and estimated remaining useful lifetime (RUL) of a device or system.
The CBM takes action when reaches over the condition of the measurable point that
system performance is directly degrading or most likely failure. A prognostic
approach of online performance monitoring needs for the throughout degrading
processes, from the outset of the system design, installation, operations, and until
system failure. This difference approach from scheduled intervals recommends
with preventive maintenance.

Since 21st century, the technological advancement, data-driven approach to PDS
is predictable and precise. For this reason, many of these data center outages can
avoid or mitigate with the properly maintenance approaches and deploying sensing
technologies. Predictive maintenance is the complementary of preventive mainte-
nance. Predictive maintenance imposes on the device working condition and track-
ing operating environment before system breakdown happens. With online
condition monitoring system, the predictive maintenance takes action when the
deterioration level M reached. (Decision variable: M/threshold deterioration level).

In this research, researcher proposes the preventive and predictive maintenance
(PPM) which determines the CBM as systematic strategy of data center operations
and maintenance. Use case examples of PDS of data center had examined to ensure
their proper functionality and to reduce their deterioration rate. PPM approach can
insure devices, sub-systems and systems operating safety, operate as their func-
tional reliability and efficiency, reduce failure rates, and prevent unscheduled
downtimes.

2. Background

2.1 Preventive and predictive maintenance

Preventive maintenance implies to regular maintenance or TBM that maintains
devices and systems up and operating as normal condition, prevent any unplanned
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downtime, uneconomical costs from unpredicted system failure, and preserve the
operation running efficiency and effectiveness.

CBM comprehends as predictive maintenance. It is a useful mechanism of stra-
tegic approach for preventive maintenance that collaborates with monitoring and
controlling conditions of critical devices and equipment parameters. This process
will operate in order to predict device failure, to assess the RUL, and to avoid
system risks, which could be happened if minimum conditions are exceeded. This
strategy demonstrates the economical savings over observation of lessons or time-
based preventive maintenance, because exertion will execute only when
guaranteed.

A RUL defines based on the maintenance policy for single unit deteriorating
system that all conditions are continually monitoring with deploying A-B-C analysis
to device criticality build up on early successful diagnostics. The A-B-C analysis will
diagnose and categorized level of system maintenance into 3 groups; reactive main-
tenance and excessive repairs and failures; proactive maintenance; and excessive
PM and no failure and no repairs [2], as presented in Figure 1.

2.2 Condition-based maintenance

The CBM imposes as the predictive maintenance strategy, which executes device
or system maintenance based on setting up conditions, performance, parameter
monitoring and the subsequent actions before device or system failures happened.
The CBM is a maintenance pattern that advises for maintenance decisions refer to
the data and information collecting from condition monitoring system processes.
During operating condition, CBM is executing as monitoring appliance through
sensing device, which can gauge parameter based on various monitoring attribute s,
for example temperature, humidity, vibration, noise levels, contaminants, CO2 and
CO scale, and lubricating oil concentration. The usefulness of CBM is the applica-
tion of the condition monitoring process, where the signals and data are online
monitoring by applying many types of sensors inform of wire and wireless technol-
ogies. The core of CBM is executing in a real-time assessment of devices and
systems conditions in order to analyze all data to perform the decision analysis for
maintenance conditions and solutions, while reduces an planned or unplanned

Figure 1.
Total maintenance related costs.
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downtime, eliminates unnecessary maintenance, and cuts related costs. Thereby,
maintenance activities require only when they need after the decision analysis for
maintenance conditions such as repairs or replacements before the failure [3].

There are various techniques and technology to implement for data collecting,
processing, diagnostics, and prognostics for performing CBM through the system
performance operations. Lee (1998) [4] describes CBM strategic approach into
three scenarios: data-driven, model-based, and knowledge-based.

First, the data-driven scenario has applied historical and statistical data to com-
prehend a numerical model of systematic determinants such as mean time between
failure (MTBF), mean time to repair (MTTR), and maximum tolerable period of
disruption (MTPD) [5]. However, this scenario has depended on the accuracy of
sensing devices, operational data, data interpretation, and perceived condition of
stressful situation.

Second, model-based scenario has deployed an analytical algorithm such as
simulation modeling to demonstrate the system reliability, system degradation, and
system efficiency. Mostly, this m0del-based need high-level application software
for simulated models such as MATLAB or reliability block diagram (RBD).

Last, knowledge-based scenario has depended on human experience by applying
from the past real case based analysis or deriving data from the past project infor-
mation related to data collecting, gathering, analyzing, decision, and execution.
Moreover, they are systematic approach of engineering knowledge and mainte-
nance attention to system facilities to guarantee their proper functions and to
reduce their deterioration rate. Sometime knowledge-based can be perform through
machine learning or AI in the future.

CBM approaches provisioning load or trend profile the earliest probable predic-
tion of device or system failure, with optimal advantage by reduced maintenance
time, labor and inventory costs, eliminated downtime, increased device or system
life, and cut capital expenditures. The P-F Curve in Figure 2 depicts the perfor-
mance condition of device or system, which declines overtime series, this condition
leads to functional failure or potential failure. The CBM system is an on-line mon-
itoring, controlling, and inspecting that prepare the greatest P-F Intervals, which
are scarcely interrupting than traditional TBM. This helps inspector for a planning

Figure 2.
Optimization the P-F interval under CBM method [6].
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for downtime inspections. The process and routine of inspection defines as differ-
ence in the length of time manner, therefore it creates the utility of the P-F Interval.
The evasion of off-line inspections, which frequently cause of data center downtime
and ruin reputation, can apply CBM methods for economically feasibility. The most
usually applied techniques of CBM monitoring are:

• Lubricant Sampling and Analysis

• Corrosion Monitoring

• Motor Current Analysis

• Acoustic Emissions Detection (e.g., ultrasound)

• Vibration Measurement and Analysis

• IR Thermography

• Process Parameter Trending (e.g., flows, rates, pressures, temperatures, etc.)

• Process Control Instrumentation (measurement and trending)

• Visual Inspection (look, listen and feel).

2.3 Data center reliability

Data center reliability is reinforced by creating redundant topology to each
system such as utility supplies, backup power supplies (generators and UPSs), fiber
optic communication connections, networking connectivity, environmental con-
trols, and security devices. The report from Emerson [7], as presented in Figure 3,
is described some critical devices that related to system failure. The racking top 3
incidents are UPS battery, over capacity of UPS, and human error.

The prognostics method, the condition monitoring process can be performed
either continuously or periodically. Sensing devices and data collection systems may
be required for continuous monitoring through DCIM [8, 9]. Graphically, how the
prognostics method performs is demonstrated in Figure 4. The deterioration trend
of the device condition is represented via the horizontal and vertical axes, which
present the operating times, trend monitoring, condition levels, and forecast point

Figure 3.
Root causes and failure analysis inside data center operations.
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respectively. The failure limit line determines the borderline between the operating
and failure zones. If the forecasted trend line reaches or exceeds the failure limit,
appropriate maintenance may be planned and scheduled ahead of time before the
forecast point [10]. The ability to predict the future deterioration trend is the core
of the prognostics method in the preventive maintenance strategy.

PPM can be defined as a strategic approach to improve the availability and
reliability performance of a particular data center device or system. CBM is one type
of PPM that extrapolates and predicts device or system condition over time, utiliz-
ing probability equations to assess and predict the downtime risks.

How to prevent those courses of data center failures? First, redundant system
design is the first solution to prevent primary failure while selected devices and
systems with highest MTBF rate is other best option. Uptime Tier Classification [11]
and BICSI-002 [12] are classified the solution to prevent against the causes of
failure. Figure 5 presents the level of prevention of Uptime that Tier 4 is the highest
level and Tier 1 is the lowest level of system protection while Table 1 represents
the level of prevention of BICSI 002 that Class F0 is the lowest level and Class F4 is
the highest level of system protection respectively. The annual allowable planned
for maintenance is the crucial factor to prevent data center downtime.

Figure 4.
The principle of the prognostics method.

Figure 5.
Uptime data center tier classification.
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System/
class

Class F0 Class
F1

Class F2 Class F3 Class F4

Description Single path without any
one of the following:

alternative power source;
UPS; proper IT Grounding

Single
path

Redundant
component/
single path

Concurrently
maintainable and

operable

Fault
tolerant

Utility Single feed Single
feed

Single feed 1 source with 2 inputs of
1 source with single

input electrically devise
from backup generator

input

Dual feed
from

different
utility

substations

Topology N or <N N N + 1 N + 1 2 N, 2
(N + 1)

Redundancy No requirement N N N + 1 Greater
than N + 1

Generator
fuel run time

No requirement 8 hrs. 24 hrs. 72 hrs. 96 hrs.

Impact of
downtime

Sub-local Local Regional Multi-regional Enterprise
wide

Annual
allowable
planned
maintenance
(hours)

>400 100–
400

50–99 0–49 0

Availability
as %

>99.00 99.00–
99.90

99.90–
99.99

99.99–99.999 99.999–
99.9999

Table 1.
BICSI 002 system reliability classification.

Figure 6.
Condition failure mode of power distribution systems in data center.
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For reinforcement of system reliability, the Class F4 and Class F3 are designed for
system reliability of PDS for 2(N + 1) and 2 N or N + 1 topology respectively that
help more robust on CBM for tolerant maintaining operations with minimal down-
time effect to entire system.

Second, how deep to understand consequence of device/system protection of
power distribution system. The failure mitigation map illustrates, for each primary

Figure 7.
Zone preventive approach for CBM.
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failure, the extent to which that failure is mitigated by functional redundancy (or
some other design consideration) to prevent it from acting as a single point of
failure [13]. A protection design of system reliability for data center can be classified
to three stages, which imply as the sources of power protection, as demonstrated in
Figure 6.

Stage 1: On normal condition, data center is operating with power utility sources
as primary power.

Stage 2: On utility outage condition, at short duration with less than <0.5
millisecond to 15 second UPS with flywheel systems can capable handle critical IT
loads immediately, while the UPS with battery systems will continuous take action
to protect critical IT equipment after flywheel already discharged within 30 sec-
onds. The design capacity of batteries loads is depended on critical IT application
and equipment needs, mostly designer or consultant has designed for 15 to
30 minutes. This important information must be given for IT team and data center
consultant for calculation design for predicted solution for critical loads [14].

Stage 3: During operation of Stage 2, generator will start after detected utility
outage within 12–15 seconds, if the power utilities still not recover on normal
function, after generator control sensor detected utility outage within 15 seconds
power standby system is already to takeover load from Stage 2 (UPSs).

Last, power distribution system of data center designs for isolating and dividing
CBM into 4 groups or zones: Zone 0, Zone I, Zone II, Zone III, and Zone IV, as
presented in Figure 7, by:

Zone 0: Utilities (2 N) Preventive Approach, CBM can be performed to utility
service level agreement (SLA) and remote monitoring and controlling.

Zone I: Generators 2(N + 1) Preventive Approach, CBM can be performed to
software DCIM and main contractor SLA or 3rd parties contract for SLA.

Zone II: UPSs 2(N + 1) Preventive Approach, CBM can be performed to software
DCIM and main contractor SLA or 3rd parties contract for SLA.

Zone III: Dual Power Paths (2 N) Preventive Approach, CBM can be performed
to software DCIM and main contractor SLA or 3rd parties contract for SLA.

Zone IV: Load Shedding Preventive Approach, CBM can be performed to soft-
ware DCIM and in house training to handle load shedding (within 10 minutes),
main contractor SLA or 3rd parties contract for SLA.

3. Research methodology

The power distribution system (PDS) of data center has exanimated as case
studies for this research. They are 4 topology prototypes of Uptime (Tier I, Tier II,
Tier III, and IV) and 5 topology prototypes of BICSI (Class F0, F1, F2, F3, F4) of
demonstration on operations and maintenance management. Plan-Do-Check-Act
(PDCA) has been applied through PPM model. This process has established more
data collection from earlier cycles as the same time this process has certified data
training for fault diagnostics and prognostics. The fault diagnostics perform
through auto-discovery in DCIM software. StruxureWare software [15] had
deployed as auto-discovery subject to ability to detect a device, model it and mea-
sure that relevant data points of that equipment. PPM approach has examined by
system flow diagram (SFD), as depicted in Figure 8.

The SFD begins with data collection from sensing devices at condition monitoring
state; data processing and data analytic; feature selection to form statistic modeling
before pass through fault diagnostics and prognostics. Output of prognostic process
constructs data set and transfers to estimate RUL for input data for predictive main-
tenance [16]. Predictive maintenance and CBM are synchronized processing with the
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failure, the extent to which that failure is mitigated by functional redundancy (or
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The SFD begins with data collection from sensing devices at condition monitoring
state; data processing and data analytic; feature selection to form statistic modeling
before pass through fault diagnostics and prognostics. Output of prognostic process
constructs data set and transfers to estimate RUL for input data for predictive main-
tenance [16]. Predictive maintenance and CBM are synchronized processing with the
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same data set from RUL and providing data set loopback to the outset of data
collection and condition monitoring as plan-do-check-act (PDCA) continuous pro-
cess. The PPM produces data set for CBM database at the first round and the next
rounds will generate data training for fault diagnostics, prognostics and predictive
maintenance. CBM can leverage as the strategic approach to guarantee the availability
of the entire PDS of data center by monitoring from the device level down as trans-
formers, generators, transfer switches, breakers and switches, UPSs, batteries, PDUs,
and PSUs. CBM will manipulate as recursive function of data collection process.

The PDS of data center Tier IV had deliberated as maintenance model manage-
ment (MMM) for constructing CBM of PDS, as illustrated in single line diagram of
Figure 9. The critical devices and systems, which simulate to MMM all data derive
from IEEE 493 Gold Book [17] and former research models of Wiboonrat [18, 19].

The devices and systems list, in Table 2, presents the quantifying characteristics
of unit produced per year, number of failure, failures rate per year, MTBF, and
MTTR. The following list of power devices in Table 2 (active and supported distri-
bution path) concentrates on the online monitoring data, which desire as input data
for CBM and prognostic process for RUL [20].

The power reliability assessment of PDS needs to measure throughout the over-
all statuses of the PDS devices and systems of data center that comprise as the
following [21]:

• Transformer

• Entrance switchgear

• Automatic transfer switch (ATS)

• Diesel generator

• Uninterruptable power supply (UPS)

Figure 8.
PPM system flow diagram of data center operations management.
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• Leaded acid batteries

• Distribution switchgear

• Power distribution unit (PDU)

• Rack-Power supply unit (PSU)

The capacity analysis of power systems has investigated to diagnose and analyze
of all power devices and systems as above list. The MMM designs to perform as
PPM of PDS of data center Tier IV. All critical devices have been derived data set of

Figure 9.
Single line diagram of PDS of datacenter tier IV.
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MTBF and MTTR from IEEE 493 [17] for each category as represented in Table 1.
This method is defined the set-points of P-F curve according to the points where
failure starts to occur and point where operators can find out that devices or
systems are revealed the failing point (potential failure) because CBM is moving
point P (potential failure) to the earliest time possible, the condition is to maximize
the P-F interval [22].

4. Preventive and predictive maintenance

According to the data center operations and maintenance under PPM, online
condition-monitoring systems are the best scenario by deploying DCIM software.
The DCIM design of the PDS is option from reducing long-term operating costs and
complexity. The efficient DCIM is being evolution to the automatic processes as the
critical success factor for maintaining downtime. By self-diagnosis of DCIM, PDS
devices and systems can track age, operating hours, working statuses, warning
alarms, MTBF, MTTR, and the last modified or upgraded by who and when.

In this deliberation, researcher has installed StruxureWare [15], a DCIM soft-
ware from Schneider Electric as sensing instrument for data collection.
StruxureWare performs as points of online data collection by measuring all values
at set points on the devices or systems, as shown in Figure 10. These data are online
and real-time verifying with outset-determined data from CBM database to impose
the critical levels as basic criteria. Control levels (before critical level) are ordinarily
imposed for apprising automatic warnings before system shutdown. The types of
automatic warning are depending on the severe consequence of the cascading
failure. It has a process to send warning message to each personal mobile or e-mail
by configuration. The foundation of StruxureWare is relied on transducers, sensors,
networking and intelligent electronic devices (IED) for collecting data throughout
the PDS in data center devices [23].

Category Class Unit/
year

Failures Failure rate
(failures/
year)

MTBF (hrs.) MTTR
(hrs.)

E38-113 Transformer, dry, air cooled,
>1500 kVA < =3000 kVA

840.20 0.00 0.00 14,432,242.40 0.00

E36-230 Switchgear, insulated bus,
>5 kV, all cabinets, ckt. bkrs.

not included

732.50 3.0 0.00 2,139,024.00 37.33

E34-110 Switch, automatic transfer,
>600A

690.30 22.00 0.03 274,853.50 1.64

E18-121 Diesel engine generator,
packaged, 250 kW to 1.5 MW,

continuous

266.00 115.00 0.58 15,033.80 25.74

E39-200 UPS, small computer room
floor

426.40 4.00 0.01 933,708.00 2.00

E2-120 Battery, lead acid, strings 3215.30 24.00 0.01 1,173,590.30 32.13

E36-210 Switchgear, insulated bus, <
=600 V, all cabinets, ckt. bkrs.

not included

322.70 0.00 0.00158 5,543,247.10 0.00

Table 2.
IEEE 493 active equipment MTBF.
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4.1 CBM model for StruxureWare (DCIM)

Tracking the increasing probability of future failure of device or system is
primary function of CBM. Extrapolating and predicting system condition over time
will help to analyze particular devices that could possibly to have defects requiring
repairs. A CBMmethod also diagnoses, through statistics and data, which devices or
systems most likely will remain in acceptable condition without the requirement for
maintenance.

Figure 10.
Data collection from PDS of data center tier IV.
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4.1 CBM model for StruxureWare (DCIM)

Tracking the increasing probability of future failure of device or system is
primary function of CBM. Extrapolating and predicting system condition over time
will help to analyze particular devices that could possibly to have defects requiring
repairs. A CBMmethod also diagnoses, through statistics and data, which devices or
systems most likely will remain in acceptable condition without the requirement for
maintenance.

Figure 10.
Data collection from PDS of data center tier IV.
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Since, Uptime Institute [11] and BICSI [12] have defined the data center
Tier IV and Class F4 as the standard design for the data center site availability at
99.995 percent. The investigation of system reliability of PDS data center is an
objective for this research model. Researcher has designed 12 sensor points by
installed IED devices for data collection points throughout the PDS of data center
[24]. The StruxureWare had installed and applied the concept of CBM to verify
PDS of data center in only one single line diagram. Each devices and systems are
differed functions in electrical and mechanical design proposes. Therefore, each
device and system needs different location for installing and collecting data at
the level of physical contact. All IED data collection must be measured in term
of instantaneous and trending of all electrical status such as voltage, amperage,
phase, total harmonic distortion (THD); and mechanical status; alarm,
vibration, noise, temperature, leakage, oil level or other status; equipment
aging, run-time, failure history, degradation percentage, abnormal events [25],
as presented in Figure 10.

This CBM design proposes for extending P-F interval. StruxureWare shows data
collecting from the last point at critical application server zone or Rack PSU, as
depicted in Figure 11.

This helps data center administrator realizes the current power conditions when
compares (Left PSU is 0.5 kW and Right PSU is 1.3 kW) to the maximum power
capacity of each rack (4 kW) such as voltage, ampere, frequency, phase balance,
temperature of the rack, space of rack available, and the last time audit. Moreover,
this monitor from the device level up, from PSUs of each server to discover idle
servers that are quietly draining power and taking up space.

The research presuppositions are:

1. If the failure status befall after device aging or MTBF and StruxureWare has
detected and the administrator team can repair it before component failure,
thereby system failure cannot be occurred

2.If the failure status befall before device aging or MTBF and StruxureWare
detected and the administrator team can repair it before component failure,
thereby system failure cannot be occurred

Figure 11.
Data collection from rack PSU of data center tier IV by StruxureWare.
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3.Replacement of parts, changing lubrication or changing spare parts could be
executed during operations as supplier’s recommendation for critical devices
without interrupting system operations (Concurrent Maintenance)

4.Extending aging for non-critical devices benefits when move point P
(potential failure) to the earliest time possible maximizing the P-F interval
before it has failed (functional failure).

4.2 Value and status of data collections

4.2.1 Value and status from condition monitoring systems

Field data collection is the beginning of CBM process. As the single line diagram
of PDS of data center appointed 12 equipment installations for StruxureWare by
set-point value as specify in Table 1, and status monitoring as specify in Table 3.

The maintenance set-point value at the beginning refers from IEEE 493, MTBF,
plus condition of P-F interval. Mostly, device status condition comes from supplier
data sheet’s for maintenance. Both of data collection sources are sending to
StruxureWare, which intends for manipulating after; condition monitoring and
data collection process; and data processing and signal processing. DCIM will exe-
cute function selection as operator’s requirement and create statistic modeling for
fault diagnostics and prognostics for calculating RUL. All data collection will input
through the predictive maintenance function for setting up the new value and
status as the beginning of condition monitoring, PDCA process, as represented in
Table 3. Almost 12 months of data collection by StruxureWare and PPM model,
there are no blackout in PDS of data center Tier IV. No blackout does imply no any
device or system failure but Tier IV topology designs as fully redundancy 2(N + 1),
therefor, some devices or systems can be failure but the other still perform without
system interruption. The StruxureWare can detect and discover before sending
information to administrator team to repair it under MTTR condition. Because data
center Tier III is designed as 2 N and Tier IV is designed as 2(N + 1) topology. It
allows more fault tolerance to devices and systems failure. The system warning
occurs a few times but data center administrator can fix the problems by warning
instruction from StruxureWare monitor guides. The StruxureWare has designed for
easing to understand and predict any device or system failure and resolve it before it
fails, which implies CBM help decrease planned and unplanned downtime, labor
hours, and spare part inventory, while increases throughput of system productivity.
Moreover, CBM supports the provision and early warning system for all devices and
systems failure functions, StruxureWare has capable to controls inventory level
much more effectively and no need as many emergency spare parts [26].

4.2.2 Value and status from idle servers

Idle server is a physical server that is still running but has no perform any
computing resources or any transaction processing, that it consumes power but is
serving no useful purpose. The Uptime Institute survey reports around 30 percent
of global data center servers are either underutilization or completely idle. This
server can consume power an impressive 175 watts when it is idle mode. A survey of
server PSUs [27] reports the range of efficiency related to load of PSUs, as illus-
trated in Figure 12.

In the red zone, power loaded of PSU is lower than 20 percent the efficiency
drops off precipitously. In the yellow zone, 20–40 percent, PSU efficiency begins to
drop but typically exceeds 70 percent. In the green zone, the PSU operates above 40
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percent loaded, where their efficiency is at or above 80 percent. At idle mode,
current servers still draw power about 60 percent of peak load electricity. In normal
data center operations, average server utilization is only 20–30 percent [27]. Now
data center operators deal with growing cost restraints and energy efficiency goals,
it is become primal objective to identify and eliminate these severs promptly.
Table 4 shows the saving costs due to idle power draw of each server per year
compare to range of cost of electricity per kW/hour.

Locating and identifying an idle server is performed function through DCIM
solution. The DCIM applies database from field data collection is the beginning of
CBM process at device level of PSUs and PDUs. The DCIM and intelligent PDU can
give data center operator the insights which data need to gain complete control
of power usage, load profile or utilization of servers, and cost-efficiency IT
environment.

5. Results and discussion

After design the single line diagram of PDS, in Figure 10, all main devices and
systems had monitoring through IT sensing devices such as transformer, entrance
switchgear, automatic transfer switch (ATS), diesel generator, uninterruptable
power supply (UPS), leaded acid batteries, distribution switchgear, power distri-
bution unit (PDU), and rack-Power supply unit (PSU), for measurement of the

Figure 12.
Power supply efficiency.

Power supply size (Watts) 400 400 400 400 400

Idle power draw (kW) 0.6 0.6 0.6 0.6 0.6

Power waste (Watts) 240 240 240 240 240

Hours per year 8760 8760 8760 8760 8760

Cost of electricity per kW/hr ($) 0.08 0.1 0.12 0.14 0.15

Savings ($) 168.19 210.24 252.29 294.34 315.36

Table 4.
Idle server and electricity costs.
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percent loaded, where their efficiency is at or above 80 percent. At idle mode,
current servers still draw power about 60 percent of peak load electricity. In normal
data center operations, average server utilization is only 20–30 percent [27]. Now
data center operators deal with growing cost restraints and energy efficiency goals,
it is become primal objective to identify and eliminate these severs promptly.
Table 4 shows the saving costs due to idle power draw of each server per year
compare to range of cost of electricity per kW/hour.

Locating and identifying an idle server is performed function through DCIM
solution. The DCIM applies database from field data collection is the beginning of
CBM process at device level of PSUs and PDUs. The DCIM and intelligent PDU can
give data center operator the insights which data need to gain complete control
of power usage, load profile or utilization of servers, and cost-efficiency IT
environment.

5. Results and discussion

After design the single line diagram of PDS, in Figure 10, all main devices and
systems had monitoring through IT sensing devices such as transformer, entrance
switchgear, automatic transfer switch (ATS), diesel generator, uninterruptable
power supply (UPS), leaded acid batteries, distribution switchgear, power distri-
bution unit (PDU), and rack-Power supply unit (PSU), for measurement of the

Figure 12.
Power supply efficiency.

Power supply size (Watts) 400 400 400 400 400

Idle power draw (kW) 0.6 0.6 0.6 0.6 0.6

Power waste (Watts) 240 240 240 240 240

Hours per year 8760 8760 8760 8760 8760

Cost of electricity per kW/hr ($) 0.08 0.1 0.12 0.14 0.15

Savings ($) 168.19 210.24 252.29 294.34 315.36

Table 4.
Idle server and electricity costs.
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instantaneous and trending of all electrical status; voltage, amperage, phase, total
harmonic distortion (THD); and mechanical status; alarm, vibration, noise, tem-
perature, leakage, oil level or other status. All data collection had recorded through
DCIM system for define set-point or condition-based maintenance (CBM) of each
critical device and system to prevent potential failure or P-F Curve. The results
from installed and operations data center with StruxureWare software show system
warning of DCIM reduce data center operator time in day-by-day to fine out root
causes of the problems such as location of devices or systems, history condition of
operations device, with device is broken first and cascading failure to which system,
and more easy for operator to make decision with completely information for future
provision.

6. Conclusions

Total cost of ownership (TCO) is an excellent measure of the value of data
center uptime. System uptime is momentous for the success of mission crucial for
data center business. More data center uptime defines lower operating costs and
higher customer satisfaction and trust. Data center downtime leads to high TCO due
to issues such as increased penalty costs, recovery data and systems costs, and
reputation costs. The data center Tier IV proposes for high system reliability by
applying fault tolerance topology or fully redundancy 2(N + 1) strategy. Conse-
quently, during operations and maintenance they needs fully fault protection from
system failure. Therefore, preventive and predictive maintenance (PPM) has con-
sidered for monitoring and detecting all possible potential devices and systems
failures before data center failure happened. In this research chapter, The
StruxureWare as a DCIM software has deployed for PPM model to eliminate PDS
downtime and trace the idle servers. The benefits of data center system mainte-
nance when deployed DCIM properly are reduced downtime costs, increased
uptime productivity, eased for online and real time management, reduced inven-
tory costs, reduced fix costs in long-term operations and maintenance. The
condition-based maintenance (CBM) has the advantage to deal with 2 crucial
determinants, detecting error or faults before devices or systems failure (MTBF)
and predicting the time between maintenance processes and time to repair (MTTR)
while impacts on saving penalty costs of downtime, saving labor hours, inventory
costs, increasing data center uptime, and reducing overall TCO.
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center uptime. System uptime is momentous for the success of mission crucial for
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failures before data center failure happened. In this research chapter, The
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downtime and trace the idle servers. The benefits of data center system mainte-
nance when deployed DCIM properly are reduced downtime costs, increased
uptime productivity, eased for online and real time management, reduced inven-
tory costs, reduced fix costs in long-term operations and maintenance. The
condition-based maintenance (CBM) has the advantage to deal with 2 crucial
determinants, detecting error or faults before devices or systems failure (MTBF)
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of a Computerised Maintenance 
Management System
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Abstract

Those involved in maintenance operations are enjoying the benefits of information 
and communication technology in the planning and management of maintenance 
activities, resource management and planned production. In the digital space, the 
computer-based operating systems, commonly referred to as computerised mainte-
nance management systems (CMMSs), enable quick and effective communication 
between stakeholders, facilitate improved planning, easy access to historical data, 
reporting and performance improvements of the maintenance function. However, 
success in the use of CMMSs depends on the human capacity of the users of the 
system. In practice, many organisations use the CMMS tool for planning, opera-
tions management and reporting, without the aid of detailed analysis of operational 
information in the CMMS database. They fail to harness all the possible benefits. 
Three case studies were used to illustrate the situation. Two of them refer to academic 
institutions and the third is a manufacturing company. In the academic institutions, 
the CMMS was used for maintenance planning, management and periodic reporting. 
The manufacturing company included analysis of the information in the operational 
database, which culminated in identifying the level of the reliability of machines in 
the production network through benchmarking. The conclusion is that the quality of 
the human capacity enables organisations to harness and make maximum use of the 
potentials inherent in typical CMMS software.

Keywords: analysis of operational information, benchmarking,  
computerised maintenance management systems, effective communication, 
reliability of machines, reporting

1. Introduction

Maintenance operations have over time continued to evolve and, in the digital 
age, are maximising the opportunities offered through the application of information 
and communication technology. ‘Information systems that support maintenance 
functions are referred to as Computerised Maintenance Management Systems 
(CMMSs)’ ([1], p. 269). Some of the objectives of a ‘CMMS are effective maintenance 
of machines, rational asset management, and consequently higher productivity 
of a company’ ([2], p. 277). The application of CMMSs in maintenance manage-
ment allows the effective documentation of maintenance operations, planning 
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ment allows the effective documentation of maintenance operations, planning 
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and execution of maintenance operations, communication of periodic reports to 
stakeholders, analysis of operational history and the development of performance 
improvement strategies. Typical CMMS software contains different modules, 
which enable the maintenance operatives to execute different activities. Some of the 
operational modules include asset management, work order management, preventive 
maintenance management and inventory control and report management [1]. Others 
include service management, contract management, materials management and 
procurement management [2]. Any or multiple modules can be activated, depending 
on the quality of the human capacity of each organisation. They can be used for the 
planning and execution of scheduled operations and the development of functional 
periodic reports. It can also be used for the analysis of the operational history and for 
the development of performance improvement strategies. Therefore, the continuous 
explorative use of the content of a CMMS tool in maintenance operations enables 
the maintenance unit to achieve the ‘just-in-time’ (JIT) response to a maintenance 
request, address the problem and restore the facility or machine to functional use [3]. 
Achieving JIT facilitates a reduction in the cost of maintenance, a reduced duration in 
repair time and consequently the length of downtime, achieves improved customer 
satisfaction and improvements in production. Improvements in JIT require the delib-
erate action of collecting and analysing the data of maintenance operational history 
and the subsequent development of performance improvement strategies. This cycle 
of operations is in tandem with the requirements of smart maintenance [4].

The focus of this chapter is to explore the vast potential of typical CMMS software 
and to show that this vast potential can be harnessed in each module. The use of 
CMMSs in three maintenance units serves as an illustration of how the potential of 
CMMSs is being harnessed or neglected. The chapter covers the literature review in 
Section 2, which highlights the use and potential of a typical CMMS, and progresses 
to Section 3, which explores the place of the case study research strategy in qualitative 
research. Section 4 provides information on the research findings and their discus-
sion, while Section 5 provides the synthesis of the content of the chapter in the form 
of conclusions and recommendations.

2. Literature review

A literature review provides the platform for researchers to explore and evaluate 
their efforts against previous research endeavours to harness existing information, 
models and methodologies. The literature reviewed here provides general informa-
tion on CMMSs and its use in maintenance planning, operations, periodic reports, 
performance improvements and benchmarking.

2.1 Computerised maintenance management systems

The concept of maintenance has transformed over time. In the past, mainte-
nance was the act of replacing a broken component in a process, machine, or facility 
[5]. However, maintenance is now considered as a vital component in the complex 
management process and is associated with several organisational processes like 
production, quality, environment, risk analysis and safety [6]. Considering that 
maintenance is an important function of organisations, maintenance management 
requires a multidisciplinary approach with a business perspective and the use of 
digital technology [7]. Adopting computer systems to support maintenance opera-
tions is commonly referred as Computerised Maintenance Management Systems 
(CMMSs) [1]. CMMSs allow the effective documentation of maintenance opera-
tions, communication of scheduled activities, enhance the ability to develop and 
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monitor the forward planning and execution of maintenance operations. Typical 
CMMSs have assigned a set of functions and applications, including asset manage-
ment, work order management, preventive maintenance management, inventory 
control and report management [1]. It also includes service management, contract 
management, materials management and procurement management [2]. Each 
of these functions is represented as specific modules in a typical CMMS software 
package and each module is activated according to the need and human capacity 
of the organisation. Many of the systems available in the market do not perfectly 
match the specific requirements of some organisations. Therefore, they prefer to 
develop their own software or buy commercial packages and activate the modules 
of interest [1].

The introduction of CMMSs in maintenance operations facilitates the tracking 
of progress in the execution of requests, the effective development and dissemina-
tion of periodic reports and the analysis of the operational history in the database 
of each facility [8]. The outcome of the analysis allows maintenance operatives to 
know the state of the facility, identify the causes of failure and develop suitable 
maintenance and performance improvement strategies. Furthermore, the CMMS 
enables the automation of maintenance procedures in terms of communicating 
with maintenance units, planning and executing maintenance operations and 
communicating (real time) with all relevant stakeholders [9]. The ease of use and 
usefulness of CMMSs are influenced by the level of training of the user before 
and during the implementation. The proposed training may end up with nega-
tive impacts if the focus of the training is on the technology itself and not on how 
the technology enhances personal satisfaction, facilitates and supports the user’s 
method of executing relevant tasks [10].

The maintenance unit of any organisation spends considerable time in the 
development, operations and maintenance of the facilities that enable the perfor-
mance of the core functions of the organisation. They do not pay adequate attention 
to documentation, reporting or providing extended information to the customer 
from the operational history for each facility in its portfolio. However, in the digital 
age, with adequate human capacity, the CMMS tools enable the maintenance unit 
to communicate easily with all relevant stakeholders in a user-friendly format and 
to include appropriate visual displays [11, 12]. Briefly, the CMMS documentation 
enables senior management to know the state of the facilities in the portfolio or 
production network. It helps to identify possible constraints to the effective perfor-
mance of the core function of the organisation, resources and financial manage-
ment. The details and structure of each report should reflect the hierarchy of the 
recipient. The executive summary of report is useful for leaders at the strategic 
level, but leaders at the tactical level require more details. The effective use of the 
CMMS tools facilitates the production and dissemination of periodic information 
to relevant stakeholders and the analysis of operational details, which guide senior 
management in taking objective decisions [9, 11, 13, 14].

2.2  Analysis of the content of a computerised maintenance management system 
(CMMS) database

The analysis of operational history is an extension of periodic reports over a 
long period with the objective of determining the functional state of the whole 
facility or its component parts. Unfortunately, the operational information about a 
facility, in many maintenance organisations, is stored in their computer or files for 
many years without objective analysis being done to determine the functional state 
of the facility or its components [8]. The periodic analysis of a facility’s history 
enables maintenance units to effectively educate its stakeholders, especially senior 
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and execution of maintenance operations, communication of periodic reports to 
stakeholders, analysis of operational history and the development of performance 
improvement strategies. Typical CMMS software contains different modules, 
which enable the maintenance operatives to execute different activities. Some of the 
operational modules include asset management, work order management, preventive 
maintenance management and inventory control and report management [1]. Others 
include service management, contract management, materials management and 
procurement management [2]. Any or multiple modules can be activated, depending 
on the quality of the human capacity of each organisation. They can be used for the 
planning and execution of scheduled operations and the development of functional 
periodic reports. It can also be used for the analysis of the operational history and for 
the development of performance improvement strategies. Therefore, the continuous 
explorative use of the content of a CMMS tool in maintenance operations enables 
the maintenance unit to achieve the ‘just-in-time’ (JIT) response to a maintenance 
request, address the problem and restore the facility or machine to functional use [3]. 
Achieving JIT facilitates a reduction in the cost of maintenance, a reduced duration in 
repair time and consequently the length of downtime, achieves improved customer 
satisfaction and improvements in production. Improvements in JIT require the delib-
erate action of collecting and analysing the data of maintenance operational history 
and the subsequent development of performance improvement strategies. This cycle 
of operations is in tandem with the requirements of smart maintenance [4].

The focus of this chapter is to explore the vast potential of typical CMMS software 
and to show that this vast potential can be harnessed in each module. The use of 
CMMSs in three maintenance units serves as an illustration of how the potential of 
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tions, communication of scheduled activities, enhance the ability to develop and 
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monitor the forward planning and execution of maintenance operations. Typical 
CMMSs have assigned a set of functions and applications, including asset manage-
ment, work order management, preventive maintenance management, inventory 
control and report management [1]. It also includes service management, contract 
management, materials management and procurement management [2]. Each 
of these functions is represented as specific modules in a typical CMMS software 
package and each module is activated according to the need and human capacity 
of the organisation. Many of the systems available in the market do not perfectly 
match the specific requirements of some organisations. Therefore, they prefer to 
develop their own software or buy commercial packages and activate the modules 
of interest [1].

The introduction of CMMSs in maintenance operations facilitates the tracking 
of progress in the execution of requests, the effective development and dissemina-
tion of periodic reports and the analysis of the operational history in the database 
of each facility [8]. The outcome of the analysis allows maintenance operatives to 
know the state of the facility, identify the causes of failure and develop suitable 
maintenance and performance improvement strategies. Furthermore, the CMMS 
enables the automation of maintenance procedures in terms of communicating 
with maintenance units, planning and executing maintenance operations and 
communicating (real time) with all relevant stakeholders [9]. The ease of use and 
usefulness of CMMSs are influenced by the level of training of the user before 
and during the implementation. The proposed training may end up with nega-
tive impacts if the focus of the training is on the technology itself and not on how 
the technology enhances personal satisfaction, facilitates and supports the user’s 
method of executing relevant tasks [10].

The maintenance unit of any organisation spends considerable time in the 
development, operations and maintenance of the facilities that enable the perfor-
mance of the core functions of the organisation. They do not pay adequate attention 
to documentation, reporting or providing extended information to the customer 
from the operational history for each facility in its portfolio. However, in the digital 
age, with adequate human capacity, the CMMS tools enable the maintenance unit 
to communicate easily with all relevant stakeholders in a user-friendly format and 
to include appropriate visual displays [11, 12]. Briefly, the CMMS documentation 
enables senior management to know the state of the facilities in the portfolio or 
production network. It helps to identify possible constraints to the effective perfor-
mance of the core function of the organisation, resources and financial manage-
ment. The details and structure of each report should reflect the hierarchy of the 
recipient. The executive summary of report is useful for leaders at the strategic 
level, but leaders at the tactical level require more details. The effective use of the 
CMMS tools facilitates the production and dissemination of periodic information 
to relevant stakeholders and the analysis of operational details, which guide senior 
management in taking objective decisions [9, 11, 13, 14].

2.2  Analysis of the content of a computerised maintenance management system 
(CMMS) database

The analysis of operational history is an extension of periodic reports over a 
long period with the objective of determining the functional state of the whole 
facility or its component parts. Unfortunately, the operational information about a 
facility, in many maintenance organisations, is stored in their computer or files for 
many years without objective analysis being done to determine the functional state 
of the facility or its components [8]. The periodic analysis of a facility’s history 
enables maintenance units to effectively educate its stakeholders, especially senior 



Operations Management - Emerging Trend in the Digital Era

58

management, on the state of the facilities or machines, in the case of production 
lines of manufacturing industries. The analysis provides the needed guidance 
for the effective maintenance management and the development of performance 
improvement strategies [15]. The progression in the analysis of a facility’s history 
includes the identification of distress recorded against each facility; the classifica-
tion of the distress recorded according to the constituent component sections; 
and determining the frequency of distress, the status of execution, outstanding 
requests not attended to and cost incurred [8, 16]. Each periodic report and the 
associated analysis should include explanatory notes to guide the customer and 
senior management in decision-making [11, 17]. Furthermore, the adequate 
archives of periodic reports, the analysis and accompanying notes form useful 
background information for data collection when developing long-term plans for 
maintenance, renovation, or rehabilitation exercises. Therefore, it enables senior 
management to decide whether to continue to maintain or to replace parts or the 
whole facility.

Detailed analysis of the CMMS database can save organisations from making 
costly mistakes when deciding on the change of use of a facility, upgrade, renovate 
or respond to legislative requirements. Research [15] cites the examples of two 
universities where detailed operational analysis and assessment guided the decision 
on change of use:

At a small urban university, officials wanted to add two stories to a historic 
building. An assessment determined that the existing structure could not support 
new floors; the work could be done, but it would require significant capital to do 
so. In another institution, officials needed to know if a 1960s science building could 
accommodate a program expansion. An assessment of the facility’s operational 
history concluded that the best option was to build a new structure ([17], p. 311).

The detailed analysis of a facility’s history, which is disseminated to the relevant 
stakeholders, is a useful tool for effective communication, facilitates timely decision-
making and enhances improved relationships between the customers and the 
maintenance unit. It also provides an objective assessment of the performance of a 
maintenance unit by their customers.

In a typical manufacturing industry, the analysis of the CMMS database enables 
the maintenance unit to know the frequency of breakdowns of a specific machine or 
machines in the production network and the delay before repairs are carried out and 
the duration of machine downtime in the production network of the industry and 
provides information for benchmarking [15]. The periodic analysis provides useful 
information on the productivity, the profitability of the industry and the develop-
ment of performance improvement strategies.

2.3 Performance improvement

The continuous performance improvements in any endeavour, be it service or 
manufacturing industries, can be enhanced through the practice of the discipline 
of periodic analysis of operational records in the CMMS database. Such analysis 
helps to validate the performance measurement (PM) system in place, identify fac-
tors responsible for low performance and helps to develop performance improve-
ment strategies. Performance assessment is the comparison of performance results 
(assessment) against the expectations of the measuring system in operation [18]. 
The assessments should be timely, accurate and relevant. The exercise should be 
undertaken in ways easily understood by the employees using the performance 
measuring system being evaluated [18]. PM or its tools are not an end in themselves 
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but road maps for more effective management. It requires the effective analysis of 
results and honest attempts at improving performance [19]. The effective analysis 
of the content of the CMMS database and the coordinated feedback from stake-
holders, facilitate the identification of the magnitude and source of variance, which 
require improvements. The differences in measurements are harnessed in coor-
dinated feedback; this in turn is used to develop suitable strategies for improved 
performance. The indicators (in PM) are designed to achieve the goals of the 
organisation while the feedback from periodic observations (assessments) is used 
to improve the production or work process.

To achieve performance improvement, the outcome of the analysis of the CMMS 
database must be accompanied by action steps, according to reference [20]. These 
action steps are summarised as follows:

1. After analysis of PM, develop broad areas of performance targeted for  
improvement.

2. Continuously test the performance improvement strategies to confirm if they 
are working, and if not, why.

3. Establish the right structure which facilitates the effective use of PM results.

4. Use the PM results to bring about change in the organisation.

The developed performance improvement strategies challenge the relevant 
stakeholders to either confirm or change the current policy or ways of doing things 
to meet the goals of the organisation and to progressively refine and improve its 
operations [19].

The outcome of the analysis of operational history, which leads to the develop-
ment of performance improvement strategies, provides intelligent information 
for decision-makers at all levels to assess the achievement of predetermined goals 
[19]. It facilitates the tracking of past progress, helps to learn about the future and 
challenges maintenance operatives to practise the art of continuous data collection, 
analysis and the interpretation of feedback information [21]. It enhances oversight 
and compliance activities, supports proposals for change and requests for additional 
resources [21, 22]. The practice of performance improvement is reinforced through 
contextual benchmarking.

2.4 Benchmarking and performance improvement

The general use of the word benchmark involves identifying a point of reference 
(a benchmark) that serves as a standard against which relative performance may be 
measured. The point of reference may be internal to an organisation or external in 
relation to competitors or ‘best practice’ [23]. Benchmarking has been referred to 
([24], p. 42) as the ‘continuous process of measuring one’s products, services and 
business practices against the toughest competitors or those companies recognised 
as industry leaders’. Benchmarking promotes superior performance by providing an 
organised framework through which organisations learn how the ‘best in class’ do 
things. In essence, ‘benchmarking is the process of borrowing ideas and adapting 
them to gain competitive advantage’ ([24], p. 41). In a nutshell, benchmarking is 
identifying ‘best buy’ or ‘best practice’ and making deliberate efforts to emulate 
it, devoid of unhealthy practices [25]. The implications of benchmarking could 
be summarised as a process of constantly comparing own performance against 
superior performances within a peer group of best practice [26]. To achieve positive 
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results from benchmarking requires commitment and investment from both senior 
management and operations personnel of the maintenance unit. The requirements 
of a successful benchmarking exercise include, but are not limited to the following 
([26], p. 41):

• A clear understanding of organisational goals, knowing what needs improving 
and by how much.

• An authentic and dynamic database for computation, analysis and comparison 
with a peer group.

• A constant reminder that since ‘the best does not stand still’, improvement 
should be a continuous process.

• The selection of peer group members, which is critical to the success of the 
exercise. The peer group must have identical features and be the best in the 
chosen field from anywhere in the world.

• The selection of appropriate parameters for the benchmarking exercise.

It is worth noting that benchmarking is not a ‘quick-fix’ solution but an exercise 
that requires commitment to succeed [27]. The success is influenced by the level 
of competence, capacity and capabilities of the operating personnel, quality of the 
data and commitment to their analysis [26].

Specifically, in the manufacturing industry, the effective analysis of a 
CMMS database and benchmarking provide information for effective main-
tenance operatives. The information is used to monitor the impact of the 
frequency of machine breakdowns, the length of time between repairs and 
the duration of downtime on the availability and reliability of machines in the 
production network. This in turn enhances the productivity and profitability of 
the industry [28].

Literature is awash with the vast potential inherent in a typical CMMS tool. It 
can be used for asset management, work order management, preventive mainte-
nance management, inventory control, report management, service management, 
contract management, materials management and procurement management. The 
benefits gained are influenced by the number of modules activated, the human 
capacity and training provided to the operators of the system.

3. The research method

The qualitative research method was adopted for the case studies discussed in 
this chapter. The case research strategy allows the detailed, in-depth and broad-
based investigation of situations or phenomena in its context [29, 30]. The approach 
also enables the researcher to relate to the officials directly involved in the subject 
matter being investigated. The population and samples used for the research were 
‘purposively’ selected [31] from the maintenance operatives and other relevant 
stakeholders associated with the operation of the maintenance units. The data were 
collected using a semi-structured questionnaire used as an interview guide and 
the detailed review (document analysis) of periodic reports emanating from the 
maintenance units of the institutions and manufacturing industry were used for the 
case study [30].
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3.1 Interviews

In qualitative research, the interview (one-on-one or in groups as in the case of 
focus group sessions) is one of the methods of obtaining information from research 
respondents [30]. The one-on-one interview approach was adopted in this study, 
using a semi-structured (open-ended) questionnaire. A semi-structured question-
naire enables the researcher to ask follow-up questions, allowing respondents to 
provide additional information to emphasise or add to information provided to the 
lead questions. The transcribed information collected from each respondent was 
returned to them for confirmation of accuracy and interpretation [30]. The principle 
of content analysis was used for analysing the qualitative data, the synthesis of the 
ideas generated, as answers to the survey questions, lead to the development of suit-
able themes discussed in the section for the discussion of findings [32].

3.2 Document analysis

Document analysis allows researchers to examine operational records, reports, 
archival materials, or statutory information related to the subject of the research in 
hard or soft copies. These records provide authentic historical information about 
the research [33]. The documents analysed for this research were the periodic 
reports on maintenance operations of the academic institutions and the operational 
record in the CMMS database of the manufacturing company. The analysis of the 
periodic reports from the academic institutions shows that the reports contain 
generic information on maintenance operations, which do not serve as a tool of 
effective communication with their customers. However, the analysis of the opera-
tional history in the CMMS database of the manufacturing industry facilitated 
the identification of areas for improvement and the development of performance 
improvement strategies through benchmarking.

The findings revealed that, while the academic institutions limited their use 
of the CMMS to maintenance planning, operations and periodic reporting, the 
manufacturing industry went a step further. They included the detailed analysis of 
the operational history in the CMMS database. The analysis and benchmarking led 
to the improvements on the reliability and availability of the machines in its pro-
duction network. The section on findings and discussion explains how the research 
strategy was executed and presents the resulting outcomes.

4. Findings, analysis and discussion

The three case studies used for the discussion on harnessing the potential of 
CMMSs in maintenance operations involve two academic institutions and a manu-
facturing industry. In the academic institutions, the CMMS is used for maintenance 
planning, operations and the development of periodic reports. The maintenance 
operations at Institution 1 are executed by service contractors, while Institution 
2 adopts the combination of using in-house personnel and service contractors. 
Most of the maintenance operations in these institutions are executed through 
the breakdown maintenance approach. The customers register their maintenance 
requests through the call centre that assigns a unique code to the request according 
to the facility’s fabric, component, or services. The maintenance request is sent to 
the trade supervisor, who raises a work order and assigns the request to the appro-
priate personnel or service contractor. When the request is addressed (or closed), 
the completed work order is signed off by the customer, returned to the supervisors 
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and the call centre for record purposes. Similarly, the work requests that are not 
addressed (or open) are also documented. The maintenance units, from these insti-
tutions, produce their periodic reports from the information in the CMMS database 
and do nothing further.

In contrast, the maintenance unit in the manufacturing industry adopts the 
combined approach of a planned and breakdown maintenance system. In this 
regard, all machines in the production line are scheduled for maintenance at 
predetermined times. Any breakdown or other maintenance requests are sent to 
the maintenance unit for proper attention. Maintenance operations in this industry 
are executed through in-house personnel and in limited cases, through specialist 
service contractors. Many operational modules of the CMMS software are activated 
in this industry. These allow the maintenance unit to work in synergy with the 
stores department for inventory control of spare parts and the finance department 
for timely purchase of necessary materials and services. In addition to the periodic 
reports, the unit conducts detailed analyses of the information in the CMMS 
database and sets benchmarks for measuring performance. The evidence from the 
analyses brought to the fore the current performance, identified areas requiring 
improvement and developed suitable performance improvement strategies; thus, 
harnessing the vast potentials inherent in a CMMS, improving on the JIT principle 
and approaching the practice of smart maintenance.

In some maintenance organisations, the same personnel manage maintenance 
operations and the call centres, while they are separated in other organisations. The 
quality of the human capacity in both units influences how the potential of a typical 
CMMS can be harnessed.

Hereafter, this section presents, firstly, the use of the CMMS in the maintenance 
units of the academic institutions, and secondly, the use of the CMMS in the 
manufacturing industry followed by the discussion sub-section.

4.1 Operational report from institution 1

The development of periodic reports is the third component of the CMMS 
module activated by the operatives of the maintenance unit of this institution. 
The reports include the weekly report used for management meetings of the 
campus managers and a monthly report produced for the director. The typical  
weekly/monthly report contains the information about the work requests 
received in the period under review, the status of execution and the cost 
incurred. An excerpt of the format used for the development of these reports is 
shown in Table 1. The information provided includes the code for the request, 
reference number for the work order, description of the work request, date 
the customer made the request, the service contractor assigned to execute the 
request, date the work was completed and the cost incurred. The monthly reports 
are usually produced on the first Monday of the following month. The report 
of the work requests for March, examined for this research, was produced on 4 
April 2010, and was made available in a 13-page document [34].

In Table 2, the analysis of the report shows that a total of 2995 requests were 
lodged with the maintenance unit during March 2010, and 813 or 27.20% were 
addressed by 4 April 2010. The report is silent about the over 70% of the work 
requests not yet addressed. The quality of this report can be improved by extrapo-
lating the result of work done until 30 April. This shows that 2013 requests (67.21%) 
of the total work requests for March have been attended to, leaving an outstanding 
balance of 982 (32.79%). Furthermore, the analysis helps to present a fair represen-
tation of the performance of the maintenance unit.
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4.2 Periodic reports from institution 2

Like Institution 1, the periodic reports from this institution are in the form of 
monthly and annual reports on general maintenance operations. The reports are too 
technical, economical with details and are only understood by those who prepared them. 
The summary of the monthly report provides information on the quantity of requests 
lodged with the unit, the quantity resolved and the outstanding number. Figure 1 pres-
ents the scorecard of the unit from all the campuses of the university for the year 2013, 
showing the number of requests received and the number addressed or closed.

Furthermore, the unit provides separate information on the number of 
unresolved requests; it is an indication that these outstanding issues are kept in 
perspective, as shown in Figure 2. However, this report is silent on what the unit 
is doing about these outstanding requests, the effect of deferred maintenance on 
the functional state of the facilities they represent and the financial implications of 

Building 
code

Assigned 
work order

Work 
description

Date work 
requested

Service 
contractor’s 

code

Date work 
completed

Total cost

127 70,792 Remove, 
investigate 
and quote 
on repair 
of leaking 

pump. 
Replace 

packing with 
mechanical 

seal

2010/03/01 PUMDATA 2010/05/10 R5462.88

127 70,794 Repair noisy 
pump motor 

fan

2010/03/01 MJL 2010/03/29 R53865

127 70,795 Professional 
service 

to HVAC. 
Supply and 
install 1 × 

24,000 BTU 
York midwall 
unit in room 

GH525

2010/03/01 PERFECTAIR 2010/04/12 R10180.20

131 70,796 Supply and 
instal 1 × 

18,000 BTU 
York midwall 
unit in room 

236

2010/03/01 PERFECTAIR 2010/04/12 R9234.00

446 70,797 Repair/
replace 
broken 

toilet soap 
dispenser in 
room 2B34. 

Urgent

2010/03/01 SUPERCARE 2010/03/18 R0.00

Table 1. 
Typical structure of monthly report.
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and the call centre for record purposes. Similarly, the work requests that are not 
addressed (or open) are also documented. The maintenance units, from these insti-
tutions, produce their periodic reports from the information in the CMMS database 
and do nothing further.

In contrast, the maintenance unit in the manufacturing industry adopts the 
combined approach of a planned and breakdown maintenance system. In this 
regard, all machines in the production line are scheduled for maintenance at 
predetermined times. Any breakdown or other maintenance requests are sent to 
the maintenance unit for proper attention. Maintenance operations in this industry 
are executed through in-house personnel and in limited cases, through specialist 
service contractors. Many operational modules of the CMMS software are activated 
in this industry. These allow the maintenance unit to work in synergy with the 
stores department for inventory control of spare parts and the finance department 
for timely purchase of necessary materials and services. In addition to the periodic 
reports, the unit conducts detailed analyses of the information in the CMMS 
database and sets benchmarks for measuring performance. The evidence from the 
analyses brought to the fore the current performance, identified areas requiring 
improvement and developed suitable performance improvement strategies; thus, 
harnessing the vast potentials inherent in a CMMS, improving on the JIT principle 
and approaching the practice of smart maintenance.

In some maintenance organisations, the same personnel manage maintenance 
operations and the call centres, while they are separated in other organisations. The 
quality of the human capacity in both units influences how the potential of a typical 
CMMS can be harnessed.

Hereafter, this section presents, firstly, the use of the CMMS in the maintenance 
units of the academic institutions, and secondly, the use of the CMMS in the 
manufacturing industry followed by the discussion sub-section.

4.1 Operational report from institution 1

The development of periodic reports is the third component of the CMMS 
module activated by the operatives of the maintenance unit of this institution. 
The reports include the weekly report used for management meetings of the 
campus managers and a monthly report produced for the director. The typical  
weekly/monthly report contains the information about the work requests 
received in the period under review, the status of execution and the cost 
incurred. An excerpt of the format used for the development of these reports is 
shown in Table 1. The information provided includes the code for the request, 
reference number for the work order, description of the work request, date 
the customer made the request, the service contractor assigned to execute the 
request, date the work was completed and the cost incurred. The monthly reports 
are usually produced on the first Monday of the following month. The report 
of the work requests for March, examined for this research, was produced on 4 
April 2010, and was made available in a 13-page document [34].

In Table 2, the analysis of the report shows that a total of 2995 requests were 
lodged with the maintenance unit during March 2010, and 813 or 27.20% were 
addressed by 4 April 2010. The report is silent about the over 70% of the work 
requests not yet addressed. The quality of this report can be improved by extrapo-
lating the result of work done until 30 April. This shows that 2013 requests (67.21%) 
of the total work requests for March have been attended to, leaving an outstanding 
balance of 982 (32.79%). Furthermore, the analysis helps to present a fair represen-
tation of the performance of the maintenance unit.
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Figure 1. 
Summary of performance on logged requests for the year 2013 ([35], p. 14).

addressing them. These reports provide generic information on maintenance opera-
tions without specifics or costs incurred.

The module of the CMMS tool activated by the maintenance units in these 
academic institutions is capable of managing maintenance planning (preventive, 
schedule and breakdown maintenance), work order, contract and procurement 
management, asset management, documentation of maintenance operations 
and analysis of historical records, report management and many more. However, 
Table 3 provides a summary of the limited use and the latent potential of the 
CMMS tool, within the module being used by these institutions.

4.3 Discussion of findings

In a typical maintenance unit, there may be separate or integrated personnel for 
the call centre and maintenance operations. The quality and quantity of information 
developed from the CMMS database depends on the human capacity of the opera-
tives in both units. This influences the ability to use the CMMS tool effectively [10]. 
Although maintenance operations have progressed from manual to digital systems, 
many maintenance units are underutilising the potentials available in a typical 
CMMS. The maintenance units in these academic institutions used the CMMS for 
work request management, maintenance operations and periodic reporting. Table 3 
provides the limited use of the CMMS tool. These components, currently being 

2995 March April

Day ending 7 14 21 28 4 11 18 25 30

Quantity 
completed

9 85 286 463 813 1114 1621 1914 2013

% completed 0.30 2.84 9.55 15.46 27.15 37.20 54.12 63.91 67.21

Table 2. 
Typical monthly report ([34], p. 117).
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activated and used by these maintenance units, are insignificant fraction of the con-
tent of the maintenance management module and the inherent potentials of a typi-
cal CMMS software. The CMMS software has elastic capacity in different modules, 
which includes, but is not limited to asset management, work order management, 
preventive maintenance management, inventory control and report management 
[1]. Others include service management, contract management, materials manage-
ment and procurement management [2]. Two major challenges were observed in 
the structure of the current periodic report. They are, firstly that the reports are not 
helpful in educating or communicating with the relevant stakeholders, because the 
customers cannot identify the component of the report that reflects the situation of 
the facilities in their portfolio or the status of execution of the work request emanat-
ing from their units. The second challenge is that the report is silent on the status 
of the work not completed at the time of reporting. Therefore, the units are not 
able to develop and monitor the forward planning, deferred maintenance, effective 
renovation, or rehabilitation scheme, provide suitable information for decisions on 
change of use or disposal of facilities. Consequently, they are not able to effectively 
communicate the performance of the maintenance units to their customers.

Figure 2. 
Summary of outstanding work requests.

Institution Limited use of the CMMS 
tool

Remark: Latent potential not harnessed

Institution 1 *Recording of maintenance 
requests

*Developing planned maintenance
*Effective maintenance budget and management of 
deferred or backlog maintenance
*Producing customer friendly periodic report, 
accompanied by appropriate visuals
*Detailed analysis of operational history, identifying the 
functional state of facilities, planning rehabilitation or 
disposal; educating customers on requests for change 
of use

*Management of work 
requests

*Periodic reports on status of 
execution and cost incurred

Institution 2 *Same as above, except that 
there are no records of cost 
incurred

*Record of work requests not 
attended to

Table 3. 
Summary of findings.
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It is important to note that the maintenance and call centre operatives of these 
institutions should improve the quality of their periodic reports. Generally, a periodic 
report is the first step. Subjecting the set of reports to further analysis will enable 
maintenance operatives to manage the effectiveness of the loss of time before they 
respond to the work request of customers, the time taken to address the work request 
and to determine if they approximate the requirements of JIT [3]. Furthermore, 
detailed analysis of the CMMS database enables the maintenance unit to produce 
reports suitable for effective communication with their customers on the status of 
execution on their work requests and the functional state of the facilities in the cus-
tomers’ portfolio. To demonstrate this, the manager of the call centre of Institution 
1, was requested to provide the comprehensive information on the requests lodged 
with the call centre from the School of Civil and Environmental Engineering for the 
period January to March 2010; arranging them in table format and providing a visual 
representation of the status of work and financial expenditure [34]. The eight-page 
report was reduced to a table as shown in Table 4. In a nutshell, Table 4 provides the 
essential information contained in the eight-page report in a user-friendly format. 
Figure 3 presents the status of the work requests for each month.

The visual presentation of the financial commitment, presented in Figure 4, 
shows that plumbing cost the most, while items under quotation cost the least.

The additional information, which is necessary, but was not available during 
the time of this research, includes explanatory notes on outstanding work requests, 
alternative suggestions on how to execute the outstanding work, the cost implica-
tions and the effect of the deferred maintenance on the functional state of the 
facilities of the customer. Despite these shortcomings, the Head, School of Civil and 
Environmental Engineering commented as follows: ‘The layout is easy to determine 
the state of maintenance and it is easy to read. It also indicates that the maintenance 
unit is concerned about maintenance of the facilities in our School’. Furthermore, 
the Dean of the Faculty added: ‘It is a good start. I would also like to see an age 
analyses (10 days, 30 days, 60 days, etc.) of addressing complaints or requests’.

Consequently, the vast potential inherent in a typical CMMS tool can be har-
nessed if the maintenance operatives could ask the right questions and the opera-
tives in the call centre had the capacity, patience and commitment to answer the 
questions. This underlines the fact that the quality of the human capacity influences 
how much of the latent potential of a typical CMMS tool can be harnessed.

4.4 Analysis of maintenance database of a manufacturing company

The manufacturing industry used for this research is Adcock Ingrams Critical Care 
(AICC), a pharmaceutical manufacturing industry in South Africa. Maintenance 
requests are communicated directly to the unit as it doubles as call centre. In this 
industry, the maintenance unit uses the CMMS tool for scheduled and breakdown 
maintenance management. Furthermore, the unit conducts periodic detailed analyses 

Problem type Jan Feb Mar Total issued Total completed Cost

Electrical 9 5 5 19 18 10,837.80

Plumbing 6 3 3 12 11 15,763.90

Quotation 1 1 2 4 1 136.80

Building 1 1 2 1 695.14

HVAC 1 3 4 3 2547.90

Table 4. 
Summary of periodic report on work requests.
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of the information in the operational database of the CMMS. The information in 
Figures 5–8 present the findings of the analysis of the information in the CMMS 
database for all the machines in the production line of the company, for a period of 
21 months between January 2017 and September 2018. The analysis identified the 
number of total breakdowns, mean time to repair (MTTR), total downtime and plant 
reliability. The reliability of the machines in the production line of the AICC was 
benchmarked with those in the operation of a sister company, Adcock Ingram Health 
Care (AIHC), to identify the level of performance  improvements required.

4.4.1 Total breakdowns

The number of breakdowns per month in all the machines in the production line 
over the 21-month period is presented in Figure 5. The target number of 130 break-
downs, per month, was adopted as baseline for 2017 and 120 was set as target for 2018. 
The results from the analysis show that the average number of breakdowns in 2017 was 
145, an increase of 15 breakdowns per month. Similarly, in September 2018, the aver-
age number of breakdowns was 128, showing an increase of 8 breakdowns above the 
benchmark of 120. However, in March, April, June and September 2018, the number 
of breakdowns was lower than the benchmark of 120, and in August, the number 

Figure 3. 
Graphic presentation of the status of work requests.

Figure 4. 
Financial involvement of the work requests.
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of breakdowns was the same as the benchmark set for 2018. It was hoped that in the 
remaining months of 2018, the plants would record a lower number of breakdowns. 
Another concern was the length of time it takes to conclude repairs or known as MTTR.

4.4.2 Mean time to repair (MTTR)

The MTTR is the average time taken to complete the repair of each break-
down, restore the plant(s) to functional use and resume production. The shoter 

Figure 5. 
Total number of breakdowns.

Figure 6. 
Mean time to repair (MTTR).
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the MTTR, the better. This is because the MTTR influences the duration of the 
downtime of machines in the production line. Similar to other factors, the monthly 
and annual averages for 2017 exceeded the benchmark of 1.5 hours, as is evident 
from Figure 6. Similarly, in 2018 the average in September is marginally above the 
benchmark of 1.35 hours. However, the monthly performance in January, April, 
May, June and July was impressive. It was hoped that, in the last quarter of the year, 
the performance would improve.

Figure 8. 
Plant reliability.

Figure 7. 
Total duration of downtime of plant equipment.
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4.4.3 Total downtime

The graph in Figure 7 summarises the duration of downtime when any or a 
combination of the plant or equipment in the production network breaks down. 
The target of 180 and 170 hours per month was adopted for 2017 and 2018, respec-
tively. The analysis of the information in the operational database showed that the 
monthly average duration of downtime for 2017 was 250 hours per month, which 
represents 38.8% above target. This translates into 2.9 days’ production lost per 
month and an average of 34.8 days per year, resulting in a revenue loss equivalent 
to 1 month per year. However, in September 2018, the monthly average was about 
170 hours, which is the benchmark set for the year. If this trend continued, there 
would be marked improvements in the duration of downtime in the plants on 
the company’s production network, ensuring increased machine reliability and 
improvements in production output.

4.4.4 Plant reliability

Plant reliability can be described as the probability that the plant(s) in the 
production network will be available for effective production in a manufacturing 
industry. Plant reliability is influenced by the number of breakdowns, the length of 
time before repairs are concluded and the duration of downtime. Machine reliability 
is usually expressed in percentages. Positive improvements in the MTTR (like JIT) 
translate in the reduced duration of downtime as well as a reduction in the number 
of breakdowns. The plant reliability performance of the AICC was benchmarked 
against the performance of a sister industry, the AIHC.

As shown in Figure 8, the plant reliability benchmark of the AIHC (the blue 
horizontal line) for 2017 was 75%. In comparison, the AICC achieved a monthly 
average of 68% (second red vertical bar from origin of the graph in Figure 8) for 
the same period. This is an indication that the plants of the AICC performed below 
that of the sister company, the AIHC. Although, the AICC, in September 2018, 
attained a reliability of 75%, (the red vertical bar, to the right, next to 2018 yearly 
average), this is still below the new benchmark of 80% set by the AIHC for 2018. 
However, if there were consistent improvements in the MTTR in the last quarter of 
the year, it may be possible to meet the benchmark set by the AIHC.

Industry Current use of CMMS tool Potential harnessed

Adcock 
Ingrams 
Critical Care 
(AICC)

*Development of maintenance management, 
preventive and breakdown maintenance

*Making maximum use of the 
maintenance management 
module
*The synergy being created can 
facilitate the activation of the 
automation module
*Progressing towards the practice 
of smart maintenance

*Periodic analysis of operational details in CMMS 
database

*Benchmarking and identification of areas 
requiring performance improvements

*Improvements on MTTR (or JIT) and effects on 
machine reliability

*Develop synergy with finance, purchasing and 
store departments to ensure timely resourcing of 
spare parts for maintenance operations

Table 5. 
Summary of findings.
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4.4.5 Summary of findings

Table 5 provides a summary of the functional use of the CMMS tool by AICC 
industry. Currently, the maintenance unit have activated and effectively using the 
different components of the maintenance management modules, as well as cre-
ate synergy with other divisions of the industry. This will facilitate automation of 
operation and help in achieving the objectives of smart maintenance.

4.5 Discussion

The manufacturing company demonstrated a higher level of harnessing the 
potential inherent in a typical CMMS through the practice of comprehensive 
maintenance management, which includes planned, preventive, proactive and 
breakdown maintenance. The practice includes the analysis of the information in 
the operational database of the CMMS. These analyses enabled the maintenance 
unit to know the impact of the frequency of breakdowns, the length of time before 
repairs are completed and the effect of the duration of downtime of machines on 
the reliability and availability of machines in the production line. The analysis 
exposed the impact of the length of downtime on the productivity of the company. 
This could be described in the following understandable terms.

The average duration of downtime for 2017 was 250 hours per month, which is 
considerably higher than the benchmark, representing a level of 38.8% above 
target. This translates into 2.9 days’ production lost per month and an average of 
34.8 days per year, resulting in a revenue loss equivalent to 1 month per year.

This realisation challenged the maintenance unit to improve on the MTTR. 
Success in the MTTR or JIT [3] is the product of appropriate maintenance planning, 
positive work ethics and the professional attitude of the workforce. This includes 
effective coordination between the maintenance unit, purchasing department, 
finance department and stores, the inventory control of stock and the timely avail-
ability of spare parts. It is important to note that the industry will have value for 
money through the effective management of an adequate stock of spare parts rather 
than purchasing on demand, which is more expensive [36]. Spares that are available 
reduce repair time and reduce the incidence of the ‘fire-fighting approach’ when 
sourcing spare parts. This enables the maintenance unit to strive towards achieving 
best practice, which suggests that 85% of repairs should be executed through planned 
maintenance and 15% through breakdown repairs [37]. These efforts culminate in 
the benchmarking of plant reliability with their sister industry. It is worth noting 
that plant reliability facilitates production planning, sales and marketing projection, 
achieving customers’ satisfaction and profitability [37, 38].

The detailed analysis of the information in the operational database of plants 
in the production network enables maintenance units to identify area(s) requiring 
critical attention around which performance improvement strategies should be 
developed [39]. It provides intelligent information relating current performance 
against predetermined goals to decision-makers at all levels [19, 21]. This exercise 
challenges maintenance units to practise the art of continuous data collection, 
analysis and the interpretation of information to facilitate the development of 
appropriate improvement strategies [15]. Furthermore, it supports compliance 
activities, proposals for changes or requests for additional resources as it illuminates 
the link between strategies, performance and expected outcomes. It also achieves 
the objectives of smart maintenance [4, 19, 20].
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4.4.3 Total downtime
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the company’s production network, ensuring increased machine reliability and 
improvements in production output.
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time before repairs are concluded and the duration of downtime. Machine reliability 
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Industry Current use of CMMS tool Potential harnessed

Adcock 
Ingrams 
Critical Care 
(AICC)

*Development of maintenance management, 
preventive and breakdown maintenance

*Making maximum use of the 
maintenance management 
module
*The synergy being created can 
facilitate the activation of the 
automation module
*Progressing towards the practice 
of smart maintenance

*Periodic analysis of operational details in CMMS 
database

*Benchmarking and identification of areas 
requiring performance improvements

*Improvements on MTTR (or JIT) and effects on 
machine reliability

*Develop synergy with finance, purchasing and 
store departments to ensure timely resourcing of 
spare parts for maintenance operations

Table 5. 
Summary of findings.
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4.4.5 Summary of findings
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effective coordination between the maintenance unit, purchasing department, 
finance department and stores, the inventory control of stock and the timely avail-
ability of spare parts. It is important to note that the industry will have value for 
money through the effective management of an adequate stock of spare parts rather 
than purchasing on demand, which is more expensive [36]. Spares that are available 
reduce repair time and reduce the incidence of the ‘fire-fighting approach’ when 
sourcing spare parts. This enables the maintenance unit to strive towards achieving 
best practice, which suggests that 85% of repairs should be executed through planned 
maintenance and 15% through breakdown repairs [37]. These efforts culminate in 
the benchmarking of plant reliability with their sister industry. It is worth noting 
that plant reliability facilitates production planning, sales and marketing projection, 
achieving customers’ satisfaction and profitability [37, 38].

The detailed analysis of the information in the operational database of plants 
in the production network enables maintenance units to identify area(s) requiring 
critical attention around which performance improvement strategies should be 
developed [39]. It provides intelligent information relating current performance 
against predetermined goals to decision-makers at all levels [19, 21]. This exercise 
challenges maintenance units to practise the art of continuous data collection, 
analysis and the interpretation of information to facilitate the development of 
appropriate improvement strategies [15]. Furthermore, it supports compliance 
activities, proposals for changes or requests for additional resources as it illuminates 
the link between strategies, performance and expected outcomes. It also achieves 
the objectives of smart maintenance [4, 19, 20].
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5. Conclusions and recommendations

Although maintenance management and operations have significantly evolved 
from the use of manual to digital facilities, many of the operations of the mainte-
nance units using CMMS tools are still operating at rudimentary levels. Generally, 
a typical CMMS tool has the capacity for planning and managing maintenance 
activities, resource management, analysis and interpretation, the contextual use of 
information in operational databases, the development of periodic reports, effective 
communication with stakeholders, performance and production improvements. 
However, the quality and quantity of the human capacity of the users of the system 
influences the potential of the CMMS tool that can be harnessed and put to pro-
ductive use. Three case studies were used in this chapter to illustrate the potential 
capacity of a CMMS tool accessed by the maintenance units. Two of them refer to 
maintenance units in academic institutions and the third to a manufacturing com-
pany. In the academic institutions, the CMMS module activated was underutilised, as 
is evident from the poorly structured periodic reports. The reports were too techni-
cal, economical in details, best understood by those who prepared the reports and not 
suitable for effective communication with customers. The reports were silent about 
what the units were doing with work requests not completed at the time of reporting 
or the plans for addressing backlogs or deferred maintenance. The CMMS tool was 
being used for reactive maintenance instead of harnessing the vast potential of the 
CMMS tool for proactive maintenance, which is the backbone of smart maintenance.

In contrast, the manufacturing company uses the CMMS tool for planned and 
breakdown maintenance operations. It included the analysis of the information in 
the operational database, which enabled the unit to know the impact of the MTTR 
on the length of downtime, machine reliability and availability in the production 
network. This has challenged the maintenance unit to create synergy with the 
finance, purchasing and store departments, to facilitate the availability of spare 
parts and motivate the maintenance crew to timely identify and execute repairs. 
The activation and contextual use of the inter-related modules of the CMMS has 
enabled the maintenance unit to continuously improve on the MTTR, aiming 
at executing maintenance activities through planned maintenance rather than 
through a breakdown approach. It therefore improves on the practice of JIT, which 
is necessary for smart maintenance.

Although considerable effort is put in and investments are made to provide 
modern technology to aid maintenance operations, the potential uses of this tool are 
not adequately harnessed by many of the maintenance operatives. The maintenance 
units in the manufacturing company, in contrast to those in the academic institu-
tions, through the analysis of the operational information in the CMMS database, 
have taken up some of the latent and rich potential inherent in a typical CMMS tool. 
Furthermore, they demonstrated the relationship of the ‘work order management’ 
tool with the ‘assets management, preventive maintenance management, inven-
tory control, report management and procurement management’ tools. By doing 
so, they highlighted the collaborative relationships between the maintenance unit 
and other stakeholders, such as the finance, purchasing and store departments, in 
inventory control of stock and the timely availability of spare parts. Consequently, 
improvements in the MTTR translate into improved machine reliability, which 
facilitates production planning, sales and market projection, achieving customer 
satisfaction and profitability.

It is safe to conclude that the quality of the human capacity available to operate 
a typical CMMS tool influences the ability to harness the inherent potential of a 
CMMS. Therefore, this research recommends adequate resourcing and continuous 
development of the human capacity for the effective operation of the CMMS.
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Abstract

This study proposes a novel adaptation of MAX-MIN Ant System algorithm for
the Quota Traveling Salesman Problem with Passengers, Incomplete Ride, and
Collection Time. There are different types of decisions to solve this problem: satis-
faction of the minimum quota, acceptance of ride requests, and minimization of
travel costs under the viewpoint of the salesman. The Algorithmic components
proposed regards vehicle capacity, travel time, passenger limitations, and a penalty
for delivering a passenger deliverance out of the required destination. The ant-
based algorithm incorporates different sources of heuristic information for the ants
and memory-based principles. Computational results are reported, showing the
effectiveness of this ant-based algorithm.
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1. Introduction

The lives of ordinary consumers have changed almost beyond recognition in the
past 20 years. First, with the introduction of high-speed internet access; but, more
recently, with the arrival of mobile computing devices such as smartphones and
tablets. According to data from the 2017 Gallup World Survey [1], 93 of adults in
high-income economies have their cell phones, while 79% in developing economies.
In India, 69% of adults have a cell phone, as well as 85% in Brazil and 93% in China
[1]. Smartphones and the internet have created a novel digital ecosystem where the
adoption of new paradigms is increasingly fast, and each innovation that appears
and presents itself to the market can disrupt an entire segment.

In the transportation segment, a central theme is how the digital revolution has
created opportunities to consider new models of delivering services under the
paradigm of Mobility as a Service (MaaS) [2]. There is a growing interes%t inMaaS
due to the notion of a sharing economy. Millennials own fewer vehicles than
previous generations [3]. As evidenced by the ascension of on-demand mobility
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paradigm of Mobility as a Service (MaaS) [2]. There is a growing interes%t inMaaS
due to the notion of a sharing economy. Millennials own fewer vehicles than
previous generations [3]. As evidenced by the ascension of on-demand mobility
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platforms, they are quickly adopting car sharing as a mainstream transportation
solution. Investments in new travel patterns have become a priority to enable the
transformation of opportunities in the urban mobility segment into new revenue
streams.

This study deals with a novel optimization model that can improve the services
provided by on-demand mobility platforms, called Quota Traveling Salesman
Problem with Passengers, Incomplete Ride, and Collection Time (QTSP-PIC). In
this problem, the salesman is the vehicle driver and can reduce travel costs by
sharing expenses with passengers. He must respect the budget limitations and the
maximum travel time of every passenger. Each passenger can be transported
directly to the desired destination or an alternate destination. Lira et al. [4] suggest
pro-environmental or money-saving concerns can induce users of a ride-sharing
service to agree to fulfill their needs at an alternate destination.

The QTSP-PIC can model a wide variety of real-world applications. Cases related
to sales and tourism are the most pertinent ones. The salesman must choose which
cities to visit to reach a minimum sales quota, and the order to visit them to fulfill
travel requests. In the tourism case, the salesman is a tourist that chooses the best
tourist attractions to visit during a vacation trip and can use a ride-sharing system to
reduce travel expenses. In both cases, the driver negotiates discounts with passen-
gers transported to a destination similar to the desired one.

The QTSP-PIC was introduced by Silva et al. [5]. They presented a mathematical
formulation and heuristics based on Ant Colony Optimization (ACO) [6]. To sup-
port the ant algorithms, they proposed a Ride-Matching Heuristic (RMH) and a
local search with multiple neighborhood operators, called Multi-neighborhood
Local Search (MnLS). They tested the performances of the ant algorithms on 144
instances up to 500 vertices. One of these algorithms, the Multi-Strategy Ant Col-
ony System (MS-ACS), provided the best results. They concluded that their most
promising algorithm could improve with learning techniques to choose the source
of information regarding the instance type and the search space.

In this study, a MAX-MIN Ant System (MMAS) adaptation to the QTSP-PIC,
called Multi-Strategy MAX-MIN Ant System (MS-MMAS), is discussed. MMAS
improves the design of Ant System [6], the first ACO algorithm, with three impor-
tant aspects: only the best ants are allowed to add pheromone during the pheromone
trail update; use of a mechanism for limiting the strengths of the pheromone trails;
and, incorporation of local search algorithms to improve the best solutions. Plenty
of recent studies proved good effectiveness of the MMAS in correlated problems
to QTSP-PIC [7–10]. However, none of these explored the Multi-Strategy (MS)
concept.

In the traditional ant algorithms applied to Traveling Salesman Problem (TSP),
ants use the arcs’ cost as heuristic information [6]. The heuristic information adopted
is called visibility. When solving the QTSP-PIC, different types of decisions must be
considered: the accomplishment of the minimum quota, management of the ride
requests, and minimization of travel costs. The MS idea is to use different mecha-
nisms of visibility for the ants to improve diversification. Every ant decides which
strategy to use at random with uniform distribution. The MS proposed in this study
extends the original implementation proposed in [5]. MS-MMAS also incorporates
RMH and MnLS and uses a memory-based technique proposed in [11] to avoid
redundant work. In MS-MMAS, a hash table stores every solution constructed and
used as initial solutions to a local algorithm. When the algorithm constructs a new
solution, it starts the local search phase if the new solution is not in the hash table.

The benchmark for the tests consisted of 144 QTSP-PIC instances. It was
proposed by Silva et al. [5]. Numerical results confirmed the effectiveness of the
MS-MMAS by comparing it to other ACO variants proposed in [5].
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The main contributions of this chapter are summarized in the following.

• The extension of the MS concept proposed in [5] with a roulette mechanism
that orients the ants to choose their heuristic information based on the best
quality solutions achieved;

• Improvement of the MMAS design with a memory based technique proposed
in [11];

• Presentation of a novelMMAS variant that combines the improved MS concept
and memory-based principles and assessment of its performance;

• Experiments on a set of QTSP-PIC instances ranging: 10 to 500 cities; and 30 to
10.000 travel requests. The results showed that the proposed MMAS variant is
competitive regarding the other three ACO variants presented in [5] for the
QTSP-PIC.

The remainder of this chapter is organized as follows. Section 2 presents the
QTSP-PIC and its formulation. Section 3 presents the Ant Colony Optimization
metaheuristic and the implementation design of the MS-MMAS. Section 4 presents
experimental results. The performance of the proposed ant-based algorithm is
discussed in Section 5. Conclusions and future research directions are outlined in
Section 6.

2. Problem definition

The TSP can be formulated as a complete weighted directed graph G ¼ N,Að Þ
where N is the set of vertices and A ¼ i, jð Þ j i, j∈Nf g is the set of arcs. C ¼ cij

� �
is

the arc-weight matrix such that cij is the cost of arc i, jð Þ. The objective is to
determine the shortest Hamiltonian cycle in G. Due to its applicability, many TSP
variants deal with specific constraints [12]. Awerbuch et al. [13] presented several
quota-driven variants. One of them, called Quota Traveling Salesman Problem
(QTSP), is the basis for the problem investigated in this study. In the QTSP, there is
a bonus associated with each vertex of G. The salesman has to collect a minimum
quota of bonuses in the visited vertices. Thus the salesman needs to figure out
which cities to visit to achieve the minimum quota. The goal is to find a minimum
cost tour such that the sum of the bonuses collected in the visited vertices is at least
the minimum quota.

The QTSP-PIC is a QTSP variant in which the salesman is the driver of a vehicle
and can reduce travel costs by sharing expenses with passengers. There is a travel
request, associated with each person demanding a ride, consisting of a pickup and a
drop off point, a budget limit, a limit for the travel duration, and penalties associated
with alternative drop-off points. There is a penalty associated with each point differ-
ent from the destination demanded by each person. The salesman can accept or
decline travel requests. This model combines elements of ride-sharing systems [14]
with alternative destinations [4], and the selective pickup and delivery problem [15].

Let G N,Að Þ be a connected graph, where N is the set of vertices and A ¼
i, jð Þ j i, j∈Nf g is the set of arcs. Parameter qi denotes the quota associated with

vertex i∈N and gi the time required to collect the quota. cij and tij denote,
respectively, the cost and time required to traverse edge i, jð Þ∈A. Let L be the set of
passengers. List li ⊆L denotes the subset of passengers who depart from i∈N. Let
org lð Þ and dst lð Þ∈N be the pickup and drop-off points requested by passenger l. The
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salesman departs from city s ¼ 1, visits exactly once each city of subset N0 ⊆N and
returns to s. The quota collected by the salesman must be at least K units. Along the
trip, the salesman may choose which travel requests to fulfill. The travel costs are
shared with vehicle occupants. The number of vehicle occupants, or passengers,
cannot exceed R. Each passenger l∈L imposes a budget limit wl and a trip’s
maximum duration bl. Let hlj be the penalty to deliver passenger l∈L at city j∈N,
j 6¼ dst lð Þ. The value of variable hlj is computed in the final cost of the tour if
passenger l is delivered to city j. If j ¼ dst lð Þ, then hlj ¼ 0. The objective of the
QTSP-PIC is to find a Hamiltonian cycle Ψ ¼ N0,A0ð Þ such that the ride-sharing cost
and eventual penalties are minimized, and the quota constraint is satisfied.

The QTSP is NP-hard [13]. It is a particular case of the QTSP-PIC, in which the
list of persons demanding a ride is empty and the time spent to collect the bonus in
each vertex is zero. Thus, QTSP-PIC also belongs to the NP-hard class.

Silva et al. [5] presented an integer non-linear programming model for the
QTSP-PIC. They defined a solution as S ¼ N0,Q 0,L0,H0ð Þ, where N0 is a list of
vertices that represents a cycle, Ψ, such that the minimum quota restriction, K, is
satisfied; Q 0 is a binary list in which the i-th element is 1 if the salesman collects the
bonus from city i, i∈N0; L0 is a binary list in which the l-th element is 1 if the
salesman accepts the l-th travel request; and H0 is a list of integers in which the l-th
element is the index of the city where the l-th passenger leaves the car. If L0 l½ � ¼ 0,
then H0 l½ � ¼ 0. The cost of solution S, denoted by S:cost, is calculated by Eq. (1).

S:cost ¼
X

i, j∈N0

cij
1þPl∈L0v

l
ij
þ
X
l∈L0

hlH0l (1)

3. Ant Colony Optimization

In the Ant Colony Optimization, artificial ants build and share information
about the quality of solutions achieved with a communication scheme similar to
what occurs with some real ants species. Deneubourg et al. [16] investigated the
behavior of Argentine ants and performed some experiments, where there were two
bridges between the nest and a food source. He observed that the ants initially
walked on the two bridges at random, depositing pheromone in the paths. Over
time, due to random fluctuations, the pheromone concentration of one bridge was
higher than the other. Thus, more ants were attracted to that route. Finally, the
whole colony ended up converging towards the same route. The behavior of artifi-
cial ants preserves four notions of the natural behavior of ants:

• Pheromone deposit on the traveled trail;

• Predilection for trails with pheromone concentration;

• Concentration of the amount of pheromone in shorter trails;

• Communication between ants through the pheromone deposit.

Pheromone is a chemical structure of communication [17]. According to Dorigo
et al. [18], pheromone enables the process of stigmergy and self-organization in
which simple agents perform complex and objective-oriented behaviors. Stigmergy
is a particular form of indirect communication used by social insects to coordinate
their activities [18].

80

Operations Management - Emerging Trend in the Digital Era

Considering the context of ant algorithms applied to the TSP, when moving
through the graph G, artificial ants tend to follow paths with higher pheromone
deposits rates. As ants tend to deposit pheromone along the path they follow, as
more ants choose the same path, the pheromone rate tends to increase in these
paths. This cooperation mechanism induces artificial ants to find good solutions, as
it works as a shared memory that is continuously updated and can be consulted by
every ant in the colony [19].

The base-line of the Ant Colony Optimization is the algorithm Ant System [6].
In the TSP application, N is the set of vertices to visit. Ants construct solutions
iteratively. Every iteration, the ant chooses the next vertex based on heuristic
information, η, and pheromone trails, τ. Initially, pheromone trails have the same
amount of pheromone, τ0, computed by Eq. (2), where n is the number of vertices
in N and Cost Dð Þ is the value of the TSP tour built by a greedy heuristic.

τ0ij ¼ n� Cost Dð Þð Þ�1 (2)

The k-th ant iteratively adds new vertices to the solution. The algorithm uses
Eq. (3) to compute the probability of the k-th ant to move from vertex i to j at the
t-th iteration, where ηij ¼ 1

cij
is the heuristic factor, τij tð Þ is the pheromone in arc i, jð Þ

in the t-th iteration, and Λk is the list of vertices not visited by the k-th ant.
Coefficients α and β weight the influence of the pheromone and heuristic
information, respectively. They are user-defined parameters. If α ¼ 0, the
probability computed by Eq. (3) depends only on the heuristic information. So,
the ant algorithm behaves like a greedy method. If β ¼ 0, ants tend to select
paths with higher pheromone levels. It may lead the algorithm to early
stagnation. So, balancing the values of α and β is critical to guarantee a suitable
search strategy [5].

ϒk
ij tð Þ ¼

τij tð Þ
� �α � ηij

h iβ
P

w∈Λk τiw tð Þ½ �α � ηiw½ �β
h i , j∈Λk (3)

Eqs. (4) and (5) show the formulas used to update pheromone trails, where ρ is
the evaporation coefficient, Cost Wk� �

is the cost of the route Wk built by the k-th
ant, and Δτkij is the pheromone deposited on arc i, jð Þ by the k-th ant, computed by
expression (6).

τij ¼ 1� ρð Þ � τij þ ρ� Δτij, ρ∈ 0, 1½ � (4)

Δτij ¼
Xm

k¼1
Δτkij (5)

Δτij ¼
1

Cost Wk� � , if arc i, jð Þ∈Wk:

0, otherwise:

8<
: (6)

The ant algorithms proposed after AS improved its implementation design
with elitist pheromone update strategies and local search algorithms to improve
solutions [6]. Two well-known variants of AS are the Ant Colony System
(ACS) [20] and MAX-MIN Ant System [21]. Silva et al. [5] presented AS and ACS
adaptations for the QTSP-PIC. Section 3.1 presents the MAX-MIN Ant System
algorithm.
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cannot exceed R. Each passenger l∈L imposes a budget limit wl and a trip’s
maximum duration bl. Let hlj be the penalty to deliver passenger l∈L at city j∈N,
j 6¼ dst lð Þ. The value of variable hlj is computed in the final cost of the tour if
passenger l is delivered to city j. If j ¼ dst lð Þ, then hlj ¼ 0. The objective of the
QTSP-PIC is to find a Hamiltonian cycle Ψ ¼ N0,A0ð Þ such that the ride-sharing cost
and eventual penalties are minimized, and the quota constraint is satisfied.

The QTSP is NP-hard [13]. It is a particular case of the QTSP-PIC, in which the
list of persons demanding a ride is empty and the time spent to collect the bonus in
each vertex is zero. Thus, QTSP-PIC also belongs to the NP-hard class.

Silva et al. [5] presented an integer non-linear programming model for the
QTSP-PIC. They defined a solution as S ¼ N0,Q 0,L0,H0ð Þ, where N0 is a list of
vertices that represents a cycle, Ψ, such that the minimum quota restriction, K, is
satisfied; Q 0 is a binary list in which the i-th element is 1 if the salesman collects the
bonus from city i, i∈N0; L0 is a binary list in which the l-th element is 1 if the
salesman accepts the l-th travel request; and H0 is a list of integers in which the l-th
element is the index of the city where the l-th passenger leaves the car. If L0 l½ � ¼ 0,
then H0 l½ � ¼ 0. The cost of solution S, denoted by S:cost, is calculated by Eq. (1).

S:cost ¼
X

i, j∈N0

cij
1þPl∈L0v

l
ij
þ
X
l∈L0

hlH0l (1)

3. Ant Colony Optimization

In the Ant Colony Optimization, artificial ants build and share information
about the quality of solutions achieved with a communication scheme similar to
what occurs with some real ants species. Deneubourg et al. [16] investigated the
behavior of Argentine ants and performed some experiments, where there were two
bridges between the nest and a food source. He observed that the ants initially
walked on the two bridges at random, depositing pheromone in the paths. Over
time, due to random fluctuations, the pheromone concentration of one bridge was
higher than the other. Thus, more ants were attracted to that route. Finally, the
whole colony ended up converging towards the same route. The behavior of artifi-
cial ants preserves four notions of the natural behavior of ants:

• Pheromone deposit on the traveled trail;

• Predilection for trails with pheromone concentration;

• Concentration of the amount of pheromone in shorter trails;

• Communication between ants through the pheromone deposit.

Pheromone is a chemical structure of communication [17]. According to Dorigo
et al. [18], pheromone enables the process of stigmergy and self-organization in
which simple agents perform complex and objective-oriented behaviors. Stigmergy
is a particular form of indirect communication used by social insects to coordinate
their activities [18].
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Considering the context of ant algorithms applied to the TSP, when moving
through the graph G, artificial ants tend to follow paths with higher pheromone
deposits rates. As ants tend to deposit pheromone along the path they follow, as
more ants choose the same path, the pheromone rate tends to increase in these
paths. This cooperation mechanism induces artificial ants to find good solutions, as
it works as a shared memory that is continuously updated and can be consulted by
every ant in the colony [19].

The base-line of the Ant Colony Optimization is the algorithm Ant System [6].
In the TSP application, N is the set of vertices to visit. Ants construct solutions
iteratively. Every iteration, the ant chooses the next vertex based on heuristic
information, η, and pheromone trails, τ. Initially, pheromone trails have the same
amount of pheromone, τ0, computed by Eq. (2), where n is the number of vertices
in N and Cost Dð Þ is the value of the TSP tour built by a greedy heuristic.

τ0ij ¼ n� Cost Dð Þð Þ�1 (2)

The k-th ant iteratively adds new vertices to the solution. The algorithm uses
Eq. (3) to compute the probability of the k-th ant to move from vertex i to j at the
t-th iteration, where ηij ¼ 1

cij
is the heuristic factor, τij tð Þ is the pheromone in arc i, jð Þ

in the t-th iteration, and Λk is the list of vertices not visited by the k-th ant.
Coefficients α and β weight the influence of the pheromone and heuristic
information, respectively. They are user-defined parameters. If α ¼ 0, the
probability computed by Eq. (3) depends only on the heuristic information. So,
the ant algorithm behaves like a greedy method. If β ¼ 0, ants tend to select
paths with higher pheromone levels. It may lead the algorithm to early
stagnation. So, balancing the values of α and β is critical to guarantee a suitable
search strategy [5].

ϒk
ij tð Þ ¼

τij tð Þ
� �α � ηij

h iβ
P

w∈Λk τiw tð Þ½ �α � ηiw½ �β
h i , j∈Λk (3)

Eqs. (4) and (5) show the formulas used to update pheromone trails, where ρ is
the evaporation coefficient, Cost Wk� �

is the cost of the route Wk built by the k-th
ant, and Δτkij is the pheromone deposited on arc i, jð Þ by the k-th ant, computed by
expression (6).

τij ¼ 1� ρð Þ � τij þ ρ� Δτij, ρ∈ 0, 1½ � (4)

Δτij ¼
Xm

k¼1
Δτkij (5)

Δτij ¼
1

Cost Wk� � , if arc i, jð Þ∈Wk:

0, otherwise:

8<
: (6)

The ant algorithms proposed after AS improved its implementation design
with elitist pheromone update strategies and local search algorithms to improve
solutions [6]. Two well-known variants of AS are the Ant Colony System
(ACS) [20] and MAX-MIN Ant System [21]. Silva et al. [5] presented AS and ACS
adaptations for the QTSP-PIC. Section 3.1 presents the MAX-MIN Ant System
algorithm.
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3.1 Multi-strategy MAX-MIN ant system

MMAS uses Eq. (3) to compute the probability of an ant to move from vertex i
to j. Besides, it incorporates improvements to avoid search stagnation and a phero-
mone update rule that limits pheromone concentration rates. Eq. (7) presents the
pheromone update rule. Limits τmax and τmin prevent stagnation of pheromone
values.

τij ¼ max τmin, min τmax, 1� ρð Þ � τij þ ρ� Δτbestij

n on o
, ρ∈ 0, 1½ � (7)

Δτbestij ¼
1

Cost Wbest� � , if arc i, jð Þ∈Wbest:

0, otherwise:

8<
: (8)

There are three possibilities for the best route (Wbest) considered in the algo-
rithm: the best route in the current iteration, the best route found so far, and the
best route since the last time pheromone trails were reinitiated. In the MMAS
original design [21], these routes were chosen alternately. The initial value of pher-
omone trails was tmax. If the algorithm reached stagnation, i.e., the best current
route remained the same for several iterations, the pheromone value reinitialized to
tmax. Assigning tmax to pheromone trails produces a small variability among
pheromone levels at the start of the search [21].

The implementation of the MMAS for the QTSP-PIC extends the original
proposal [21] with the following adaptions:

• Ants start at vertex s;

• Ants include vertices in the route up to reach the minimum quota;

• Solution Sk, built by the k-th ant, is computed by assigning passengers to route
Wk with the RMH algorithm [5];

• Use of the MS concept.

The ants in the MMAS, use arc costs to compute heuristic information. In the
MS-MMAS, ants use four sources for this task, listed in the following.

• Cost oriented: uses cij as heuristic information, such that ηij ¼ 1
cij
;

• Time oriented: uses tij as heuristic information, such that ηij ¼ 1
tij
. This heuristic

information guides ants to vertices that lead to travel time savings.

• Quota oriented: q j is used as heuristic information, ηij ¼
q j

cij
. This heuristic

information guides ants to go to vertices that lead to the maximization of the
quota collected.

• Passenger oriented: the heuristic information is ηij ¼ ∣L j∣
cij
. This strategy orients

ants to maximize the number of travel requests fulfilled.

In the MS concept proposed in [5], every ant decides which strategy to use at
random with uniform distribution. A roulette wheel selection improves this
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concept. The proportion of the wheel assigned to each heuristic information is
directly related to the quality of solutions achieved. So, ants learn, at each iteration,
the best heuristic information. At the final iterations, ants tend to use the heuristic
information that proved to be most promising.

Algorithm 1 presents the pseudo-code of the MS-MMAS. It has the following
parameters: maximum number of iterations (maxIter), number of ants (m∈Z >0),
pheromone coefficient (α∈R>0), heuristic coefficient (β∈R>0), evaporation
factor (ρ∈ 0, 1½ �), and pheromone limits (τmax, τmin ∈R>0). It also has the following
parameters and variables:

• N: set of vertices;

• ξ: index of the heuristic information source;

• Wk: route built by the k-th ant;

• Sk: solution produced after applying the RMH heuristic [5] to route Wk;

• Wi: the best route built in the i-th iteration;

• Si: the best solution produced in the i-th iteration;

• W ∗ : the best route found so far;

• S ∗ : the best solution found so far;

• Wbest: route used as input to the pheromone updating procedure;

• Π: hash table that stores every solution Si constructed and used as initial
solution to the local search algorithm;

Algorithm 1: MS-MMAS(maxIter, m, α, β, ρ τmax, τmin)

1. Π ∅
2. Initialize pheromone trails
3. For k ¼ 1 to m.
4. Wk 2½ �  random_city(Nn sf g)
5. For i ¼ 1 to maxIter
6. For k ¼ 1 to m
7. ξ chose_heuristic_information()
8. Wk  build_route(α, β, ξ)
9. Sk  assign_passengers(Wk)
10. Update(Wi,Si)
11. If Si ∉ Π
12. Si  MnLS(Si)
13. Store(Π, Si)
14. Update(W ∗ ,S ∗ )
15. Wbest  alternate(maxIter, i, Wi, W ∗ )
16. Pheromone_update(Wbest,ρ, τmax, τmin)
17. Return S ∗
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In the MS concept proposed in [5], every ant decides which strategy to use at
random with uniform distribution. A roulette wheel selection improves this

82

Operations Management - Emerging Trend in the Digital Era

concept. The proportion of the wheel assigned to each heuristic information is
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• W ∗ : the best route found so far;
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• Wbest: route used as input to the pheromone updating procedure;
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The algorithm sets τmax as the initial value of pheromone trails (step 2). Since
ants begin at vertex s, the second vertex is selected randomly with uniform distri-
bution (steps 3 and 4). The k-th ant decides which heuristic information, ξ, to use
(step 7) and builds a route (step 8). The algorithm uses the RMH heuristic to assign
passengers to Wk, completing a solution (step 9). The algorithm updates Wi and Si

(step 10). The MnLS algorithm is applied to Si (step 12) if the solution Si ∉ Π. After
the local search, the algorithm stores Si in the hash table Π. At the next iteration, the
current Si is the starting solution of the local search if it is not in Π. This procedure
prevents redundant work. The algorithm updates the best route and the best solu-
tion found so far,W ∗ and S ∗ (step 14). Similar to the original design ofMMAS,Wi

is assigned to Wbest at the first 25% iterations or if i ranges from [50%,75%] of
maxIter. W ∗ is assigned to Wbest if i ranges from [25%,50%] of maxIter or if it is
greater than or equal to 75% of maxIter (step 15). This procedure improves diversi-
fication by shifting the emphasis over the search space. Wbest is used to update
pheromones (step 16). Finally, the algorithm returns S ∗ .

4. Experiments and results

This section presents the methodology for the experiments and results from the
experiments. Section 4.1 presents the methodology. Section 4.2 presents the
parameters used in the MS-MMAS algorithm. Section 4.3 presents the results.

4.1 Methodology

The experiments were executed on a computer with an Intel Core i5, 2.6 GHz
processor, Windows 10, 64-bit, and 6GB RAM memory. The algorithms were
implemented in C ++ lan and compiled with GNU g++ version 4.8.4. The bench-
mark set proposed in [5] was used to test the effectiveness of the MS-MMAS. The
sizes of those instances range from 10 to 500 vertices. Small instances have up to 40
vertices, medium up to 100, and large more than 100 vertices. The instances are
available for download at https://github.com/brunocastrohs/QTSP-PIC.

The best, average results, and average processing times (in seconds) are
reported from 20 independent executions of the MS-MMAS. Experiments are
conducted to report the distance between the best-known solutions and the best
results provided by the MS-MMAS. The variability in which the MS-MMAS
achieved the best-known solutions stated in the benchmark set is also calculated.
With these experiments, it is possible to conclude if the MS-MMAS algorithm was
able to find the best-known solution of each instance and with what variability this
happens.

The Friedman test [23] with the Nemenyi post-hoc procedure [24] are applied,
with a significance level 0.05, to conclude about significant differences among the
results of the MS-MMAS and the other three ACO variants proposed in this [5]. The
instances were grouped according to their sizes (number of vertices) for the
Friedman test. There are eight groups of symmetric (asymmetric) instances, each of
them contains nine instances, called g< n> , where < n> stands for the size.

4.2 Parameter tuning

The IRACE software was used, presented by [22], to tune the parameters of the
MS-MMAS algorithm. 20 symmetric and 20 asymmetric instances were submitted
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to adjust the parameters. Those instances were selected at random. The IRACE uses
the maxExperiments and maxTime parameters as stopping criteria. This parameters
were set as follows: maxExperiments ¼ 103; and, maxTime ¼ ∞.

For the asymmetric instance set, the parameters were defined as follows:
maxIter ¼ 31; m ¼ 51; α ¼ 3:08; β ¼ 10:31; ρ ¼ 0:52; τmax ¼ 0:8; and τmin ¼ 0:2. For
the symmetric instance set, the parameters were: maxIter ¼ 29; m ¼ 57; α ¼ 2:92;
β ¼ 9:53; ρ ¼ 0:67; τmax ¼ 0:7; and τmin ¼ 0:2.

4.3 Results

In this section, the results of the MS-MMAS are tested and compared to those
produced by the other three ACO variants proposed in [5]: AS, ACS, and MS-ACS.

Table 1 presents the comparison between the ant algorithms. The best results
obtained by MS-MMAS were compared with those achieved by each ant algorithm
proposed in [5]. The results are in the X � Y format, where X and Y stand for the
number of instances in which the ant algorithm X found the best solution and the
number of instances in which the ant algorithm Y found the best solution,
respectively.

Table 1 shows that the MS-MMAS was the algorithm that reported the best
solution for most instances. This algorithm performed best than other ACO variants
due to its enhanced pheromone update procedures. The MS implementation with
roulette wheel selection proved to be effective at finding the best heuristic infor-
mation used by the ants during the run. Table 1 also shows that the MS-MMAS
provides results with better quality than the MS-ACS in the most symmetric cases.
The MS-ACS was superior to the MS-MMAS in seventeen asymmetric cases and
fourteen symmetric instances. Was observed that the pseudo-random action choice
rule of MS-ACS [20], which allows for a greedier solution construction, proved to
be a good algorithmic strategy for solving large instances.

Tables 2 and 3 shows the ranks of the ant algorithms based on the Friedman test
[23] with the Nemenyi [24] post-hoc test. The first column of this Tables presents
the subsets of instances grouped according to their sizes. The other columns of this
Tables present the p-values of the Friedman test and the ranks from the Nemenyi
post-hoc test. In the post-hoc test, the order ranks from a to c. The c rank indicates
that the algorithm achieved the worst performance in comparison to the others. The
a rank indicates the opposite. If the performances of two or more algorithms are
similar, the test assigns the same rank for them. In this experiment, the significance
level was assigned with 0.05.

The p-values presented in Tables 2 and 3 show that the performance of the ant
algorithms was not similar, i.e., the null hypothesis [24] is rejected in all cases. In
these Tables, can be observed that MS-MMAS ranks higher than AS and ACS for all
subsets. The ranks of MS-ACS and MS-MMAS were the same in the most cases. This
implies that the performance of only these two algorithms where similar, i. e., the
relative distance between the results achieved by these two algorithms are short.

To analyze the variability of the results provided by each ant algorithm com-
pared to the best results so far for the benchmark set, three metrics regarding the

Asymmetric Symmetric

AS ACS MS-ACS AS ACS MS-ACS

MS-MMAS 68 x 0 68 x 1 45 x 17 66 x 1 68 x 2 48 x 14

Table 1.
Comparison between the ant algorithms.
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Asymmetric

Subset p-value AS ACS MS-ACS MS-MMAS

g10 0.003159 b b a a

g20 0.000040 b c a a

g30 0.000017 c c a a

g40 0.000024 b c a a

g50 0.000048 c c b a

g100 0.000045 b c a a

g200 0.000031 b c a a

g500 0.000037 c b a a

Table 2.
Results of Friedman’s test and Nemenyi post-hoc test over asymmetric instances set.

Symmetric

Subset p-value AS ACS MS-ACS MS-MMAS

g10 0.003543 b b a a

g20 0.000205 b c a a

g30 0.000045 c c b a

g40 0.000059 b c a a

g50 0.000035 b b a a

g100 0.000024 b b a a

g200 0.000045 c b a a

g500 0.000098 c b a a

Table 3.
Results of Friedman’s test and Nemenyi post-hoc test over symmetric instances set.

Asymmetric

Metric AS ACS MS-ACS MS-MMAS

ν 4.30% 2.56% 6.8% 11.84%

Φ 0.2075333 0.2773624 0.0541799 0.0054741

Ω 0.2835401 0.4023659 0.1754952 0.5854892

Table 4.
Variability of the ants algorithms for asymmetric instances.

Symmetric

Metric AS ACS MS-ACS MS-MMAS

ν 2.01% 0.69% 8.75% 9.05%

Φ 0.2169756 0.2285948 0.0547890 0.0113889

Ω 0.3017957 0.3620682 0.1656022 0.6432748

Table 5.
Variability of the ants algorithms for symmetric instances.

86

Operations Management - Emerging Trend in the Digital Era

Asymmetric Symmetric

Instance Best Average Time Percentage Best Average Time Percentage

A-10-3 478.42 863.13 0.15 100% 545.92 996.34 0.15 25%

A-10-4 523.57 1069.33 0.14 80% 460.00 838.84 0.18 20%

A-10-5 482.60 690.08 0.14 5% 371.93 658.97 0.19 10%

A-20-3 519.67 936.47 0.35 5% 679.75 1363.59 0.32 20%

A-20-4 458.10 1145.88 0.38 0% 346.30 661.82 0.43 35%

A-20-5 398.75 669.82 0.35 10% 351.50 1006.24 0.48 5%

A-30-3 618.33 1180.70 0.48 10% 574.33 1469.68 0.50 5%

A-30-4 401.20 805.32 1.28 5% 654.80 1202.15 0.40 5%

A-30-5 475.83 1033.91 0.58 10% 464.05 911.56 0.66 5%

A-40-3 692.00 1060.67 2.83 5% 718.25 1399.04 0.72 10%

A-40-4 658.95 1088.41 2.52 5% 570.98 961.13 2.95 5%

A-40-5 460.90 900.51 3.11 5% 441.22 836.52 2.89 5%

B-10-3 729.50 925.35 0.13 5% 834.67 1485.47 0.20 20%

B-10-4 306.90 421.35 0.13 15% 493.58 757.45 0.16 10%

B-10-5 434.75 835.01 0.18 55% 726.35 1160.97 0.23 5%

B-20-3 805.42 1251.39 0.28 10% 950.00 1666.22 0.45 5%

B-20-4 848.62 1366.69 0.35 5% 822.82 1386.67 0.49 5%

B-20-5 895.17 1275.78 0.28 70% 660.22 1215.12 0.35 5%

B-30-3 747.75 1316.96 1.31 5% 718.67 1358.11 0.93 5%

B-30-4 723.27 1301.57 1.51 5% 650.35 1272.86 0.69 5%

B-30-5 700.75 1205.96 1.39 5% 504.68 1091.11 0.89 5%

B-40-3 964.42 1574.00 2.02 0% 889.83 1682.76 1.97 5%

B-40-4 1195.62 2134.73 1.20 5% 743.82 1508.16 2.09 0%

B-40-5 819.28 1537.71 1.11 10% 749.82 1351.64 0.85 5%

C-10-3 359.25 604.70 0.17 55% 597.83 697.51 0.05 0%

C-10-4 307.10 514.66 0.20 5% 408.45 514.65 0.15 85%

C-10-5 566.58 783.35 0.17 10% 409.60 846.51 0.23 10%

C-20-3 650.25 978.84 0.46 10% 629.92 1063.99 0.36 0%

C-20-4 563.78 938.50 0.72 5% 441.65 1019.96 1.06 10%

C-20-5 739.22 1056.77 1.02 0% 711.87 1095.84 0.63 5%

C-30-3 837.58 1198.09 1.05 5% 830.17 1221.65 0.61 10%

C-30-4 754.10 1144.99 2.47 5% 745.92 1096.55 1.16 5%

C-30-5 560.18 998.28 2.29 10% 490.80 931.81 2.21 5%

C-40-3 1008.00 1541.54 2.59 5% 607.00 946.57 3.45 10%

C-40-4 695.30 1172.76 2.06 10% 699.80 1136.17 2.25 0%

C-40-5 623.33 1097.22 3.24 10% 475.67 898.80 7.82 0%

Table 6.
Results of the MS-MMAS executions for small instances.
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g100 0.000045 b c a a
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Variability of the ants algorithms for asymmetric instances.

Symmetric

Metric AS ACS MS-ACS MS-MMAS

ν 2.01% 0.69% 8.75% 9.05%

Φ 0.2169756 0.2285948 0.0547890 0.0113889

Ω 0.3017957 0.3620682 0.1656022 0.6432748

Table 5.
Variability of the ants algorithms for symmetric instances.

86

Operations Management - Emerging Trend in the Digital Era

Asymmetric Symmetric

Instance Best Average Time Percentage Best Average Time Percentage

A-10-3 478.42 863.13 0.15 100% 545.92 996.34 0.15 25%

A-10-4 523.57 1069.33 0.14 80% 460.00 838.84 0.18 20%

A-10-5 482.60 690.08 0.14 5% 371.93 658.97 0.19 10%

A-20-3 519.67 936.47 0.35 5% 679.75 1363.59 0.32 20%

A-20-4 458.10 1145.88 0.38 0% 346.30 661.82 0.43 35%

A-20-5 398.75 669.82 0.35 10% 351.50 1006.24 0.48 5%

A-30-3 618.33 1180.70 0.48 10% 574.33 1469.68 0.50 5%

A-30-4 401.20 805.32 1.28 5% 654.80 1202.15 0.40 5%

A-30-5 475.83 1033.91 0.58 10% 464.05 911.56 0.66 5%

A-40-3 692.00 1060.67 2.83 5% 718.25 1399.04 0.72 10%

A-40-4 658.95 1088.41 2.52 5% 570.98 961.13 2.95 5%

A-40-5 460.90 900.51 3.11 5% 441.22 836.52 2.89 5%

B-10-3 729.50 925.35 0.13 5% 834.67 1485.47 0.20 20%

B-10-4 306.90 421.35 0.13 15% 493.58 757.45 0.16 10%

B-10-5 434.75 835.01 0.18 55% 726.35 1160.97 0.23 5%

B-20-3 805.42 1251.39 0.28 10% 950.00 1666.22 0.45 5%

B-20-4 848.62 1366.69 0.35 5% 822.82 1386.67 0.49 5%

B-20-5 895.17 1275.78 0.28 70% 660.22 1215.12 0.35 5%

B-30-3 747.75 1316.96 1.31 5% 718.67 1358.11 0.93 5%

B-30-4 723.27 1301.57 1.51 5% 650.35 1272.86 0.69 5%

B-30-5 700.75 1205.96 1.39 5% 504.68 1091.11 0.89 5%

B-40-3 964.42 1574.00 2.02 0% 889.83 1682.76 1.97 5%

B-40-4 1195.62 2134.73 1.20 5% 743.82 1508.16 2.09 0%

B-40-5 819.28 1537.71 1.11 10% 749.82 1351.64 0.85 5%

C-10-3 359.25 604.70 0.17 55% 597.83 697.51 0.05 0%

C-10-4 307.10 514.66 0.20 5% 408.45 514.65 0.15 85%

C-10-5 566.58 783.35 0.17 10% 409.60 846.51 0.23 10%

C-20-3 650.25 978.84 0.46 10% 629.92 1063.99 0.36 0%

C-20-4 563.78 938.50 0.72 5% 441.65 1019.96 1.06 10%

C-20-5 739.22 1056.77 1.02 0% 711.87 1095.84 0.63 5%

C-30-3 837.58 1198.09 1.05 5% 830.17 1221.65 0.61 10%

C-30-4 754.10 1144.99 2.47 5% 745.92 1096.55 1.16 5%

C-30-5 560.18 998.28 2.29 10% 490.80 931.81 2.21 5%

C-40-3 1008.00 1541.54 2.59 5% 607.00 946.57 3.45 10%

C-40-4 695.30 1172.76 2.06 10% 699.80 1136.17 2.25 0%

C-40-5 623.33 1097.22 3.24 10% 475.67 898.80 7.82 0%
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Results of the MS-MMAS executions for small instances.
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Asymmetric Symmetric

Instance Best Average Time Percentage Best Average Time Percentage

A-50-3 1058.33 2128.68 2.31 5% 1000.33 1943.13 2.91 5%

A-50-4 774.93 1473.57 4.48 5% 783.40 1345.19 3.53 5%

A-50-5 673.42 1314.54 4.16 5% 583.08 1008.33 2.59 0%

A-100-3 1431.42 2046.96 53.44 5% 1514.08 2292.08 15.66 20%

A-100-4 1456.47 2705.07 23.12 5% 1165.90 1595.91 37.11 5%

A-100-5 1106.17 1778.38 40.57 10% 980.28 1366.09 58.20 5%

A-200-3 2806.75 3610.22 424.60 0% 2793.33 3272.00 257.42 0%

A-200-4 2388.88 3196.15 381.07 0% 2199.45 2807.06 79.32 10%

A-200-5 1753.00 2286.08 1380.26 10% 2086.82 3237.85 55.37 10%

A-500-3 6878.42 7165.39 1641.92 33% 6331.75 7679.65 732.94 10%

A-500-4 5572.42 5637.26 4939.84 0% 5030.48 5080.66 913.82 0%

A-500-5 4389.92 4539.44 16990.77 50% 4610.95 4696.91 73.97 33%

B-50-3 1338.42 2356.24 5.82 10% 966.42 1770.88 4.60 5%

B-50-4 951.87 1757.61 5.00 5% 772.67 1490.01 1.47 5%

B-50-5 1083.18 1943.22 3.91 5% 692.42 1342.78 4.74 5%

B-100-3 1781.00 3115.78 30.96 5% 1803.33 3258.90 15.11 5%

B-100-4 1409.65 2467.02 61.76 5% 1648.58 3360.93 11.00 5%

B-100-5 1361.20 2734.24 39.89 5% 1018.37 1536.34 99.02 5%

B-200-3 3302.83 4840.94 317.37 0% 3016.67 4267.17 56.62 0%

B-200-4 2536.80 3477.13 681.75 0% 2326.97 3139.57 81.34 10%

B-200-5 2127.88 2814.24 906.74 0% 1893.67 2506.64 102.33 10%

B-500-3 6994.84 7203.61 3857.77 0% 6433.92 6475.67 126.51 0%

B-500-4 5419.87 5730.97 24183.87 100% 5191.77 5276.98 267.72 0%

B-500-5 4546.28 4643.03 21118.98 0% 4379.43 4494.11 164.08 33%

C-50-3 1201.92 1801.68 3.12 5% 829.75 1482.86 2.82 5%

C-50-4 937.25 1651.11 7.96 5% 901.40 1605.24 6.16 10%

C-50-5 609.60 1127.99 16.58 5% 766.48 1366.58 7.43 5%

C-100-3 1496.58 2001.76 47.62 0% 1364.00 1819.03 14.21 10%

C-100-4 1352.85 2458.82 32.32 5% 1099.00 1445.29 23.98 0%

C-100-5 1022.70 1466.42 127.11 0% 991.12 1472.23 35.21 5%

C-200-3 2629.00 3197.13 478.90 10% 2510.50 3171.66 65.07 10%

C-200-4 2184.85 2648.38 710.70 10% 2141.40 2741.11 52.59 0%

C-200-5 1881.03 2296.53 486.62 0% 1713.17 2127.84 126.85 10%

C-500-3 6528.08 6618.16 2484.52 0% 6023.42 6087.14 138.12 33%

C-500-4 5139.54 5298.21 8188.46 0% 4942.28 4958.64 65.19 33%

C-500-5 4286.45 4278.49 6061.78 0% 4167.67 4178.10 302.79 0%

Table 7.
Results of the MS-MMAS executions for medium and large instances.
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results produced by the experiments were adopted. The first metric, ν, shows the
percentages relative to the number of times an ant algorithm found the best-known
solution along 20 independent executions. The second metric, Φ, is the relative
distance between the cost of the best-known solution χ ∗ and the best solution χmin

of each ant algorithm. The third metric, Ω, is the relative distance between χ ∗ and
the average solution χa of each ant algorithm. To calculate Φ, the Eq. (9) was used.
Ω is calculated using the formula (10). The average values of ν, Φ and Ω are
reported in Tables 4 and 5.

Φ ¼ χmin

χ ∗ � 1 (9)

Ω ¼ χa

χ ∗ � 1 (10)

It can be observed from Tables 4 and 5 that the MS-MMAS is the best one
concerning the ν and Φmetrics. The MS-ACS is the best algorithm concerning the Ω
metric. Tables 6 and 7 show the data regarding the results of MS-MMAS reported
in Tables 4 and 5. The results of the other ACO variants can be seen in [5].

Tables 8 and 9 present the average processing time (in seconds) spent by each
heuristic. Instances are grouped by the number of vertices. From these tables, it can
be conclude that the MS-MMAS was the ant algorithm that demanded more

n AS ACS MS-ACS MS-MMAS

10 0.05 0.06 0.12 0.15

20 0.10 0.13 0.26 0.46

30 0.20 0.30 1.92 1.37

40 0.34 0.48 2.29 2.29

50 0.41 2.20 5.77 5.92

100 6.68 28.85 32.69 50.75

200 31.81 270.94 409.72 640.89

500 41.72 3477.13 3545.20 9940.87

Table 8.
Average time spent by the ant algorithms for the set of asymmetric instances.

n AS ACS MS-ACS MS-MMAS

10 0.05 0.06 0.12 0.17

20 0.10 0.13 0.27 0.51

30 0.18 0.24 0.49 0.89

40 0.28 0.38 0.73 2.78

50 0.40 0.56 5.41 4.02

100 8.13 13.51 29.17 34.93

200 22.94 51.92 112.58 97.43

500 40.53 75.72 127.83 309.46

Table 9.
Average time spent by the ant algorithms for the set of symmetric instances.
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Asymmetric Symmetric

Instance Best Average Time Percentage Best Average Time Percentage

A-50-3 1058.33 2128.68 2.31 5% 1000.33 1943.13 2.91 5%

A-50-4 774.93 1473.57 4.48 5% 783.40 1345.19 3.53 5%

A-50-5 673.42 1314.54 4.16 5% 583.08 1008.33 2.59 0%

A-100-3 1431.42 2046.96 53.44 5% 1514.08 2292.08 15.66 20%

A-100-4 1456.47 2705.07 23.12 5% 1165.90 1595.91 37.11 5%

A-100-5 1106.17 1778.38 40.57 10% 980.28 1366.09 58.20 5%

A-200-3 2806.75 3610.22 424.60 0% 2793.33 3272.00 257.42 0%

A-200-4 2388.88 3196.15 381.07 0% 2199.45 2807.06 79.32 10%

A-200-5 1753.00 2286.08 1380.26 10% 2086.82 3237.85 55.37 10%

A-500-3 6878.42 7165.39 1641.92 33% 6331.75 7679.65 732.94 10%
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B-100-4 1409.65 2467.02 61.76 5% 1648.58 3360.93 11.00 5%

B-100-5 1361.20 2734.24 39.89 5% 1018.37 1536.34 99.02 5%

B-200-3 3302.83 4840.94 317.37 0% 3016.67 4267.17 56.62 0%

B-200-4 2536.80 3477.13 681.75 0% 2326.97 3139.57 81.34 10%
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B-500-4 5419.87 5730.97 24183.87 100% 5191.77 5276.98 267.72 0%

B-500-5 4546.28 4643.03 21118.98 0% 4379.43 4494.11 164.08 33%

C-50-3 1201.92 1801.68 3.12 5% 829.75 1482.86 2.82 5%

C-50-4 937.25 1651.11 7.96 5% 901.40 1605.24 6.16 10%

C-50-5 609.60 1127.99 16.58 5% 766.48 1366.58 7.43 5%

C-100-3 1496.58 2001.76 47.62 0% 1364.00 1819.03 14.21 10%

C-100-4 1352.85 2458.82 32.32 5% 1099.00 1445.29 23.98 0%

C-100-5 1022.70 1466.42 127.11 0% 991.12 1472.23 35.21 5%

C-200-3 2629.00 3197.13 478.90 10% 2510.50 3171.66 65.07 10%

C-200-4 2184.85 2648.38 710.70 10% 2141.40 2741.11 52.59 0%

C-200-5 1881.03 2296.53 486.62 0% 1713.17 2127.84 126.85 10%

C-500-3 6528.08 6618.16 2484.52 0% 6023.42 6087.14 138.12 33%
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results produced by the experiments were adopted. The first metric, ν, shows the
percentages relative to the number of times an ant algorithm found the best-known
solution along 20 independent executions. The second metric, Φ, is the relative
distance between the cost of the best-known solution χ ∗ and the best solution χmin

of each ant algorithm. The third metric, Ω, is the relative distance between χ ∗ and
the average solution χa of each ant algorithm. To calculate Φ, the Eq. (9) was used.
Ω is calculated using the formula (10). The average values of ν, Φ and Ω are
reported in Tables 4 and 5.

Φ ¼ χmin

χ ∗ � 1 (9)

Ω ¼ χa

χ ∗ � 1 (10)

It can be observed from Tables 4 and 5 that the MS-MMAS is the best one
concerning the ν and Φmetrics. The MS-ACS is the best algorithm concerning the Ω
metric. Tables 6 and 7 show the data regarding the results of MS-MMAS reported
in Tables 4 and 5. The results of the other ACO variants can be seen in [5].

Tables 8 and 9 present the average processing time (in seconds) spent by each
heuristic. Instances are grouped by the number of vertices. From these tables, it can
be conclude that the MS-MMAS was the ant algorithm that demanded more
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10 0.05 0.06 0.12 0.15

20 0.10 0.13 0.26 0.46

30 0.20 0.30 1.92 1.37

40 0.34 0.48 2.29 2.29

50 0.41 2.20 5.77 5.92

100 6.68 28.85 32.69 50.75

200 31.81 270.94 409.72 640.89

500 41.72 3477.13 3545.20 9940.87
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Average time spent by the ant algorithms for the set of asymmetric instances.
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10 0.05 0.06 0.12 0.17

20 0.10 0.13 0.27 0.51

30 0.18 0.24 0.49 0.89

40 0.28 0.38 0.73 2.78

50 0.40 0.56 5.41 4.02

100 8.13 13.51 29.17 34.93

200 22.94 51.92 112.58 97.43
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processing time. Tables 6 and 7 (1) present detailed results concerning the average
time required by the MS-MMAS. Data regarding the time consumption of the other
ACO variants can be seen in [5].

5. Discussion

The purpose of this study was to adapt MMAS to the QTSP-PIC and compare its
performance with the ACO variants proposed in [5]. As expected, MS-MMAS
proved to be competitive regarding the other ACO variants proposed to solve
QTSP-PIC. Similarities and differences that were observed in the results are
discussed in section 5.1. The limitations of the study are discussed in Section 5.2.

5.1 Comparison between ACO algorithms

The ACO algorithms proposed by Silva et al. [5] showed to be a viable method
for solving QTSP-PIC. Yet, the performance of AS and ACS algorithms, when
compared to MS-MMAS, was rather poor for the benchmark set studied. MS-
MMAS improved the results achieved by AS in 134 instances. Compared to ACS,
MS-MMAS performed better in 136 instances. The results achieved by MS-MMAS
improved those produced by MS-ACS in 93 instances. It is interesting to note that
the MS-ACS algorithm performed slightly better on the large instances than the
MS-MMAS. The Friedman test and Nemenyi post-hoc ranked these two ACO
algorithms with the same scale for the most instance groups, which means that
difference between the results achieved by the MS-ACS and MS-MMAS was
significantly small.

These observations are also supported by the variability results of each ACO
algorithm. Metric ν showed that MS-MMAS was the algorithm that achieved the
best know solutions of the benchmark set in most cases. Metric Φ showed that the
MS-MMAS performed slightly better overall on the benchmark set than the MS-
ACS. A possible explanation for this is that the MS-ACS variation might converge to
a local minimum faster than the MS-MMAS.

Results presented in this study showed that the MS-MMAS algorithm is better
suited than the other three ACO variants proposed in [5] to solve QTSP-PIC. This
suggests a positive impact of the implementation design proposed in this study and
a contribution to the MAX-MIN Ant System state of the art.

5.2 Limitations

Due to limited time, parallel computing techniques could not be tested to
improve the performance of MS-MMAS. A previous study done by Skinderowicz
[10] investigated the potential effectiveness of a GPU-based parallelMAX-MIN Ant
System in solving the TSP. In this study, the most promising MMAS variant was
able to generate over 1 million candidate solutions per second when solving a large
instance of the TSP benchmark set. Other techniques can improve the MS-MMAS
design and could not be tested due to the lack of time:

• A rank-based pheromone updating rule [25];

• The application of the pseudo-random action choice rule proposed in [21];

• Hybridization with other meta-heuristics [26–28].
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6. Conclusions

This work dealt with a recently proposed variant of the Traveling Salesman
Problem named The Quota Traveling Salesman Problem with Passengers, Incom-
plete Ride, and Collection Time. In this problem, the salesman uses a flexible
ride-sharing system to minimize travel costs while visiting some vertices to satisfy a
pre-established quota. He must respect the budget limitations and the maximum
travel time of every passenger. Each passenger can be transported directly to the
desired destination or an alternate destination. The alternative destination idea
suggests that when sharing a ride, pro-environmental or money-saving concerns
can induce persons to agree to fulfill their needs at a similar destination. Operational
constraints regarding vehicle capacity and travel time were also considered.

The Multi-Strategy MAX-MIN Ant System, a variant from the Ant Colony
Optimization (ACO) family of algorithms, was presented. This algorithm uses the
MS concept improved with roulette wheel selection and memory-based principles
to avoid redundant executions of the local search algorithm. The results of MS-
MMAS were compared with those produced by the ACO algorithms presented in
[5]. To support MS-MMAS, the ride-matching heuristic and the local search heu-
ristic based on multiple neighborhood operators proposed by [5] were reused.

The computational experiments reported in this study comprised one hundred
forty-four instances. The experimental results show that the proposed ant algorithm
variant could update the best-known solutions for this benchmark set according to
the statistical results. The comparison results with three other ACO variants pro-
posed in [5] showed that MS-MMAS improved the best results of MS-ACS for
ninety-three instances, and a significant superiority of MS-MMAS over AS
and ACS.

The presented work may be extended in multiple directions. First, it would be
interesting to investigate if the application of the pseudo-random action choice rule
[20] could improve the MS-MMAS results. Another further promising idea is the
use of pheromone update rule based on ants ranking [25]. Extension of the MS-
MMAS implementation design with parallel computing techniques [10] and
hybridization with other meta-heuristics [26–28] is other interesting opportunity
for the future research.
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processing time. Tables 6 and 7 (1) present detailed results concerning the average
time required by the MS-MMAS. Data regarding the time consumption of the other
ACO variants can be seen in [5].

5. Discussion

The purpose of this study was to adapt MMAS to the QTSP-PIC and compare its
performance with the ACO variants proposed in [5]. As expected, MS-MMAS
proved to be competitive regarding the other ACO variants proposed to solve
QTSP-PIC. Similarities and differences that were observed in the results are
discussed in section 5.1. The limitations of the study are discussed in Section 5.2.

5.1 Comparison between ACO algorithms

The ACO algorithms proposed by Silva et al. [5] showed to be a viable method
for solving QTSP-PIC. Yet, the performance of AS and ACS algorithms, when
compared to MS-MMAS, was rather poor for the benchmark set studied. MS-
MMAS improved the results achieved by AS in 134 instances. Compared to ACS,
MS-MMAS performed better in 136 instances. The results achieved by MS-MMAS
improved those produced by MS-ACS in 93 instances. It is interesting to note that
the MS-ACS algorithm performed slightly better on the large instances than the
MS-MMAS. The Friedman test and Nemenyi post-hoc ranked these two ACO
algorithms with the same scale for the most instance groups, which means that
difference between the results achieved by the MS-ACS and MS-MMAS was
significantly small.

These observations are also supported by the variability results of each ACO
algorithm. Metric ν showed that MS-MMAS was the algorithm that achieved the
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a local minimum faster than the MS-MMAS.
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a contribution to the MAX-MIN Ant System state of the art.

5.2 Limitations
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[10] investigated the potential effectiveness of a GPU-based parallelMAX-MIN Ant
System in solving the TSP. In this study, the most promising MMAS variant was
able to generate over 1 million candidate solutions per second when solving a large
instance of the TSP benchmark set. Other techniques can improve the MS-MMAS
design and could not be tested due to the lack of time:

• A rank-based pheromone updating rule [25];

• The application of the pseudo-random action choice rule proposed in [21];

• Hybridization with other meta-heuristics [26–28].
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Chapter 6

System of Data Transfer from and
to Social and Economic Processes
via Creative Economy Networks
Created Based on Cultural
Heritage Administration Processes
and Vice Versa
Jozef Stašák and Jaroslav Mazůrek

Abstract

In general, a functionality and performance of any social or economic process is
conditioned by an appropriate information support, while several parts of social and
economic process might be involved into macroprocess structure and functionality
and quantified via two independent linguistic sets. On one hand, the first linguistic
set contains elements, which provide transfer of signals coming from external
environment to macroprocesses and are denoted as sensors. On the other hand, the
second linguistic set contains elements, which provide transfer of signals from
macroprocesses to external environment denoted as effectors. However, a content
of the above-mentioned linguistic sets is being transferred microeconomy and cre-
ative economy business processes (CE Processes) as well, while appropriate busi-
ness strategy KPI indicators and parameters for setting of adequate business process
metrics items, which could enable fulfillment of business strategy goals and aims,
are being generated However, the data transfer from creative economy to macro-
economic process (MAC Processes) is important as well, while the microeconomy
business processes (MIC Processes) play a role of go-between elements for both
directions of transfer too. On the other hand, the chapter deals with the DTS System
structure, functionality description as well as conceptual, design and implementa-
tion model too, where appropriate networks play a role of principle importance.

Keywords: data transfer, creative economy networks, cultural heritage
administration
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environment to macroprocesses and are denoted as sensors. On the other hand, the
second linguistic set contains elements, which provide transfer of signals from
macroprocesses to external environment denoted as effectors. However, a content
of the above-mentioned linguistic sets is being transferred microeconomy and
creative economy business processes (CE Processes) as well, while appropriate
business strategy KPI indicators and parameters for setting of adequate business
process metrics items, which could enable fulfillment of business strategy goals and
aims, are being generated However, the data transfer from creative economy to
macroeconomic process (MAC Processes) is important as well, while the
microeconomy business processes (MIC Processes) play a role of go-between ele-
ments for both directions of transfer too. On the other hand, the chapter deals with
the DTS System1 structure, functionality description as well as conceptual, design
and implementation model too, where appropriate networks play a role of principle
importance.

The presented chapter is divided into nine sub-chapters, where the first two of
then deal with economic system and economic object and contain a brief descrip-
tion of macroprocesses (MAC Process), microprocesses (MIC Processes) and crea-
tive economy (CE) processes, where the process denoted as Cultural Heritage
Creation and Management plays a role of principle importance (see also Section 4)
and the DTS System plays a role of the core process and is being discussed within
Sections 5 and 6. However, the DTS System provides a bi-directional data transfer
as well, while the first transfer direction is getting started from CE processes to
MAC and the second one starts from MAC and is finished at CE Processes as well
(see also Sections 7 and 8), while the MIC Processes play a role of the data transfer
mediator. The chapter is being closed by Section 9, which deals with DTS System
implementation aspects, while an appropriate economic network seems to be a
principal facility applied for those purposes (see also Section 9).

2. Economic system and economic object

The creative economy creates an integral part of standardized economy
represented by micro and macroeconomic processes implemented and operated
within adequate economic system and object, while any firm or company is consid-
ered to be the economic object. On the other hand, any economic object might be
identified with managed, management system and information system while any
system is represented by external and internal structure and between both
structure types exists a zone denoted as a grey zone, where a set of sensors
and effectors is located. The sensors provide transfer of signals from external
environment to the investigated system internal structure, and the effectors
provide signal transfer from the investigated system internal structure to external
environment [1].

The Data Transfer System (hereinafter as DTS System) external structure is
represented by set of social and economic processes surrounding any creative econ-
omy system,2 while an appropriate creative economy system consists of pre-defined
business processes closely related to cultural heritage creation and management in
most cases, while the DTS internal structure also is represented by microprocesses,
which play a role of intermediate element between creative processes and
macroprocesses.

1 DTS System–Data Transfer System.
2 The creative economy system creates an integral part of the DTS system internal structure.
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3. Macroprocesses, microprocesses and creative economy processes

When considering the cultural heritage creation process, the microeconomic
business processes represent those types of processes, which enable producing of
products denoted as cultural heritage artifacts. That production is realized within
firm or company, which has its own business strategy. With respect to Balanced
Scorecard Methodology [2], the strategy includes five perspectives: (a) economic
perspective, (b) perspective of internal business processes, (c) customer’s perspec-
tive, (d) education and growth perspective, and (e) technological perspective. The
perspectives related to (a), (b), (d), and (e) are closely related to production of
cultural heritage artefacts, the customer’s perspective and financial perspectives
are partially concerned with cultural heritage management and with creative
economics as well. When looking at creative economics from financial perspective,
its integral part is created by allocated resources3 and generated outputs (assets),
which might of material, financial, or intellectual nature too [3]. However, the
microeconomic business processes represent an intermediate facility at transfer of
data and information from creative economics BP to macroeconomic busines pro-
cesses as well, while the same is concerned with data or information transfer from
macroeconomic busines processes to creative economics business processes too.

4. Cultural heritage creation and management

4.1 Creative business process structure and functionality

The business processes denoted as Cultural Heritage Creation and Cultural
Heritage Management create an integral part of any Cultural and Historical Pro-
cess (hereinafter known as CHP Process). The CHP process seems to be a core
business process (BP), when considering the data transfer from creative BP to
micro and macro business processes.4 However, the term cultural and historical
process consists of two relatively individual main processes denoted as culture and
history as well, while the cultural heritage seems to be an important output related
to both above-mentioned processes. When looking at literary resources, you might
find many semantic interpretations related to those terms [3].

In general, the business processes denoted as Cultural Heritage Creation and
Cultural Heritage Management are affected by three types of economic processes:
(a) macroeconomic processes, (b) microeconomic processes, and (c) creative
economics processes. A need of the cultural heritage creation and management is
being derived based on macroeconomic processes and might be interpreted as a
public order or demand and it creates basis for appropriate resources procurement.
On the other hand, the microeconomic processes might initiate a process of the cul-
tural heritage creation and that processes is running within actual firm or company
and are represented by its own vertical and horizontal structure, metrics and infor-
mation support as well, while those aspects determinate its functionality and per-
formance. The third group of business processes is closely related to creative
economics. However, the culture heritage creation and management data and
information are being transferred to appropriate microprocesses and
macroprocesses subsequently [3].

3 Those resources represent a decisive input import by macroeconomic processes, first. They might be of

material, financial, or intellectual nature.
4 The terms process and business process have the same semantic meaning within that chapter.
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On one hand, the Cultural Heritage Creation and Cultural Heritage Management
processes are running within different cultural institutions and organizations, while
museums and galleries play a role of principal importance there and should be
managed. There might be applied conventional and advanced approaches to Cul-
tural Heritage Management. There might be applied various advanced approaches,
while one of them can be based on Knowledge Management. This approach has
been applied, when preparing the exhibition Uchovávanie sveta (Preserving the
World) installed in the Slovak National Gallery (SNG) from 16 December 2015 to 28
February 2016. The project was the first larger attempt to exploit digitized art
collections systematically and massively in CEDVU – Central Evidence of Visual Art
Items – the outcome of the national project Digital Gallery funded by European
Union Operational program Information Society

The success of the exhibition revealed that digitized art can be efficiently and
effectively combined with presentations of original artefacts and bring synergy
effects highly appreciated by its audience. The paper represents an attempt to make
relevant conclusions from this experiment that might help to organizers to build
similar innovative events in the future [4].

4.2 A taxonomy of performance dimensions and levels of analysis in the
creative industries

A taxonomy of performance closely related to Creative Economy identifies three
fundamental forms of capital observable in the financial assets, access to liquidity or
monetary income of its owner. On the other hand, the cultural capital manifests
itself as long lasting dispositions for ownership of academic knowledge, skills,
cultural goods as well, while the social capital is defined as the resources accumu-
lated through belonging to durable network of institutionalized relationships. The
symbolic capital transcends economic, cultural, and social capital as a form of
prestige bestowed upon its owner based on recognition of her legitimate compe-
tence and authority [5–9].

The above-mentioned four categories are closely related to performance in the
creative industries. All creative industries display a significant ration of “symbolic
content” to functional usage, which also varies from one to the next. As a result of
that, the creative outcomes derive a large part of their value from subjective expe-
riences that rely heavily on using symbols to manipulate emotions and perceptions
[10–12]. Cultural goods are non-material goods directed to public of consumers, for
whom they generally serve as an aesthetic or expressive rather than clearly utilitar-
ian function [6, 11, 13–16].

Economic, cultural, and social capitals are all reflected in the following three core
dimensions of performance in the creative industries: commercial performance,
artistic merit, and social impact. The first two core dimensions, commercial perfor-
mance and artistic merit represent key components of creative industry performance
research [11, 17, 18]. However, those components usually have long and short term
nature Whilst the former directly reflects the notion of national capital, the latter is
close in its definition to that of “symbolic cultural capital” as the capacity to define
and legitimize cultural and artistic values, standards and styles” [6, 19].

This taxonomy is hereby applied to all relevant levels of performance analysis in
the creative industries. They create two distinct categories within existing literature.
The first is being focused on creative production processes and investigates roles
and contributions of the individual worker, the creative project team and the crea-
tive group assigned to this process. The second deals with creative outcome, its
distribution and consumption. It examines the creative project, the creative organi-
zation, and the creative network of organizations from one-off event (e.g. an annual
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festival) to semi-permanent regional cluster and industry [6]. However, the above-
mentioned description creates a good basis for further research with DTS System as
well, while many of those aspects are being applied and developed within Section 7
of that chapter.

4.3 Creative business process linguistic modelling: structure and functionality

The Business Process Linguistic Modelling (hereinafter known as the BPLM
approach) is working with the use of semantic networks and so-called reference
databases, while is based on two principle issues [20]:

Issue no. 1 Linguistic Representation of BP Functions
A structure and functionality of any BP might be described via TNL text, which

consists of common logical sentences, while any logical sentence consists of text
strings [Ts (I, j)] i = 1… .n, (serial number of logical sentence contained within TNL
text) and j = 1… .m1 (serial number of the text string contained within logical
sentence).

Each text strings Ts (I, j) has its own semantic meaning assigned via [Tsem (i, j)],
while formulas (1)–(3) might be postulated

Word i, jð Þf g ¼ Ts i, jð Þ½ �, Tsem i, jð Þ½ �f g (1)

Words i, jð Þf g ¼ Π Word i, jð Þf g (2)

Words i, jð Þf g⊂ TNLtext i, jð Þf g (3)

Where
The {Word (i, j)} set represents linguistic representation facility denoted as the

linguistic set, while its content is created by two subsets:

• [Ts (i, j)] – which contains text strings being created as a result of the first
stage related to TNL text content semantic analysis, however those strings have
not yet adequate semantic meaning and they might be of a text or numeric
nature, e.g. [Ts (i, j)] = [1500 centigrade, IA poise, 25 grams]

• However, they get it after assignment of adequate text string selected from
semantic dictionary quantified via [Tsem (i, j)] subset as well. while the [Tsem
(i, j)] subset content is represented so that Tsem (i, j)] = [glass melt
temperature, glass melt viscosity, glass melt quantity].

• After unification of both subsets with respect to formula (1) a final content of
the {Word (i, j)} = {[glass melt temperature, 1500 centigrade], {[ glass melt
temperature, IA poise], {[glass melt quantity, 25 grams]}

• A content of [Tsem (i, j)] is created by linguistic variable items and a content
of [Ts (i, j)] is created by linguistic variable values. Therefore, the {Word (i, j)}
is denoted as the linguistic set.

However, we need an appropriate set such words, to describe any business
process (Pe) structure functionality, while the {Pe (i, j)} set might be applied for
those purposes. Because, the words quantified via sets represented by formulas (1)–
(3) and they have a linguistic character, they will be considered to be linguistic sets
and they will be applied business process (Pe) structure functionality. It means, the
{Pe (i, j)} might be approximated via {Words (i, j)} set and formula (4) might be
postulated
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Pe i, jð Þf g≈ Words i, jð Þf g (4)

{Pe (i, j)} – is a linguistic set, which quantifies a business process closely related
to linguistic variable items and values contained in the {Words (i, j)} linguistic sets.

On the other hand, any business horizontal structure is being created by set
functions, which generate pre-defined outputs based on appropriate inputs, while
formula might be postulated

Pe i, jð Þf g ¼ F1 i, jð Þ½ �, F2 i, jð Þ½ �… : Fn i, jð Þ½ �f g ¼ Π Fk i, jð Þ½ �
m

k ¼ 1
(5)

However, those functions may be described via {Words (i, j)} linguistic sets as
well, while formula (6) can be postulated

∀ Fk i, jð Þ½ �∃ Wordsk i, jð Þf g ) Fk i, jð Þ½ � ¼ Wordsk i, jð Þf g (6)

It means, any business process (BP) function can be approximated via set of
words, which creates an integral part of TNL text. This is the first important
principle of BP modeling linguistic approach. However, there is the second impor-
tant issue as well Any BP function set consists of three principal subsets [Object
(i, j)], [Action (i, j)] and [Result (i, j)] see also formula (7)

Fk i, jð Þ½ �f g ¼ Object i, jð Þ½ �, Action i, jð Þ½ �, Result i, jð Þ½ �f g (7)

and the [Action (i, j)] set elements “are responsible for” generation of pre-
defined BP outputs based on appropriate BP inputs. The [Object (i, j)] subset
elements provide interconnection to BP input set and the [Result (i, j)] subset
elements provide interconnection to BP output set.

Issue No. 2 Linguistic Representation of BP Outputs and Inputs
In general, no BP can generate required pre-defined outputs without appropriate

inputs. As a result of that, they must be defined and quantified very precisely.
Because of considering the BP modeling linguistic approach, they have to be postu-
lated via linguistic sets as well, denoted as {Petx (i, j’)}, where i = 1…n and has the
same meaning like in the case of BP linguistic sets and j’ is a serial number of
linguistic subset {Petx (i, j’)}5 consists of (see also formula (8))

Petx i, j’ð Þf g ¼ Petx i, 1ð Þ½ �, Petx i, 2ð Þ½ �, Petx i,m2ð Þ½ �f g (8)

When applying business process {Pe (i, j)}6 linguistic set to {Petx (i, j’)} linguis-
tic set, with respect to formulas (9)–(11), we can get adequate BP functionality
results in form of {Res1 (i, j”)} set

Petx i, j’ð Þf g⊗ Pe i, jð Þf g ¼ Res1 i, j”ð Þf g (9)

where j” =1…m3

However, the {Res1 (i, j”)} linguistic set represents two type of business process
outputs: primary and secondary outputs, while the {Tbex (i, j”’) linguistic set
elements represent BP functionality primary products and {Retx (i, j””) linguistic

5 The {Petx (i, j’) linguistic set contains elements closely related to BP inputs.
6 The {Pe (i, j)} – linguistic set contains elements closely related to BP transformation operands and BP

metrics.
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set elements represent BP functionality secondary products and formula (10) might
be postulated

Res2 i, j”ð Þf g ¼ fTbex i, j”’ð Þ⊗ fRetx i, j””ð Þ (10)

and

Res2 i, j”ð Þf g ¼ Res1 i, j”ð Þf g (11)

Formulas (9)–(11) create basis of Principle Businesses Process Linguistic
Modeling Equation (hereinafter known as PBPL Equation [21]. This equation has an
endless number of solutions and any of them is closely related to the actual problem
area solution.

4.4 Business process transformation operands and metrics

4.4.1 Business process transformation operands

The transformation operands play an important role when providing conversion
of process inputs into pre-defined outputs and might be quantified adequate lin-
guistic sets {[TOP1 (i, j1)]}, {[TOP2 (i, j2)]} [22]. A linguistic set denoted as {[TOP1
(i, j1)]} is a set, the elements of which contain data concerned with the transforma-
tion functions and [TOP2 (i, j2)] is a set, the elements of which contain data
concerned with the transformation tools. However, the transformation functions
contain the following elements: (a) inspiration, (b) definition, (c) research, (d)
production, (e) approval, and (f) realization as well, while the transformation tools
are represented by: (a) words, images and sound effect, (b) drawings, (c) concep-
tual models and (d) implantation models [3].

4.4.2 Business process metrics

A business metric is any type of measurement used to gauge some quantifiable
component of a company's performance, such as return on investment (ROI),
employee and customer churn rates, revenues, and EBITDA. Business metrics are
part of the broad arena of business intelligence, which comprises a wide variety of
applications and technologies for gathering, storing, analyzing, and providing
access to data to help enterprise users make better business decisions.

The core parts of metrics include: (a) measurement units, (b) reporting period
(c) reporting frequency, (d) the current value of the metric with the latest data,
(e) previous values of metrics and (f) trend – this is the change in value over time
when comparing it with the actual value to previous values7 [24].

On one hand, the business provided in any firm or company is identified by a set
of business processes, which are running there. On the other hand, any business
process (BP) is represented by its own vertical and horizontal structure, while both
structure types might be quantified via adequate linguistic sets and the {Pe (i, j)}
linguistic set consists of two subsets {Pe1 (i, j1)} and {Pe2 (i, j2)}. The {Pe1 (i, j1)}
linguistic set consists of further subordinated set {[TOP1 (i, j1)]} concerned with BP
transformation operands and {[TOP2 (i, j2)]} one is concerned with business
process transformation tools.

However, the {Pe2 (i, j2)} linguistic set is concerned with business process
metrics issues as well, while two types of BP metrics might be postulated:

7 IT Manager’s Guide Metrics TechExcel [23].
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Pe i, jð Þf g≈ Words i, jð Þf g (4)
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m

k ¼ 1
(5)
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(a) external metrics and (b) internal metrics. When quantifying both metrics types
via linguistic sets formula (12) might be postulated

Pe2 i, j2
� �� � ¼ EM i, j3

� �� �
, IM i, j4

� �� �� �
(12)

Where
[EM (i, j3)] – is a linguistic set, which represents BP external metrics
[IM (i, j4)] – is a linguistic set, which represents BP internal metrics
Both the above-mentioned linguistic sets seem to be independent and they might

be postulated as individual linguistic sets {[EM (i, j3)]} and {[IM (i, j4)]}. The {[EM
(i, j3)]} linguistic set represents a BP external metrics, which is concerned with BP
inputs [IMP (I, j3a)], and BP outputs [OUTP (i, j3b)]}. The {[IM (i, j4)]} linguistic set
represents a BP internal metrics, which is concerned with BP production devices
[DEV (i, j6)], BP production tools [TOOL (i, j7)], and BP human resources [HR
(i, j8)] [22] With respect to the above-mentioned issues the following formulas
might be postulated

EM i, j3
� �� �� � ¼ IMP I, j3a

� �� �
, OUTP i, j3b

� �� �� �
(13)

IM i, j4
� �� �� � ¼ DEV i, j6

� �� �
, TOOL i, j7

� �� �
, HR i, j8

� �� �� �
(14)

However, that representation of business process metrics will be applied within
Section 7 of that chapter as well.

5. DTS-system: general overview

A System of Data Transfer from Creative Economy business processes to Micro
and Macro processes and vice versa based on Cultural Heritage Processes (herein-
after known as Data Transfer System—DTS-System) represents a complex system,
which should provide an appropriate information and knowledge-based support for
business processes running within Creative Economy System (CE System), System
of Microprocesses (MIC System) and System of Macroprocesses (MAC System),
which create an integral part of social and economic processes as well, while a
Culture Heritage Creation and Management plays a role of principle importance in
the above-mentioned DTS System. On the other hand, the DTS System should
provide a bi-directional data transfer: (a) Data Transfer from Creative Economy
business processes to Micro and Macro processes and (b) Data Transfer from
Macroprocesses (MA Processes) to Creative Economy business processes (CE Pro-
cesses), while the MIC System plays a role of intermediator agent as well. The entire
DTS system should be implemented and operated via Economic Network System
(EN System), which consist of three EN subsystems.

6. DTS-system: structure and functionality

6.1 External and internal structure

The DTS system is represented by its own internal and external structure and
both structure types are separated via adequate grey zone (see also Section 2). The
DTS System external and internal structure, incl. adequate grey zone is shown
Figure 1 and create basis for design of DTS System conceptual, logical and
implementation model.
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The DTS system is represented by its own internal and external structure and
both structure types are separated via adequate grey zone (see also Section 2). The
DTS System external structure is created by social and economic processes, while
both of them generate data or information for macroprocesses (MAC Processes),
which provide further data or information for microprocesses (MIC Processes) and
creative economy processes (CE Processes). However, the MAC Processes contain
elements, which enable data transfer from external environment to MAC processes
(sensors) and from MAC processes to external environment (effectors) as well. The
same is concerned to MIC and CE Processes).

Figure 1.
Layout of the DTS system external and internal structure. Source: The Authors.
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both structure types are separated via adequate grey zone (see also Section 2). The
DTS System external structure is created by social and economic processes, while
both of them generate data or information for macroprocesses (MAC Processes),
which provide further data or information for microprocesses (MIC Processes) and
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elements, which enable data transfer from external environment to MAC processes
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6.2 The creative economy process system structure

In general, any system of business processes might have its own vertical and
horizontal structure, while the same is concerned with wit business processes,
which create an integral part of the creative economy system. With respect to the
fact, that the creative economy process system (CEPS) described within that con-
tribution contains a set of business processes closely related to cultural heritage
production and management, that system vertical structure is created by two busi-
ness process: (a) Cultural heritage creation - production (b) (CHCP) and Cultural
heritage management (CHMP). The CEPS system horizontal structure is created by
elements shown in Figure 2.

6.3 The creative economy process system content

The previous section deals with CEPS system horizontal and vertical structure
elements, however there is one more important aspect, which is closely related to
content of culture heritage creation and culture heritage management processes,
which play a role of principle importance within Creative Economy System to be
investigated. However, there is another component, which create the CEPS system
content as well, while any of those components has its own structure elements and
those elements are denoted as the linguistic sets8 and are concerned with appropri-
ate objectives shown in Figure 3, while the structure of appropriate subordinated
linguistic sets is shown in Figure 4.

In general, any process or business process horizontal structure is created by
appropriate business process functions (BPFs), which might be quantified via
adequate linguistic sets, which enable quantifying the BPFs information and
knowledge-based support closely related to a given business process. When
looking at Figure 2 you can see the creative economy business process
functions DATRA_03_01 up to DATRA_03_05 and the above-mentioned
linguistic sets postulated as {[Performance dimensions (i. j)]},
{[Economic capital (i. j)]}, {[Cultural capital (i. j)]}, {[Symbolic capital (i. j)]},
{[Social capital (i. j)]}.

In Figure 2, there are specified BPFs and appropriate linguistic sets closely
related to those BPFs information and knowledge-based support, however in
Figure 3 the reader might see the specification in more details as well.

Figure 2.
CEPS system linguistic set objectives. Source: The Authors.

8 The problems of linguistic sets mentioned in that section are explained within Section 4.3.
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7. Conceptual model

7.1 General overview

The DTS System – Conceptual Model is a standardized system denoted as
DATRA_09 Data Transfer Conceptual Model, which should provide a bi-directional
data transfer. On one hand, from Creative Economy Business Processes (CEP Pro-
cesses) to Microprocesses (MIC Processes) and (MIC Processes) and from
Microprocess to Macroprocesses (MAC Processes) and on the other hand, we have
to consider the data transfer from macroprocesses, throughout microprocesses up
to CEP Processes as well, while DTS System – Conceptual Model consists of four
subsystems as shown in Figure 4. Moreover, the individual subsystems include sets
of adequate components will be written within further sections of that chapter.

However, the DTS System contains a set of adequate business processes as
postulated within Figure 4 as well, while a business process modeling linguistic

Figure 4.
The DTS System – Conceptual Model. Source: The Authors.

Figure 3.
CEPS system linguistic set objective subsets. Source: The Authors.
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approach (hereinafter known as BPLM Approach) should be applied to quantify the
data transfer from CEP Processes up to MAC Processes. The BPLM Approach is
based on specialized type of sets denoted as the linguistic sets.9 The structure and
functionality of data transfer conceptual model subsystems is described within
further sections of that chapter

In Figure 4, there are shown the DTS System – Conceptual Model subsystems,
which are being described within subsequent sections as well, while the data trans-
fer related to an appropriate business process internal metrics is shown in Figure 5a
and b and the principal layout of the DTS System structure and bi-directional
functionality is shown in Figures 6 and 7.

7.2 The subsystem DATRA_05 – CE processes versus microprocesses:
components and modules

When investigating the subsystem DATRA_05 structure and functionality, we
must consider CE Processes and MIC Process structure and metrics, on the other
hand, the MIC Process functions might be defined generally regardless their con-
tent, while CE Processes and MIC Process metrics plays a role of principal impor-
tance within that subsystem functionality description.

7.2.1 The linguistic sets closely related to CE Processes and MIC Process internal and
external metrics

Now, we shall postulate the linguistic sets closely related to internal and external
metrics10 of CE Processes and MIC Process, while the CE Process external metrics
items are represented by the following linguistic sets: access to liquidity {ALI(i, j)]},

Figure 5.
(a) The principal layout of Data transfer between CE Process and MIC Process internal metrics items Part 1
(cultural and symbolic capital) and intellectual capital part 2. Source: The Authors. (b) The principal layout
of Data transfer between CE Process and MIC Process internal metrics items Part 2 (social capital) and
intellectual capital part 3. Source: The Authors.

9 The linguistic set structure and functionality is being discussed within Section 4.3.
10 The problems of BP internal and external metrics are explained in Section 4.3.
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financial assets, {FAT(i, j)]}, monetary income {MOI(i, j)]} and the CE Process
internal metrics items are represented by those linguistic sets cultural capital
{[CULC (i, j)]}, symbolic capital {[SYMC (i, j)]}, social capital {[SOCC (i, j)]}, and
performance dimensions {[PEDC (i, j)]. On the other hand, the MIC Process exter-
nal metrics items are postulated as follows: material input {[MI (i, j)]}, material
input cost {[MICS (i, j)]},, output material {[OMP (i, j)]}, products and output
material product assets {[OMPA (i, j)]}, while MIC Process external metrics items
are represented by production device {[PDEV (i, j)]} linguistic set, by production
tool{[PTOOL (i, j)]} linguistic set, and human resources {[HR (i, j)]} linguistic set.

Figure 6.
The principle layout of DTS2 System Conceptual Model. Source: The Authors.
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input cost {[MICS (i, j)]},, output material {[OMP (i, j)]}, products and output
material product assets {[OMPA (i, j)]}, while MIC Process external metrics items
are represented by production device {[PDEV (i, j)]} linguistic set, by production
tool{[PTOOL (i, j)]} linguistic set, and human resources {[HR (i, j)]} linguistic set.

Figure 6.
The principle layout of DTS2 System Conceptual Model. Source: The Authors.
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(c) intellectual capital 3 – (ICA3 (i, j)) linguistic set.

7.3 Data transfer between CE Process and MIC Process external metrics items

7.3.1 Economic and cultural capital versus MIC Process external metrics item

Now, we shall investigate the data transfer between BPFs denoted as economic
capital {[EC (i, j)]} and cultural capital {[CULC (i, j)]} within CE Process items:
access to liquidity {ALI(I, j)]}, financial assets FAT(I, j)]}, monetary income
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Data transfer from MAC to MIC and CE processes. Source: The Authors.
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{MOI(I, j)]}, {[CULG(I, j)]}, and MIC Process external metrics items postulated as:
material input {[MI (i, j)]}, material input cost {[MICS (i, j)]},, output material
{[OMP (i, j)]}, products and output material product assets {[OMPA (i, j)]}.

The data transfer between Economic and cultural capital within CE Process and
MIC Process external metrics items is running in the following steps:

• The CE Process linguistic set{[EC (i, j)]: [ALI(I, j)]} content determines a
possibility of the cultural heritage production or acquisition initiation and is
closely related {[MICS (i, j)]} set within MIC Process.

• The CE Process linguistic set {[EC (i, j)]: [FAT (I, j), MOI (I, j)]]} content
indicates financial aspects of cultural heritage artefact production or
acquisition financial contribution within creative economy activities.

• The CE Process linguistic set {[CULC (i, j)]: [CULG (i, j)]} content indicates of
cultural heritage artefact production or acquisition material contribution
within creative economy activities.

7.4 Data transfer between CE Process and MIC Process internal metrics items

7.4.1 Cultural capital, symbolic and social capital incl. performance dimensions versus
MIC Process internal metrics items

Now, we shall investigate the data transfer between BPFs, the internal metrics of
which is represented by linguistic sets denoted as cultural capital {[CULC (i, j)]},
symbolic capital {[SYMC (i, j)]}, social capital {[SOCC (i, j)]}, and performance
dimensions {[PEDC (i, j)]}within CE Process items and MIC Process internal met-
rics items postulated as follows:

IM i, jð Þ½ �f g ¼ DEV i, jð Þ½ �, TOOL i, jð Þ½ �, HR i, jð Þ½ �f g (15)

HR i, jð Þ½ �f g ¼ INP1 i, jð Þ½ �, INP2 i, jð Þ½ �, INP3 i, jð Þ½ �f g (16)

7.4.2 Description of structure related cultural capital, symbolic and social capital incl.
performance dimensions structure

The cultural capital linguistic set {[CULC (i, j)]} consists of two subordinated
sets [CULC1 (i, j)], the content of which is concerned with cultural goods
represented by [CULGOODS (i, j)] and closely related to external metrics subset
{[OMP (i, j)]}, while the [CULC2 (i, j)] contains further subordinated sets
concerned to academic knowledge (ACKN (i, j)), and academic skills (ACSK (i, j)),
while the [CULC2 (i, j)] subset content is closely related to intellectual capital 1 –
(ICA1(i, j)) linguistic subset existing within MIC processes.

The symbolic capital linguistic set {[SYMC (i, j)]} consists of two subordi-
nated sets: (CULTAP (i, j)) – cultural aspects and (ARTAP (i, j)) – artistic aspects,
while the (CULST (i, j)) linguistic set includes further subordinated sets postulated
as follows: (a) cultural standards (CULTSTA (i, j)), (b) cultural styles (CULTSTY
(i, j)), and cultural values (CULTVAL (i, j)).

However, the (ARTAP (i, j)) – artistic aspect linguistic set includes further
subordinated sets postulated as follows: (a) artistic standards (ARTTSTA (i, j)),
(b) artistic styles (ARTTSTY (i, j)), and artistic values (ARTVAL (i, j)) as well,
while the {[SYMC (i, j)]} subset content is closely related to intellectual capital
2 – (ICA2(i, j)) linguistic subset existing within MIC processes.
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{[OMP (i, j)]}, products and output material product assets {[OMPA (i, j)]}.
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• The CE Process linguistic set {[CULC (i, j)]: [CULG (i, j)]} content indicates of
cultural heritage artefact production or acquisition material contribution
within creative economy activities.
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7.4.1 Cultural capital, symbolic and social capital incl. performance dimensions versus
MIC Process internal metrics items

Now, we shall investigate the data transfer between BPFs, the internal metrics of
which is represented by linguistic sets denoted as cultural capital {[CULC (i, j)]},
symbolic capital {[SYMC (i, j)]}, social capital {[SOCC (i, j)]}, and performance
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7.4.2 Description of structure related cultural capital, symbolic and social capital incl.
performance dimensions structure

The cultural capital linguistic set {[CULC (i, j)]} consists of two subordinated
sets [CULC1 (i, j)], the content of which is concerned with cultural goods
represented by [CULGOODS (i, j)] and closely related to external metrics subset
{[OMP (i, j)]}, while the [CULC2 (i, j)] contains further subordinated sets
concerned to academic knowledge (ACKN (i, j)), and academic skills (ACSK (i, j)),
while the [CULC2 (i, j)] subset content is closely related to intellectual capital 1 –
(ICA1(i, j)) linguistic subset existing within MIC processes.

The symbolic capital linguistic set {[SYMC (i, j)]} consists of two subordi-
nated sets: (CULTAP (i, j)) – cultural aspects and (ARTAP (i, j)) – artistic aspects,
while the (CULST (i, j)) linguistic set includes further subordinated sets postulated
as follows: (a) cultural standards (CULTSTA (i, j)), (b) cultural styles (CULTSTY
(i, j)), and cultural values (CULTVAL (i, j)).

However, the (ARTAP (i, j)) – artistic aspect linguistic set includes further
subordinated sets postulated as follows: (a) artistic standards (ARTTSTA (i, j)),
(b) artistic styles (ARTTSTY (i, j)), and artistic values (ARTVAL (i, j)) as well,
while the {[SYMC (i, j)]} subset content is closely related to intellectual capital
2 – (ICA2(i, j)) linguistic subset existing within MIC processes.
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The principal layout of Data transfer between CE Process and MIC Process
internal metrics items Part 1 (cultural and symbolic capital) and intellectual capital
part 2 is shown in Figure 5a.

The social capital linguistic set {[SOCC (i, j)]} consists of three subordinated
sets: (a) commercial performance (COMPER (i, j)), (b) artistic merit (ARTMER
(i, j)), and societal impact (SOCIMP (i, j)) linguistic set, while all the above-
mentioned linguistic sets contain

Further subordinated linguistic sets postulated as follows:

• (COMPER (i, j)

◦ Artistic dividend (ARTDI (i, j))

◦ Talent (TALEN (i, j))

◦ Technology (TECHN (i, j))

◦ Tolerance (TOLER (i, j))

• (ARTMER (i, j))

• (SOCIMP (i, j

◦ Affects individuality change (ICAF (i, j))

◦ Awards (AVAR (i, j))

◦ Civilizing effect on society (CEOS (i, j))

◦ Critical evaluations (CEVA (i, j))

◦ Nominations (NOMI (i, j))

and the {[SYMC (i, j)]} subset content is closely related to intellectual capital 3 –
(ICA3 (i, j)) linguistic subset existing within MIC processes.

The performance management linguistic set {[PERFM (i, j)]} consists of
three subordinated sets: (a) performance through time (PERFT (i, j)) and (b)
managerial performance (MANPERF (i, j)), while all the above-mentioned linguis-
tic sets contain further subordinated linguistic sets postulated as follows:

• (PERFT (i, j))

◦ Artistic merit cumulative values through time and space (AMECVTS (i, j))

◦ CEP11 cumulative values through time and space (CEPCVTS (i, j))

• (MANPERF (i, j)),

◦ Creative production process (CRP (i, j))

11 CEP – Creative economy process.
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◦ Outcome consumption (OUC (i, j))

◦ Outcome distribution (OUD (i, j))

while the (PERFT (i, j) subset content is closely related to intellectual capital 3 –
(ICA3 (i, j)) linguistic subset and (MANPERF (i, j)) subset content is closely related
to material input {[MI (i, j)]}, material input cost {[MICS (i, j)]},, output material
{[OMP (i, j)]}, products and output material product assets {[OMPA (i, j)]}
linguistic sets existing within MIC processes.

7.5 Cultural heritage administration versus creative economy process
functionality

7.5.1 Cultural heritage administration process external and internal metrics linguistic sets

When considering the System of Creative Economy two principle aspects should
be considered and respected. The first one is closely related to a huge set of appro-
priate business processes running within that system. However, the second aspect is
concerned with the fact, that system should respect adequate system theory princi-
ples as well, while any system vertical structure is being created by: (a) subsystems,
(b) components and (c) modules and (d) sub-modules actually. With respect to
that theory, we can define two principle subsystems related to creative economy
system. The first subsystem is closely related to art creative activities and the second
one is concerned with scientific, research and development activities. We shall
discuss the art creative activities, where cultural heritage administration plays a role
of principle importance and creates a target subsystem of the Creative Economy
system discussed within that section, while the subsystem concerned with scientific
research and development will be omitted. The cultural heritage administration
relatively individual system seems to be the principle subsystem of the creative
system and the core business process running within that system. As a result of that
two main business processes might be defined: (a) CHC Cultural heritage artifact
creation and CHM Cultural heritage artifact management. Furthermore, we shall
discuss a set of problems concerned with structure and metrics related to both
above-mentioned main business processes.

7.5.2 CHC Cultural heritage artifact creation

The CHC Cultural heritage artifact creation main business process horizontal
structure might contain a lot of different business process functions (BPFs), how-
ever the linguistic sets representing its external and internal metrics might be
defined as follows: (a) cultural heritage artifact creation economic data {[CHACED
(i, j)]}, (b) cultural heritage artifact data {[CHAD (i, j)]}, and (c) cultural heritage
artifact production data {[CHAPD (i, j)]}.

7.5.3 CHC Cultural heritage artifact management

On the other hand, the CHM Cultural heritage artifact management main busi-
ness process has its own vertical structure represented by three subprocesses:
(a) CHM-01 Cultural heritage artifact acquisition, (b) CHM-02 Cultural heritage
artifact processing, and (c) CHM-03 Cultural heritage artifact delivery, while the
CHM- 01 business process external and internal metrics is represented by the
following linguistic sets: (a) cultural heritage artifact technical data {[CHATD
(i, j)]}, (b) cultural heritage artifact commercial data {[CHACD (i, j)]}, (c) cultural
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ples as well, while any system vertical structure is being created by: (a) subsystems,
(b) components and (c) modules and (d) sub-modules actually. With respect to
that theory, we can define two principle subsystems related to creative economy
system. The first subsystem is closely related to art creative activities and the second
one is concerned with scientific, research and development activities. We shall
discuss the art creative activities, where cultural heritage administration plays a role
of principle importance and creates a target subsystem of the Creative Economy
system discussed within that section, while the subsystem concerned with scientific
research and development will be omitted. The cultural heritage administration
relatively individual system seems to be the principle subsystem of the creative
system and the core business process running within that system. As a result of that
two main business processes might be defined: (a) CHC Cultural heritage artifact
creation and CHM Cultural heritage artifact management. Furthermore, we shall
discuss a set of problems concerned with structure and metrics related to both
above-mentioned main business processes.
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heritage artifact operational data {[CHAOD (i, j)]}, and (d) cultural heritage arti-
fact economic data {[CHAED (i, j)]}. The CHM- 02 business process external and
internal metrics is represented by the following linguistic sets: (a) Cultural heritage
artifact archival processing data {[CHAAPD (i, j)], (b) Cultural heritage artifact
economic processing data {[CHAEPD (i, j)]}, (c) Cultural heritage artifact objective
processing data {[CHAOPD (i, j)]}.

7.5.4 CHC Cultural heritage artifact delivery

The CHM- 03 business process external and internal metrics is represented by
the following linguistic sets: (a) cultural heritage delivered artifact data {[CHADD
(i, j)]}, (b) cultural heritage delivered searcher’s data {[CHASD (i, j)].

Remark:
It should be noted that all the linguistic mentioned in that contribution have a rather

complicated hierarchic structure from objective point of view, while that structure cannot
be discussed in more details because the contribution limited number of pages.

7.5.5 Data transfer among Cultural Heritage Administration subprocesses and CEP
processes

The business process denoted as Cultural Heritage Administration seems to be
the core process and consists of two: main process as mentioned within previous
section. However, the metrics linguistic sets related to both main processes are
described within previous section as well, while the algorithms of data transfer
among Cultural Heritage Administration subprocesses and CEP processes are
described within following subsections with respect to the CEP Process functions
and their metrics. We shall describe the transfer of data contained within linguistic
sets {[CHAED (i, j)]}, {[CHAD (i, j)]}, and{[CHAPD (i, j)]} closely related with
CHC Cultural heritage artifact creation business process and CEP Process subordi-
nated business processes generalized as follows:

The {[CHAED (i, j)]}, and{[CHAPD (i, j)]} LS content is being transferred to
{[EC (i, j)]: {ALI(I, j)]} LS and {[EC (i, j)]: {FAT(I, j)]} LS and {[EC (i, j)]: {MOI
(i, j)]} LS content

The {[CHAD (i, j)]} and {[CHAPD (i, j)]} LS content is being transferred to
{[CULC (i, j)]: [CULG (i, j)]} LS content

The {[CHAED (i, j)]}, {[CHAD (i, j)]}, and {[CHAPD (i, j)]} linguistic set (LS)
content is being transferred to {[SYMC (i, j)]: [AASP (i, j)], [ARTSTA (i, j)],
[ARTSTY (i, j)], [ARTSTV (i, j)]} linguistic set content

The {[CHAED (i, j)]}, {[CHAD (i, j)]}, and {[CHAPD (i, j)]} linguistic set (LS)
content is being transferred to{[SOCC (i, j)]} (COMPER (i, j) (ARTDI (i, j)),
(TECHN (i, j)), (TALEN (i, j)), (TOLER (i, j))

The {[CHAED (i, j)]}, {[CHAD (i, j)]}, and {[CHAPD (i, j)]} linguistic set (LS)
content is being transferred to{[PERFM (i, j)]} (PERFT (i, j)) (AMECVTS (i, j))
and {[PERFM (i, j)]} (PERFT (i, j)) (CEP (i, j)) LS content

The {[CHAED (i, j)]}, {[CHAPD (i, j)]}, and {[CHAD (i, j)]} LS content is being
transferred to {[PERFM (i, j)]} (PERFT (i, j)) (AMECVTS (i, j)) and {[PERFM
(i, j)]} (PERFT (i, j)) (CEP (i, j)) LS content.

7.6 MIC Process external and internal metrics items

In general, any business process is represented by an appropriate vertical and
horizontal structure and external and internal metrics approximated by adequate
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linguistic sets12 as well. While the BP external metrics is created by linguistic sets
shown in Figure 3.

On the other hand, the MIC BP internal metrics is created via subordinated
linguistic sets as production devices {MIC: IM:[DEV (i, j)]}, production tools {MIC:
[IM:TOOL (i, j)], and human resources {MIC:IM:HR (i, j)]} as well, while the
{[MIC:IM:DEV (i, j)]} linguistic set (LS) contains one subordinated LS denoted as
device production output performance {MIC:IM:[DPOP (i, j)]}, tool production
output performance {MI:[IM:TPOP (i, j)]}, and the {[IM:HR (i, j)]} contains four
subordinated linguistic sets.

7.7 MAC Process metrics items

The MAC Process metrics13 item is represented by hierarchic structure, while at
the first hierarchic level is created by three subordinated linguistic sets: (a) goods
market {MAC:[GM (i, j)]}, (b) financial market {MAC:[FM (i, j)]}, and labour
market {MAC:[LM (i, j)]}, while the second hierarchic level has the following
structure {MAC:[GM(GDP (i, j)]}, {MAC:[GM(EA (i, j)]}, {MAC: [LM(WA (i, j)]},
{MAC: [FM(CA (i, j)]}, {MAC: [FM(SA (i, j)]}, {MAC: [LM(WA (i, j)]}, MAC: [LM
(PR (i, j)]}, MAC: [LM(WAPRE14 (i, j)]

7.8 The data transfer from microprocesses to macroprocesses

7.8.1 MIC Process external metrics versus MAC Processes linguistic sets

The microprocess metrics linguistic sets cover MIC Process external metrics, while
the external metric set contain the following subsets: (a) Material input cost items
{[MICI (i, j)]}, (b) Material input items {[MII (i, j)]}, (c) Output material product
assets {[OMPA (i, j)]} and (d) Output material product assets {[OMP (i, j)]}

The data transfer from microprocesses external metrics to macroprocesses is
running in the following steps:

• Material input cost {[MII (i, j)]} and {[MICI (i, j)]}, linguistic set content is
being transferred to {MAC: [GM (EA (i, j)]},]} linguistic set

• Output material product assets {[OMPA (i, j)]} and Output material product
assets {[OMP (i, j)]} linguistic set content is being transferred to {MAC:[GM
(EA (i, j)]}, linguistic set

• Output material product assets {[OMPA (i, j)]} and Output material product
assets {[OMP (i, j)]} linguistic set content is being transferred to {MAC:[GM
(GDP (i, j)]}, linguistic set

• Output material product assets {[OMPA (i, j)]} and Output material product
assets {[OMP (i, j)]} linguistic set content is being transferred to {MAC:[FM
(GDP (i, j)]}, linguistic set MAC: [FM(CA (i, j)]} and {MAC: [FM(SA (i, j)]}.

12 The problems concerned with linguistic sets, which create basis of Business Process Linguistic

Modelling approach are discussed within Section 4.3.
13 MAC Process metrics does not contain the external and internal part.
14 Abbreviation explanations: MAC—macroprocess, GM—goods market, GDP—gross domestic

product, EA—economic agents, FM—financial market CA—checking account, SA—saving account,

LM—labor market, WA—wages, PR—prices, WAPRE—wages-prices equilibrium.
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content is being transferred to{[PERFM (i, j)]} (PERFT (i, j)) (AMECVTS (i, j))
and {[PERFM (i, j)]} (PERFT (i, j)) (CEP (i, j)) LS content

The {[CHAED (i, j)]}, {[CHAPD (i, j)]}, and {[CHAD (i, j)]} LS content is being
transferred to {[PERFM (i, j)]} (PERFT (i, j)) (AMECVTS (i, j)) and {[PERFM
(i, j)]} (PERFT (i, j)) (CEP (i, j)) LS content.

7.6 MIC Process external and internal metrics items

In general, any business process is represented by an appropriate vertical and
horizontal structure and external and internal metrics approximated by adequate
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linguistic sets12 as well. While the BP external metrics is created by linguistic sets
shown in Figure 3.

On the other hand, the MIC BP internal metrics is created via subordinated
linguistic sets as production devices {MIC: IM:[DEV (i, j)]}, production tools {MIC:
[IM:TOOL (i, j)], and human resources {MIC:IM:HR (i, j)]} as well, while the
{[MIC:IM:DEV (i, j)]} linguistic set (LS) contains one subordinated LS denoted as
device production output performance {MIC:IM:[DPOP (i, j)]}, tool production
output performance {MI:[IM:TPOP (i, j)]}, and the {[IM:HR (i, j)]} contains four
subordinated linguistic sets.

7.7 MAC Process metrics items

The MAC Process metrics13 item is represented by hierarchic structure, while at
the first hierarchic level is created by three subordinated linguistic sets: (a) goods
market {MAC:[GM (i, j)]}, (b) financial market {MAC:[FM (i, j)]}, and labour
market {MAC:[LM (i, j)]}, while the second hierarchic level has the following
structure {MAC:[GM(GDP (i, j)]}, {MAC:[GM(EA (i, j)]}, {MAC: [LM(WA (i, j)]},
{MAC: [FM(CA (i, j)]}, {MAC: [FM(SA (i, j)]}, {MAC: [LM(WA (i, j)]}, MAC: [LM
(PR (i, j)]}, MAC: [LM(WAPRE14 (i, j)]

7.8 The data transfer from microprocesses to macroprocesses

7.8.1 MIC Process external metrics versus MAC Processes linguistic sets

The microprocess metrics linguistic sets cover MIC Process external metrics, while
the external metric set contain the following subsets: (a) Material input cost items
{[MICI (i, j)]}, (b) Material input items {[MII (i, j)]}, (c) Output material product
assets {[OMPA (i, j)]} and (d) Output material product assets {[OMP (i, j)]}

The data transfer from microprocesses external metrics to macroprocesses is
running in the following steps:

• Material input cost {[MII (i, j)]} and {[MICI (i, j)]}, linguistic set content is
being transferred to {MAC: [GM (EA (i, j)]},]} linguistic set

• Output material product assets {[OMPA (i, j)]} and Output material product
assets {[OMP (i, j)]} linguistic set content is being transferred to {MAC:[GM
(EA (i, j)]}, linguistic set

• Output material product assets {[OMPA (i, j)]} and Output material product
assets {[OMP (i, j)]} linguistic set content is being transferred to {MAC:[GM
(GDP (i, j)]}, linguistic set

• Output material product assets {[OMPA (i, j)]} and Output material product
assets {[OMP (i, j)]} linguistic set content is being transferred to {MAC:[FM
(GDP (i, j)]}, linguistic set MAC: [FM(CA (i, j)]} and {MAC: [FM(SA (i, j)]}.

12 The problems concerned with linguistic sets, which create basis of Business Process Linguistic

Modelling approach are discussed within Section 4.3.
13 MAC Process metrics does not contain the external and internal part.
14 Abbreviation explanations: MAC—macroprocess, GM—goods market, GDP—gross domestic

product, EA—economic agents, FM—financial market CA—checking account, SA—saving account,

LM—labor market, WA—wages, PR—prices, WAPRE—wages-prices equilibrium.
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• Output material product assets {[OMPA (i, j)]} and Output material product
assets {[OMP (i, j)]} linguistic set content is being transferred to {MAC: [LM
(WA (i, j)]}, MAC: [LM(PR (i, j)]}, MAC: [LM(WAPRE.

The data transfer from microprocesses internal metrics to macroprocesses is
running in the following steps:

• The {MIC: IM:[DEV (i, j)]} and {MIC:[IM:TOOL (i, j)]} linguistic content is
being transferred to MAC: [FM(CA (i, j)]}, {MAC: [FM(SA (i, j)]}, and {MAC:
[GM(EA (i, j)]} linguistic sets

• The {MIC: IM:[DEV (i, j)]} and {MIC:[IM:TOOL (i, j)]} linguistic content is
being transferred to {MAC: [LM(WA (i, j)]}, MAC: [LM(PR (i, j)]}, MAC: [LM
(WAPRE.

• The {MIC: IM:[HR (i, j)]} linguistic content is being transferred to {MAC: [LM
(WA (i, j)]}, MAC: [LM(PR (i, j)]}, MAC: [LM(WAPRE.

• After having completed the previous step, the extracted data and data
segments or fragments are transformed to data structure, which might be
accepted by application, which enables generating adequate creative
economics strategies.

8. Data Transfer System MAC versus CE Processes (DTS2 System)

8.1 DTS2 System structure and functionality

As mentioned above, the DTS Systems operates within two directions. It pro-
vides data transfer from CE Processes to MAC Processes, while the MIC Processes
play a role of mediator, when running the data transfer between CE and MAC
Processes and that type of transfer is covered by DTS1 Subsystem, the data transfer
between MAC and CE processes is covered by DTS2 Subsystem. We shall describe a
structure and functionality of DTS2 Subsystem in that section.

In general, the creative economy processes (CE Processes) are closely related to
social and economic processes, which represent external environment and provide
transfer of signals or data to set of macroprocesses, which represent an outgoing
point for data transfer concerned to social and economic requirements related to CE
and MIC processes. On one hand, when considering the social processes, a set of
cultural and art processes play a role of principle importance. On the other hand,
when considering the economic processes the research and development processes
create basis from creative economy point of view, while the logistics, and personal
management processes play a role of principle importance for the research and
development processes and for production processes as well. Both of the above-
mentioned processes (social and economic) provide transfer of data to MAC pro-
cesses, which are necessary from external and internal source analysis and they play
an important role, when generating values closely related to KPI indicators postu-
lated at national economy level.

However, the KPI indicator values postulated at national economy level are
being transferred to MIC processes, where their decomposition related to appropri-
ate MIC process busines levels (strategic, tactic and operational) and play an
important role at BPMIV setting and evaluation of performance related to adequate
processes running within MIC processes set. However, the KPI indicators play an
important role MIC and CE process management as well, while cultural heritage
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creation and management seems to be the core process from creative economy
processes point of view. The principal layout of data transfer from MAC to MIC and
CE processes is shown in Figure 6.

8.2 DTS2 System Conceptual Model

As mentioned above (see also Section 7.1), the DTS System – Conceptual Model
is a standardized system denoted as DATRA_09 Data Transfer Conceptual Model,
which should provide a bi-directional data transfer. On one hand, from Creative
Economy Business Processes (CEP Processes) to Microprocesses (MIC Processes)
and (MIC Processes) and from Microprocess to Macroprocesses (MAC Processes)
and on the other hand, we have to consider the data transfer from macroprocesses,
throughout microprocesses up to CEP Processes as well, while DTS System – Con-
ceptual Model consists of four subsystems as shown in Figure 4. However, the
social and economic processes create significant elements of DTS System external
environment and generate appropriate data important for functionality of MAC
Processes, which provide services for KPI indicator generation [22] within an
appropriate firm or company business strategy creation [25, 26].

However, there is data and information generated as a result of text [27, 28] and
image sematic analysis [29, 30], as well, while some of those algorithms might be
applied, when providing analysis of the firm or company external and internal
resources before getting started business strategy creation and KPI generation too.
Subsequently, the KPI indicators are being decomposed [22] and assigned to ade-
quate MIC Processes organization units and their metrics [24] item values are being
set simultaneously. After having completed the above-mentioned action the man-
agement of MIC and CEP Processes might be started, where logistic, personal
financial and research and development management play a role of principle
importance as well, while the production processes are significant for MIC process
management and cultural heritage creation and management are significant from
CEP Processes point of view.

The principle layout of DTS2 System Conceptual Model is shown in Figure 7.

9. Economic networks structure and functionality

9.1 Economic network structure

The above-mentioned DTS System implemented via so called economic net-
work, which seems to be relatively independent system and consist subsystems
covering data transfer within CE, Micro and Macroprocesses (EN-S1 Subsystem)
and Macro, Micro and CE Processes (EN-S2 Subsystem) as well.

9.2 Functionality of economic network EN-S1 and EN-S2 subsystems

The EN-S1 Subsystem is being covered by creative economy processes, which
consists of two sub-processes: (a) Cultural heritage administration and (b) Research
and development administration. However, the BP denoted as Cultural heritage
administration is described within previous sections as too, while the Research and
development administration is not discussed within that contribution. On the other
hand, there are MIC and MAC processes and MIC Processes include production
and non-production domain and plays a role of go-between elements, when
providing data transfer from creative economy processes to macroprocesses

However, the MAC Processes create an integral part of social processes and
represent the go-between elements, when preparing goals and aims related to
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• Output material product assets {[OMPA (i, j)]} and Output material product
assets {[OMP (i, j)]} linguistic set content is being transferred to {MAC: [LM
(WA (i, j)]}, MAC: [LM(PR (i, j)]}, MAC: [LM(WAPRE.

The data transfer from microprocesses internal metrics to macroprocesses is
running in the following steps:

• The {MIC: IM:[DEV (i, j)]} and {MIC:[IM:TOOL (i, j)]} linguistic content is
being transferred to MAC: [FM(CA (i, j)]}, {MAC: [FM(SA (i, j)]}, and {MAC:
[GM(EA (i, j)]} linguistic sets

• The {MIC: IM:[DEV (i, j)]} and {MIC:[IM:TOOL (i, j)]} linguistic content is
being transferred to {MAC: [LM(WA (i, j)]}, MAC: [LM(PR (i, j)]}, MAC: [LM
(WAPRE.

• The {MIC: IM:[HR (i, j)]} linguistic content is being transferred to {MAC: [LM
(WA (i, j)]}, MAC: [LM(PR (i, j)]}, MAC: [LM(WAPRE.

• After having completed the previous step, the extracted data and data
segments or fragments are transformed to data structure, which might be
accepted by application, which enables generating adequate creative
economics strategies.

8. Data Transfer System MAC versus CE Processes (DTS2 System)

8.1 DTS2 System structure and functionality

As mentioned above, the DTS Systems operates within two directions. It pro-
vides data transfer from CE Processes to MAC Processes, while the MIC Processes
play a role of mediator, when running the data transfer between CE and MAC
Processes and that type of transfer is covered by DTS1 Subsystem, the data transfer
between MAC and CE processes is covered by DTS2 Subsystem. We shall describe a
structure and functionality of DTS2 Subsystem in that section.

In general, the creative economy processes (CE Processes) are closely related to
social and economic processes, which represent external environment and provide
transfer of signals or data to set of macroprocesses, which represent an outgoing
point for data transfer concerned to social and economic requirements related to CE
and MIC processes. On one hand, when considering the social processes, a set of
cultural and art processes play a role of principle importance. On the other hand,
when considering the economic processes the research and development processes
create basis from creative economy point of view, while the logistics, and personal
management processes play a role of principle importance for the research and
development processes and for production processes as well. Both of the above-
mentioned processes (social and economic) provide transfer of data to MAC pro-
cesses, which are necessary from external and internal source analysis and they play
an important role, when generating values closely related to KPI indicators postu-
lated at national economy level.

However, the KPI indicator values postulated at national economy level are
being transferred to MIC processes, where their decomposition related to appropri-
ate MIC process busines levels (strategic, tactic and operational) and play an
important role at BPMIV setting and evaluation of performance related to adequate
processes running within MIC processes set. However, the KPI indicators play an
important role MIC and CE process management as well, while cultural heritage
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creation and management seems to be the core process from creative economy
processes point of view. The principal layout of data transfer from MAC to MIC and
CE processes is shown in Figure 6.

8.2 DTS2 System Conceptual Model

As mentioned above (see also Section 7.1), the DTS System – Conceptual Model
is a standardized system denoted as DATRA_09 Data Transfer Conceptual Model,
which should provide a bi-directional data transfer. On one hand, from Creative
Economy Business Processes (CEP Processes) to Microprocesses (MIC Processes)
and (MIC Processes) and from Microprocess to Macroprocesses (MAC Processes)
and on the other hand, we have to consider the data transfer from macroprocesses,
throughout microprocesses up to CEP Processes as well, while DTS System – Con-
ceptual Model consists of four subsystems as shown in Figure 4. However, the
social and economic processes create significant elements of DTS System external
environment and generate appropriate data important for functionality of MAC
Processes, which provide services for KPI indicator generation [22] within an
appropriate firm or company business strategy creation [25, 26].

However, there is data and information generated as a result of text [27, 28] and
image sematic analysis [29, 30], as well, while some of those algorithms might be
applied, when providing analysis of the firm or company external and internal
resources before getting started business strategy creation and KPI generation too.
Subsequently, the KPI indicators are being decomposed [22] and assigned to ade-
quate MIC Processes organization units and their metrics [24] item values are being
set simultaneously. After having completed the above-mentioned action the man-
agement of MIC and CEP Processes might be started, where logistic, personal
financial and research and development management play a role of principle
importance as well, while the production processes are significant for MIC process
management and cultural heritage creation and management are significant from
CEP Processes point of view.

The principle layout of DTS2 System Conceptual Model is shown in Figure 7.

9. Economic networks structure and functionality

9.1 Economic network structure

The above-mentioned DTS System implemented via so called economic net-
work, which seems to be relatively independent system and consist subsystems
covering data transfer within CE, Micro and Macroprocesses (EN-S1 Subsystem)
and Macro, Micro and CE Processes (EN-S2 Subsystem) as well.

9.2 Functionality of economic network EN-S1 and EN-S2 subsystems

The EN-S1 Subsystem is being covered by creative economy processes, which
consists of two sub-processes: (a) Cultural heritage administration and (b) Research
and development administration. However, the BP denoted as Cultural heritage
administration is described within previous sections as too, while the Research and
development administration is not discussed within that contribution. On the other
hand, there are MIC and MAC processes and MIC Processes include production
and non-production domain and plays a role of go-between elements, when
providing data transfer from creative economy processes to macroprocesses

However, the MAC Processes create an integral part of social processes and
represent the go-between elements, when preparing goals and aims related to
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creative economy process functionality and performance as well, while they play a
role of go between elements social, between MIC and CE Processes as well.

The EN-S2 Subsystem is being covered by EN_S2_01 Macroprocesses compo-
nent, which consists of the following modules: (a) Normative act processing, (b)
Document semantic analysis, (c) Datamining execution, (d) KPI creation and (d)
KPI execution.

However, the EN-S2 Subsystem is being covered by EN_S2_02
Microprocesses component, which consists of the following modules: (a) MIC
Process – KPI Setting and (b) MIC Process –Metrics Indicator Setting as well, while
the latest component is denoted as EN-S2-03 CE Process, which consists of the
following modules: (a) CE15 Process KPI Setting and (b) CE Process – Metrics
Indicator Setting, and CHA16 Process – Metrics Indicator Setting.

Figure 8.
The principal layout of Economic Network structure. Source: The Authors.

15 CE—Creative Economy.
16 CHA—Cultural Heritage Administration.
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The EN-S1 subsystem structure and functionality is being discussed within
previous sections and the EN-S2 subsystem structure and functionality will be
discussed within individual and independent contribution.

The principal layout of Economic Network structure is shown in Figure 8.

10. Design and implementation aspects

The Economic Network system (EN System) plays a role of information and
knowledge-based supporting facility for CE, MIC, and MAC Processes. However,
the EN System provides services related to KPI creation and decomposition, which
is important for business strategy design within MIC and CE processes as well and is
being designed as an information system and as a knowledge-based system too. On
one hand, when considering the information system, the linguistic sets are
implemented as standardized database tables, on the other hand, considering the
knowledge based system the linguistic sets create basis of adequate reference data-
bases and play a role semantic network elements. When considering the user’s
communication with the information system an appropriate database management
system for those purposes should be applied and when considering the user’s com-
munication with an adequate knowledge-based system an appropriate inference
system is used for those purposes. The above-mentioned aspects should be
respected within EN System design and implementation, while a selected GraphDB
[31] system will be applied for EN System design and implementation and an
adequate application program should be created.

11. Discussion

At present, the creative economy seems to a new branch, which provides inter-
connection between cultural standardized economy sphere and includes different
activities related to culture and cultural heritage creation and management. How-
ever, providing those activities requires intellectual, material, and financial support
as well, while all of them are closely related to macroeconomy and microeconomy
objectives. On the other hand, the creative economics processes are the business
processes too. However, they have adequate vertical and horizontal structure
require an appropriate information, knowledge-based and organization support as
well in order to assure their proper and efficient functionality, while their informa-
tion support and metrics elements are closely related to each other. As a result of
that the data or information transfer plays a role of principal importance and is
running in two stages: (a) from creative economy to microeconomy BPs and (b)
from microeconomy to macroeconomy BPs. Of course, the data transfer from DTS
System external area represented by social and macroprocesses to CE Processes play
an important role as well, while a set of MIC Processes represent an appropriate go-
between element and an integral part of sensors and effectors, acting within grey
zone, which exists between BP external and internal environment.

The above-mentioned DTS System implemented via appropriate economic net-
work, which seems to be relatively independent system and consist subsystems
covering data transfer within CE, Micro and Macroprocesses (EN-S1 Subsystem)
and Macro, Micro and CE Processes (EN-S2 Subsystem) as well.

The above-mentioned stages are being implemented and operated via appropri-
ate economic networks, the (a) phase activities are covered by economic network I
and the (b) phase are covered by economic network II. Both above-mentioned
economic network subsystems should be implemented and operated via adequate
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creative economy process functionality and performance as well, while they play a
role of go between elements social, between MIC and CE Processes as well.

The EN-S2 Subsystem is being covered by EN_S2_01 Macroprocesses compo-
nent, which consists of the following modules: (a) Normative act processing, (b)
Document semantic analysis, (c) Datamining execution, (d) KPI creation and (d)
KPI execution.

However, the EN-S2 Subsystem is being covered by EN_S2_02
Microprocesses component, which consists of the following modules: (a) MIC
Process – KPI Setting and (b) MIC Process –Metrics Indicator Setting as well, while
the latest component is denoted as EN-S2-03 CE Process, which consists of the
following modules: (a) CE15 Process KPI Setting and (b) CE Process – Metrics
Indicator Setting, and CHA16 Process – Metrics Indicator Setting.

Figure 8.
The principal layout of Economic Network structure. Source: The Authors.

15 CE—Creative Economy.
16 CHA—Cultural Heritage Administration.
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The EN-S1 subsystem structure and functionality is being discussed within
previous sections and the EN-S2 subsystem structure and functionality will be
discussed within individual and independent contribution.

The principal layout of Economic Network structure is shown in Figure 8.

10. Design and implementation aspects

The Economic Network system (EN System) plays a role of information and
knowledge-based supporting facility for CE, MIC, and MAC Processes. However,
the EN System provides services related to KPI creation and decomposition, which
is important for business strategy design within MIC and CE processes as well and is
being designed as an information system and as a knowledge-based system too. On
one hand, when considering the information system, the linguistic sets are
implemented as standardized database tables, on the other hand, considering the
knowledge based system the linguistic sets create basis of adequate reference data-
bases and play a role semantic network elements. When considering the user’s
communication with the information system an appropriate database management
system for those purposes should be applied and when considering the user’s com-
munication with an adequate knowledge-based system an appropriate inference
system is used for those purposes. The above-mentioned aspects should be
respected within EN System design and implementation, while a selected GraphDB
[31] system will be applied for EN System design and implementation and an
adequate application program should be created.

11. Discussion

At present, the creative economy seems to a new branch, which provides inter-
connection between cultural standardized economy sphere and includes different
activities related to culture and cultural heritage creation and management. How-
ever, providing those activities requires intellectual, material, and financial support
as well, while all of them are closely related to macroeconomy and microeconomy
objectives. On the other hand, the creative economics processes are the business
processes too. However, they have adequate vertical and horizontal structure
require an appropriate information, knowledge-based and organization support as
well in order to assure their proper and efficient functionality, while their informa-
tion support and metrics elements are closely related to each other. As a result of
that the data or information transfer plays a role of principal importance and is
running in two stages: (a) from creative economy to microeconomy BPs and (b)
from microeconomy to macroeconomy BPs. Of course, the data transfer from DTS
System external area represented by social and macroprocesses to CE Processes play
an important role as well, while a set of MIC Processes represent an appropriate go-
between element and an integral part of sensors and effectors, acting within grey
zone, which exists between BP external and internal environment.

The above-mentioned DTS System implemented via appropriate economic net-
work, which seems to be relatively independent system and consist subsystems
covering data transfer within CE, Micro and Macroprocesses (EN-S1 Subsystem)
and Macro, Micro and CE Processes (EN-S2 Subsystem) as well.

The above-mentioned stages are being implemented and operated via appropri-
ate economic networks, the (a) phase activities are covered by economic network I
and the (b) phase are covered by economic network II. Both above-mentioned
economic network subsystems should be implemented and operated via adequate
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Datawarehouse system, where the economic network subsystems EN-S1 and EN-S2
could be implemented via Datamart I and Datamart II and both have their own ETL
systems, which provide extraction of data from appropriate linguistic sets (E), the
data transformation (T) to pre-defined structure of multidimensional tables and
data loading (L) to the above DataMart I and Datamart II. On the other hand, there
is an appropriate OLAP system, which should enable providing data selection and
analysis with respect to authorized user requirements. Moreover, that system could
contain a software, which enables providing a semantic analysis of EU documents
and extracting data, which are inserted into a software, which prepares supporting
data concerned to business strategy of the firm or company, which deals with
creative economy activities.

12. Conclusion

At present, the creative economy seems to a new branch, which provides inter-
connection between cultural standardized economy sphere and includes different
activities related to culture and cultural heritage creation and management. How-
ever, providing those activities requires intellectual, material, and financial support
as well, while all of them are closely related to macroeconomy and microeconomy
objectives. On the other hand, the creative economics processes are the business
processes too. However, they have adequate vertical and horizontal structure
require an appropriate information, knowledge-based and organization support as
well in order to assure their proper and efficient functionality, while their informa-
tion support and metrics elements are closely related to each other. As a result of
that the data or information transfer plays a role of principal importance and is
running in two stages: (a) from creative economy to microeconomy BPs and (b)
from microeconomy to macroeconomy BPs. Of course, the data transfer from DTS
System external area represented by social and macroprocesses to CE Processes play
an important role as well, while a set of MIC Processes represent an appropriate go-
between element and an integral part of sensors and effectors, acting within grey
zone, which exists between BP external and internal environment. The above-
mentioned DTS System implemented via appropriate economic network, which
seems to be relatively independent system and consist subsystems covering data
transfer within CE, Micro and Macroprocesses (EN-S1 Subsystem) and Macro,
Micro and CE Processes (EN-S2 Subsystem) as well The above-mentioned stages
are being implemented and operated via appropriate economic networks, the (a)
phase activities are covered by economic network I and the (b) phase are covered
by economic network II. Both above-mentioned economic network subsystems
should be implemented and operated via adequate Datawarehouse system, where
the economic network subsystems EN-S1 and EN-S2 could be implemented via
Datamart I and Datamart II and both have their own ETL systems, which provide
extraction of data from appropriate linguistic sets (E), the data transformation (T)
to pre-defined structure of multidimensional tables and data loading (L) to the
above DataMart I and Datamart II. On the other hand, there is an appropriate OLAP
system, which should enable providing data selection and analysis with respect to
authorized user requirements. Moreover, that system could contain a software,
which enables providing a semantic analysis of EU documents and extracting data,
which are inserted into a software, which prepares supporting data concerned to
business strategy of the firm or company, which deals with creative economy
activities.
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Datawarehouse system, where the economic network subsystems EN-S1 and EN-S2
could be implemented via Datamart I and Datamart II and both have their own ETL
systems, which provide extraction of data from appropriate linguistic sets (E), the
data transformation (T) to pre-defined structure of multidimensional tables and
data loading (L) to the above DataMart I and Datamart II. On the other hand, there
is an appropriate OLAP system, which should enable providing data selection and
analysis with respect to authorized user requirements. Moreover, that system could
contain a software, which enables providing a semantic analysis of EU documents
and extracting data, which are inserted into a software, which prepares supporting
data concerned to business strategy of the firm or company, which deals with
creative economy activities.

12. Conclusion

At present, the creative economy seems to a new branch, which provides inter-
connection between cultural standardized economy sphere and includes different
activities related to culture and cultural heritage creation and management. How-
ever, providing those activities requires intellectual, material, and financial support
as well, while all of them are closely related to macroeconomy and microeconomy
objectives. On the other hand, the creative economics processes are the business
processes too. However, they have adequate vertical and horizontal structure
require an appropriate information, knowledge-based and organization support as
well in order to assure their proper and efficient functionality, while their informa-
tion support and metrics elements are closely related to each other. As a result of
that the data or information transfer plays a role of principal importance and is
running in two stages: (a) from creative economy to microeconomy BPs and (b)
from microeconomy to macroeconomy BPs. Of course, the data transfer from DTS
System external area represented by social and macroprocesses to CE Processes play
an important role as well, while a set of MIC Processes represent an appropriate go-
between element and an integral part of sensors and effectors, acting within grey
zone, which exists between BP external and internal environment. The above-
mentioned DTS System implemented via appropriate economic network, which
seems to be relatively independent system and consist subsystems covering data
transfer within CE, Micro and Macroprocesses (EN-S1 Subsystem) and Macro,
Micro and CE Processes (EN-S2 Subsystem) as well The above-mentioned stages
are being implemented and operated via appropriate economic networks, the (a)
phase activities are covered by economic network I and the (b) phase are covered
by economic network II. Both above-mentioned economic network subsystems
should be implemented and operated via adequate Datawarehouse system, where
the economic network subsystems EN-S1 and EN-S2 could be implemented via
Datamart I and Datamart II and both have their own ETL systems, which provide
extraction of data from appropriate linguistic sets (E), the data transformation (T)
to pre-defined structure of multidimensional tables and data loading (L) to the
above DataMart I and Datamart II. On the other hand, there is an appropriate OLAP
system, which should enable providing data selection and analysis with respect to
authorized user requirements. Moreover, that system could contain a software,
which enables providing a semantic analysis of EU documents and extracting data,
which are inserted into a software, which prepares supporting data concerned to
business strategy of the firm or company, which deals with creative economy
activities.
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Abstract

The aim of this chapter is to develop a new concept of internal logistics, its
components parts and how to evaluate it. To quantify the level of performance of
the internal logistics of a company is an important issue to gain competitiveness.
There are few papers now at days that analyze how to quantify this issue. In recent
years, it has been developed numerous applications of Fuzzy logic and Neural
Networks to solve diverse problems of Engineering. Fuzzy logic is a mathematical
tool that emulates the method used for humans for managing and processing infor-
mation and Neural Networks are computing systems inspired by the biological
neural networks that constitute human brains. Such systems “learn” to perform
tasks by considering examples, generally without being programmed with task-
specific rules. This chapter offers a new definition of internal logistics and shows
the procedure to evaluate its level in a company. This procedure for assessing the
internal logistics was developed through an Excel tab, a fuzzy inference system and
a neural network. To validate this procedure, it was applied to 93 companies in the
Industrial Pole of Manaus. Results obtained by different approaches are very
similar, demonstrating the validity of the procedure developed.

Keywords: internal logistics, measurement, neural networks, fuzzy logic,
performance, industrial companies

1. Introduction

The advent of globalization promotes organizations with the persistent pursuit
of competitiveness, forcing businesses moving competitive advantages. Still, orga-
nizations that are in the forefront of their sectors and considered successful are
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those that actually trying to develop its core competencies to offer a standard of
excellence in goods and services and are concerned with its strategy and with the
workforce. The market organizations have demanded a set of features that include
efficiency, effectiveness, dynamism, creativity, agility, flexibility and having holis-
tic vision, to be competitive and having defined their strategies, seeking business
sustainability.

In [1] are highlighted the indicators that assess the efficiency of internal activi-
ties and processes, and logistics performance indicators are suggested. They are
classified into the following categories: stock management, cost, productivity, qual-
ity and customer service. However, it is necessary to develop a performance evalu-
ation form for the supply chain, using external and internal indicators together to
evaluate the performance of the entire chain, not only internal indicators of logis-
tics, so that, working together, companies manage to achieve the best return busi-
ness of supply chain.

In [2], it is considered the designation of logistics as “logistics management.”
Also it is cited that this concept can be included into customer service, traffic and
transportation means, storage, selection of local to manufacture and store, inven-
tory control, order processing, acquiring, transportation of materials, distribution,
supply of parts, packaging, returning goods and order volume forecast and that an
organization must provide products and services to customers according to their
needs and requirements as efficiently as possible.

Sometimes logistics is related to the marketing, as the strategic process to man-
aging the acquisition, transfer, storage, parts, and finished products, together with
the flow of information and its marketing channels to maximize profit with cost-
cutting. There is no single definition for conceptualizing logistics, which be
accepted by all researchers in the field. The important thing is that companies know
that it is present in the business world and that professionals must understand their
target that “is to make available products and services where they are needed, when
they are desired” [3].

The traditional logistics refers to activities such as packaging, transportation,
loading, unloading and storage, etc. The modern logistics reaffirms the concept of
integrated logistics management and its implementation. It is important to out-
standing that modern logistics must be understood as the medium during the
acquisition, production, and operation of the whole process to delivery to the final
consumer [4].

In contemporary organizational environment, logistics appears as a strategic
concept, because of not only materials management and physical distribution, but
also for providing values of time and place for customers, for becoming an element
that stands for organizations, with agility, flexibility and integration of internal and
external channels. Several authors describe that the concept of logistics can be
separated into three basic items: food (suppliers), plants (internal) and distribution
(customers). This represents a group that is often defined as highly empirical,
resulting in negative effects that directly influence the outcome of the final perfor-
mance of organizations [5, 6].

Despite the importance of internal logistics, it has not been fully understood,
particularly in manufacturing industry [7–9]. However, it constitutes a large part of
the total cost for businesses [10]; average logistics costs represent between 10% and
30% of total sales volume in a typical production company [11]. This chapter is
composed by eight parts: An introduction, a Literature Review, a section of mate-
rials and methods where it is explained all the procedure developed, a section of
results analysis and finally the conclusions, the acknowledgments, the conflict of
interest and the references.
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2. Literature review

2.1 Internal logistics concepts

Several authors state that an internal logistics system well designed and correctly
used increases the efficiency of an organization [12, 13].

To summarize, several aspects of logistics performance are very important for a
company, and among others refer to delivery, quality, robustness, information, and
cost and customer service. However, it is also important to consider which is the
combination of high efficiency, performance, and effectiveness [14]. For [15] the
performance efficient logistics activities alone are not enough. To create competi-
tiveness for the company, it is essential that the right kind of logistics activities to be
prioritized and through the right performance variables. However, as discussed by
[16], there is a lack of standardized ways of dealing with the internal logistics
requirements influencing the overall logistics performance. In general, logistics
managers are trying to use measurements to help design and manage more effective
and efficient logistic systems for the client. Identifying the value of internal logistics
and its critical performance criteria can be a way to help this development [17].

Design and improve the internal logistics system involves decision making at
different levels, such as strategic, tactical and operational issues. As such, it involves
long-term planning (strategic) and aspects of planning and control (management)
of short and medium term [18]. An internal logistics system that works well
requires involvement and understanding of the system at all levels. Logistics pro-
fessionals should be empowered with the necessary experience in essential and
critical functions for their own company and fully understand how they affect the
entire value chain [19].

Internal Logistics handles all the management of the internal supply process,
storage, transportation and distribution of goods within the organization, that is, to
meet its domestic demands as support for manufacturing [20]. According to [6],
the cycle of support to manufacturing activities is directly related to internal logis-
tics, i.e., planning and production control. Thus, the logistical support to the pro-
duction aims mainly to establish and maintain an economic and orderly flow of
materials and stocks in process in order to meet the schedules of the production
sector. The logistics support production has the operational responsibility for the
following activities: handling and storage of products, materials, components and
semi-finished parts. With the changes in the business environment, logistics service
concepts have evolved and various issues were added in operational logistics tasks
such as packaging, outsourced inventory management, bar code, and information
systems. These operational logistics tasks were considered, and called as “internal
logistics,” and these activities should “interact with other functional areas” [21].
Internal logistics thus involves logistics activities within the walls of an organiza-
tion, e.g. internal transport, materials handling, storage and packaging [15].

Other more recent studies indicate that the internal logistics has been the
attempt to organize and optimize the internal activities with the cost reduction
objective for organizations in different segments. However, organizational issues
such as the lack of a strategic vision that become in difficulties need to be addressed.
The transfer of knowledge and technology used in the manufacturing industry
could be of great benefit concluded by [22].

According to [23], the end consumer determines the success or failure of supply
chains. Thus, an important part of logistics performance is linked to customer
service and to be able to respond to their needs and requirements. When it comes to
internal logistics as a system, both the client and the service provider are the same at
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such as packaging, outsourced inventory management, bar code, and information
systems. These operational logistics tasks were considered, and called as “internal
logistics,” and these activities should “interact with other functional areas” [21].
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tion, e.g. internal transport, materials handling, storage and packaging [15].
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internal logistics as a system, both the client and the service provider are the same at
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the organization itself. So to see the internal logistics as a system, both the service
provider and the customer are the same company. As such, the customer’s needs
and requirements can be translated for internal purposes. Therefore, the perfor-
mance of internal logistics is under the control of the company, and can provide a
more direct indication of the effects of the relationship involving structure and
logistics [16].

Given this approach to internal logistics, was noticed a gap both in theory and in
practice referred to this issue. Many discussions in the general theoretical field of
logistics has been developed. Companies need support with tools and models or
methods that make it possible to identify, organize and help to define and shape to
analyze them; it is evident in the daily graded citations mentioned above about the
lack of studies in this area. Therefore, this chapter suggests a way to define and
evaluate the internal logistics.

Based on the readings of selected articles and the development of a pattern was
possible to define a more comprehensive concept of internal logistics:

Internal logistics is planning, execution and control of the physical flow and
internal information of the company, seeking to optimize the resources, processes
and services with the highest possible profit.

According to the standpoint of logistics as a picture or an approach that consists
of several parts and aspects, it is often described as a system, which is the perspec-
tive used in this work to analyze the internal logistics as part of the system.
According to [24], the logistics system is always open and in a state of exchange
with its environment. However, the limits of the system and subsystems and com-
ponents included vary depending on different perspectives.

The system studied in this chapter is the internal logistics system, where the
system boundaries are the physical limits of the company under study. Then inter-
nal logistics comprises logistics activities within the walls of an organization, such as
internal transport, materials handling, storage and packaging [15].

There are three different angles from which, logistics operations can be seen:
processes, resources and organization. All these aspects can be seen as parts of the
logistics system, as the flow of goods and information to be made through a series of
stages called activities and processes [25]. In addition, resources refer to all means,
equipment and personnel needed to run the process. Finally, the organization
includes all planning and control procedures necessary to implement and manage
the system.

Several authors argue that an internal logistics well designed and properly used
increases the efficiency of an organization [26]. The project of internal logistics
system is therefore an aspect that strongly influences the competitiveness of the
system and is therefore related to the objective of this chapter.

Projecting and improve internal logistics system comprises decision making at
different levels, such as strategic, tactical and operational levels. As such, it includes
long-term planning (strategic) and aspects of planning and control (management)
of short and medium term [18]. Internal logistics system that works well requires
participation and understanding of the system at all levels. Logistics professionals
must be equipped with the necessary expertise in critical and essential functions for
their own company and fully understand how they affect the entire value chain.
Supply chains are often faced with the situation where they have to accept some
degree of uncertainty, however, must develop a strategy that allows them to adjust
supply to demand [27]. In general, it can be affirmed that a strategy is about how to
make the planning, which is very different from doing [18]. To conduct portfolio
analysis were consolidated by central themes articles and one can see some evidence
as to the possible parts of internal logistics. For a better demonstration of sets of
items was prepared to Table 1 resulting in a preliminary view of the parts.
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A well-formulated strategy helps to use all the resources of an organization and
create value based on its internal competition and shortcomings in relation to the
external environment. However, it is of great importance that the logistic function
and logistics strategy are integrated and aligned with other functions and strategies
of the organization, to create competitiveness [15].

Companies that emphasize logistics periodically reorganize its logistics functions
in their attempt to find and keep the best design in the business environment which
is rapidly changing [28]. The overall response capacity could be achieved through a
greater sharing of information between partner organizations and a careful selec-
tion of suppliers by the purchaser. Table 2 provides a summary of the components
used in different studies applied to internal logistics.

The novelty of this chapter is related to a new definition of internal
logistics which implies a description of its component parts according to this
new definition, and the procedure for evaluating its level in anyone company or
factory.

Articles key points IT LT PCP PCM ST IM SP RC WP LA HL IM PP

Supply networks X X X

Decision making X X X X X X

Delivery X X X

Health care logistics X X X X X

Logistics performance X X X X X X

Inbound logistics X X X X X X X

Cross-docking X X X X

Automated material handling
systems

X X X X X

Identifying business value using
the RFID e-Valuation framework

X X

Cost-cutting X X X X X X X X X

Customer and supplier logistics X X X X

Inventory and transportation
decisions

X X X X

Intralogistics operations X X X

EDI in logistics X X X X X

Integration between logistics and
Assembly lines

X X X X X X X

Optimization transport X X X X X

Routing and inventory X X X X X X X X X

Smart logistics X X X X X

Manufacturing strategy X X X X

Consolidation loads X X X X

IT = information technology; LT = logistics techniques; PCP = planning and control production; PCM = planning and
control manufacturing; ST = storage; IM = inventory management; SP = supply; RC = receipt;
WIP = working-in-progress; LA = layout; HL = handling; IM = internal transport; PP = picking and packing.
Source: Prepared by authors (2020).

Table 1.
Key points to compose the concept and components parts.
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3. Materials and methods

3.1 Approach developed for evaluating the components parts of internal
logistics

There were identified a few systematic attempts, proposals and techniques that
improve the manufacturing system and the internal logistics and their related per-
formance. They have to be able to assess the dynamics of production and the
corresponding improvement and taking into account environmental issues. For
developing the objective of the chapter there were carried out the following steps:

• To identify the composition of the industrial pole of Manaus according to the
different industries that compound it.

• To identify in literature, the component parts and definitions of internal
logistics.

• To develop a new definition of internal logistics and its component parts.

• To confront and discuss the new definition and its component parts with
industry professionals through surveys and interviews.

• When there were defined the component parts, it was elaborated a survey of
then questions for assessing each one of the component part using a Likert
scale of five points. This survey and questionnaire was also discussed with
engineers and researchers that deal with internal logistics and supply chain.

Internal logistics components Source

Physical flow

Receipt [29–33]

Warehouse [25, 34–39]

Supply [40–42].

Movement [32, 34, 43–47]

Working in process [19, 48–53]

Internal transport [39, 54–58]

Picking/packing [32,59–65]

Information flow

Information technology [40, 55, 66–71]

Planning and material control [54, 68, 72–75]

Planning and production control [74, 76–79]

Customer service [40, 80–84]

Order processing [48, 68, 73, 85–87]

Inventory management [32, 34, 41, 66, 68, 88–91]

Source: Prepared by authors (2020).

Table 2.
Theoretical background of the internal logistics components.

130

Operations Management - Emerging Trend in the Digital Era

• The survey was applied to the different industries of the industrial pole of
Manaus.

• With all these information, then there were analyzed and decided which tools
would be used for assessing the internal logistics according to its new definition
and according to its components parts.

• It was stablished an Internal Logistics Index for evaluating its level in any
company or factory

• For this porpoise there were used an Excel tab, the fuzzy logic, and the neural
networks.

All this procedure is explained in detail below.
The Industrial Pole of Manaus has more than 565 companies of small, medium

and large size, involving seven subsectors of different branches of activities, which
can be seen in Figure 1. The emphasis of the companies to be researched will focus
in the two-wheel sector that is the 16.77% of the PIM billing. The research will be
developed in companies of medium, large and small size.

To assess the internal logistics, a survey was conducted to different companies of
the Industrial Pole of Manaus. For data had statistical significance, it was analyzed
what size the sample should have.

The “right” sample magnitude for a specific application depends on many fac-
tors, such as costs, administrative aspects, level of precision, level of reliability,
variability within the population or subpopulation of interest and specimen method.

These factors interact in multifaceted ways. Although a consideration of all the
variations is beyond the scope of this chapter, the remainder of this epigraph covers
a situation that commonly occurs with simple random samples: How to find the
minimum sample magnitude that offers the desired precision.

Figure 1.
Share of activities of sub-sectors in sales of the industrial pole of Manaus in the period from January to February
2015 (calculated based on sells in dollars). Source: Suframa – Industrial indicators (2015).
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For demonstrating that a process has been improved, it is necessary to measure
the process competence before and after improvements are implemented. This
permits to measure the process improvement (e.g., defect reduction or productivity
growth) and translate the effects into a projected financial result – something that
corporate leaders can understand and appreciate. Determining sample dimension is
a vital topic because samples that are too large may waste time, resources and
money, while samples that are too small may lead to inaccurate results.

In the case of the industrial pole of Manaus, it is composed for 565 companies,
and using the formulation expressed in [92], the number of companies to be con-
sidered for a good statistical representation has to be more than 60 companies.

Analyzing the sectors of the Industrial Pole of Manaus, it was possible to identify
the components to assess the internal logistics. They were redesigned through
interactions with business professionals from different companies in order to
obtain the greatest possible standardization of component parts of internal logistics.
Figure 2 shows these parts. From this picture can be observed that there are
component parts that have to do with the physical flow and other with the
information flow.

Each component part of the figure above was evaluated by 10 properties or
pertinent questions reflecting the respective training component behavior for per-
formance, supported by Likert scale of 1 to 5, with 1 indicating little or no adhesion
and 5 full adhesions between the question versus practice where each part can reach
a maximum of 50 points is that the resulting properties of 10 x 5 points, and a total
of 130 questions as a result of the 13 component parts of 10 questions each.

The questionnaire applied in enterprises, medium and large, the following seg-
ments: electronics, appliances, components and two wheels. In March 2015, 539

Figure 2.
Component parts of the internal logistics. Source: Authors (2020).
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invitations were sent to participate in the study. A total of 327 responses received,
being considered only 140 (25.97%) fit and consistent for research. The sample
characteristics are shown in Table 3.

3.2 Assessment of the weight of the component parts of internal logistics by
companies

To evaluate the weight of each component part of the Internal Logistics were
sent a survey to 93 companies to analyze them and to attribute a weight of impor-
tance in a Likert scale of 1–5 where 1 was minor and five very important according
to the particularity and priority that represents the component parts for the afore-
mentioned companies. In Table 4 there are offered the results of three of the
companies investigated.

It was found that depending on the company and its respective sector, the
priorities and the degree of importance may be subject to change and therefore
affect the performance of internal logistics index.

The maximum score that each company can get is 65 points, which is the result
of the multiplication of the 13 items by the maximum value of each item according
to the Likert scale. It is noted for example that the company 1 attributed a very low
note for the items: Storage, WIP and internal transport, while companies 2 and 3
attributed notes 5, 5 and 4 respectively for these same items, therefore, it follows
which depending on the sector and type of production, whether continuous or
discrete, the degree of importance may change. An arithmetic mean of the 3 com-
panies was also developed in this tabulation and it was appreciated that from the
maximum possible score of 65 points, company 1 scored 35 points, followed by 61
points by the company 2 and finally the company 3 with 59 points, and the arith-
metic mean was 51.67 points.

3.3 Evaluation of the internal logistics index by companies using excel solver

Based on the literature investigated was developed the structure of diagnostic
model of the component parts of the internal logistics, its filling, testing and subse-
quent validation. They were developed 10 questions to assess each property and was
conducted a survey in different companies. These questions were developed based
on the literature review, the survey results according to the criteria of specialists of
logistics management, and consulting and business managers. It was developed an
Excel tab to evaluate the performance of each of the component parts of the internal
logistics as well as the Internal Logistics Index of a company.

Industrial sector % Size dcounter

Domestic appliances 15 100–250

Electronics 35 100–250

Components 40 250–500

Towels 9 500–1000

Others 1 100–250

Source: Authors based on survey (2016).

Table 3.
Firms demographics: Industry and size.
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The Excel Tab developed to calculate the Internal Logistic Index was based on
the following equations:

ILI ¼
X13
i¼1

Zi

100

� �
:Wi

� �
(1)

where ILI = General index of the performance of the Internal Logistics;
Wi = Weight attributed to each component part i; i = each of the properties
analyzed; Zi = value reached in % for the property i based on the sum of all values
given to each parameter of the corresponding property of the Likert scale from 1 to
5 and divided by the maximum possible value to reach in% i.e.:

Zi ¼
X10
j¼1

P j:L j

50

� �
:100 (2)

where P j = Each of the parameters that assess the Zi property (always it going to
assume the value 1 in the above expression); L j = Value assigned to the parameter
P j at the Likert scale from 1 a 5.

Component part Assigned weight by each company

Company 1 Company 2 Company 3 Arithmetic
mean

Company 3

Weight

Component
parts of the
Internal
Logistics

Receipt 3 5 4 4.00 6.8%

Handling and
movement

2 4 3 3.00 5.1%

Picking/packing 4 4 4 4.00 6.8%

Storage 1 5 5 3.67 8.5%

Stocks
management

2 5 5 4.00 8.5%

Supplying 5 5 5 5.00 8.5%

PMC- planning
and material

control

2 5 5 4.00 8.5%

PPC - planning
and production

control

2 5 5 4.00 8.5%

WIP- working in
process

1 5 5 3.67 8.5%

Order processing 4 4 5 4.33 8.5%

Internal transports 1 4 4 3.00 6.8%

Customer support 5 5 5 5.00 8.5%

I. T. information
technology

3 5 4 4.00 6.8%

Internal Logistic
Index

35 61 59 51.67 100%

Source: Authors.

Table 4.
Answers from the companies on the degree of importance of the elements of internal logistics.
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3.4 Assessment of internal logistics through fuzzy logic

3.4.1 The fuzzy logic and internal logistics

Assessing the Internal Logistic Index of a Company is a very complex task due in
some case to the lack of information and in other cases to the excess of information
for decision-making. This leads to difficulty in defining, measuring and monitoring
of objectives and targets to set rates compliance associated with measuring the
performance of the Internal Logistics [93]. In response to these challenges of busi-
ness management there have been emerged theories, approaches and methodologies
(flexibility, resilience, etc.) using tools such as fuzzy logic for reliable solutions that
adapt easily to changing parameters of imprecision [94].

In addition to the treatment of imprecise environments, another emerging chal-
lenge is to achieve that the measurement of organizational performance transcends
the traditional financial approach and to be conducted throughout with suitable
means to new generations of applications in the management of internal logistics.

3.4.2 Method of fuzzy inference

A fuzzy inferencemethod allows deriving conclusions (a fuzzy value) from a set of
if-then rules and a set of input values to the system, by applying composition ratios. The
two inferencemethods commonly used are theMamdani introduced byMamdani and
Assilian [95] and the TSK (Takagi-Sugeno-Kang) proposed by Takagi and Sugeno [96].

The main difference between these methods is the consequent type of the fuzzy
rule. The systems Mamdani type use fuzzy sets as consistent rule and TSK used linear
functions of the input variables with discrete data outputs. In this research the type
Mamdani inference system (Figure 3) with outputs continuous values is used.

To facilitate the modeling of the problem in fuzzy logic, it was used the Fuzzy
Logic Toolbox ™ of MATLAB software. The steps for formulating the model of
fuzzy inference of Mamdani type were [97, 98]:

3.4.3 Selection of indicators

Performance measurement of the internal logistics can be based on the selection
and definition of indicators used to evaluate the efficiency and effectiveness of its
operations. Indicators should have a holistic approach and facilitate the implemen-
tation of initiatives for improvement. Indicators selected for the proposed fuzzy
model to measure the performance of the Internal Logistics of the company studied
are described in Table 5. The components were grouped into larger groups as
shown therein. A letter from A to B. defines each group.

Figure 3.
Fuzzy system for asses the internal logistics. Source: Authors (2020).
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The Excel Tab developed to calculate the Internal Logistic Index was based on
the following equations:

ILI ¼
X13
i¼1

Zi

100

� �
:Wi

� �
(1)

where ILI = General index of the performance of the Internal Logistics;
Wi = Weight attributed to each component part i; i = each of the properties
analyzed; Zi = value reached in % for the property i based on the sum of all values
given to each parameter of the corresponding property of the Likert scale from 1 to
5 and divided by the maximum possible value to reach in% i.e.:

Zi ¼
X10
j¼1

P j:L j

50

� �
:100 (2)

where P j = Each of the parameters that assess the Zi property (always it going to
assume the value 1 in the above expression); L j = Value assigned to the parameter
P j at the Likert scale from 1 a 5.
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Each component part of the previous group is evaluated using 10 pertinent
questions that reflect the behavior of the respective part.

A B C D

Receipt WIP- working in process PPC - planning and
production control

Picking/packing

Storage Handling and movement PMC- planning and
material control

Stocks management Supplying Customer support

I. T. information technology Internal transports Order processing

Source: Authors.

Table 5.
Component parts of internal logistics.

Component parts/groups A B C D LI

1 M B M B B

2 M G G B M

3 G B M B B

4 G G G B M

5 B G G B B

6 G B G G M

7 B G B M B

8 M G B M M

9 B M M M M

10 M B M M M

11 G M M M M

12 M B G B M

13 G G M G G

14 M B G G M

15 G M B M M

16 B B M B B

17 M M G G G

18 G M B M M

19 B B M G M

20 M G B G M

21 G M B G M

22 B M B G M

23 B G B M B

24 B M G R M

Source: Authors (2020).
M = medium, G = good, B = bad.

Table 6.
Fuzzy rules.
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3.4.4 Development of fuzzy rules

The model has 24 rules, which were created from the experience of official
logistics industry specialists and numerical data from surveys and they are offered
in Table 6.

The model has four inputs that are the four groups described in Table 5 and an
output that is the Internal Logistics Index. The parameters of pertinence functions
associated with each variable were also specified. There were adjusted all inference
functions and the defuzzification method used. The rules of an inference engine of a
fuzzy system has to be made by experts, or learned by the system, in this case using
neural networks to strengthen future decision-making. For making the rules in this
problem were used criteria of 20 specialists in the field of Internal logistics.

3.5 Assessment of internal logistics using neural networks

One problem with the method applied in the previous section is that the user of
Excel tab has to assign a weight to each component part of the internal logistics
based on in his own experience, which naturally influences the overall index of
internal logistics of a company. Attempting to avoid subjectivity in determining this
rate, it was looked to the technique of artificial neural networks. To analyze the
Internal Logistics of an industrial company was used the Internal Logistics Index
(ILI), evaluated between 0 and 100%. This index is calculated based on the values
assigned to each of the internal logistics properties between 0 and 50 according to
the 10 parameters of evaluation of each property in the Likert scale of 1 to 5.

There were selected the same 10 companies of the Industrial Pole of Manaus for
their study and analysis, all of them belonging to the productive sector.

Property Company number and value of the performance of each
property

E1 E2 E3 E4 E5 E6 E7 E8 E9 E10

Receipt 30 35 36 50 42 47 32 18 50 22

Handling and movement 20 44 23 50 35 45 34 15 39 19

Picking/packing 50 22 32 48 26 34 45 21 40 23

Storage 40 33 41 43 12 50 23 32 35 34

Stocks management 30 11 25 21 18 16 15 18 18 35

Supplying 24 44 18 50 22 24 18 43 25 23

PMC- planning and material control 33 50 15 39 19 35 22 32 35 41

PP - planning and production control 28 33 21 40 23 32 18 19 28 19

WIP- working in process 16 22 32 35 34 18 34 42 47 32

Order processing 41 11 18 18 35 33 45 35 45 34

Internal transports 33 33 43 25 23 22 35 26 34 45

Customer support 23 45 32 35 41 43 25 12 50 23

I. T. information technology 33 44 19 28 19 21 18 18 16 15

Source: Authors.

Table 7.
Different properties that compose the Internal Logistic Index of a company and their values for the 10
companies evaluated.
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One problem with the method applied in the previous section is that the user of
Excel tab has to assign a weight to each component part of the internal logistics
based on in his own experience, which naturally influences the overall index of
internal logistics of a company. Attempting to avoid subjectivity in determining this
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(ILI), evaluated between 0 and 100%. This index is calculated based on the values
assigned to each of the internal logistics properties between 0 and 50 according to
the 10 parameters of evaluation of each property in the Likert scale of 1 to 5.
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their study and analysis, all of them belonging to the productive sector.
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It was proposed to the ANN to determine the Internal Logistic Index of 10
companies in the industrial pole of Manaus. The values of the properties of the
component parts of the 10 companies are given in Table 7.

The desired Internal Logistics Indexes for the aforementioned companies
(supervised training), in order to train the ANN are given in Table 8.

In Figure 4 it is showed the Architecture of the ANN implemented in
MATLAB. In order to achieve reliable results, the network was trained five times. In
Figures 5 and 6 the training process is displayed.

4. Result analysis

It was chosen randomly the company three to answer questionnaires regarding
the 13 elements or components parts of internal logistics. This company filled the
Excel tab, reaching a score in% of each property that was multiplied by the weights
assigned in Table to each property. This company reached a general index of 79.17%
for Internal Logistics as it is shown in Table 9.

Company number and Internal Logistic Index possible according to the performance value
of each property

E1 E2 E3 E4 E5 E6 E7 E8 E9 E10

ILI 65 75 70 67 78 60 70 65 78 65

Source: Authors.

Table 8.
Possible internal logistics indexes (ILI) for each company (targets) for training the ANN.

Figure 4.
Artificial neural network implemented in MATLAB. Source: Authors (from MATLAB).
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It was found that depending on the company and its respective sector, the
priorities and the degree of importance may be subject to changes and therefore
affect the performance index of internal logistics. The maximum score that each
company can get is 65 points, which is the result of the multiplication of the 13 items
by the maximum value of each item according to the Likert scale. It is noted for
example that the company 1 attributed a very low note for the items: Storage,
WIP and internal transport, while companies 2 and 3 attributed notes 5, 5 and 4
respectively for these same items, therefore, it follows which depending on the

Figure 5.
Neural network training state. Source: Authors (from MATLAB).
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Figure 6.
Training and retraining of the ANN. Source: Authors (from MATLAB).

Property Performance

Percent Weight Points

Component elements of the Internal
Logistics

Receipt 96.00 6.8 6.53

Handling and movement 88.00 5.1 4.49

Picking/packing 90.00 6.8 6.12

Storage 86.00 8.5 7.31

Stocks management 86.00 8.5 7.31

Supplying 46.00 8.5 3.91

PMC- planning and material
control

94.00 8.5 4.62

PP - planning and production
control

92.00 8.5 4.62

WIP- working in process 88.00 8.5 7.48

Order processing 88.00 8.5 7.48

Internal transports 90.00 6.8 6.12

Customer support 88.00 8.5 7.48

I. T. information technology 84.00 6.8 5.71

General Internal Logistic Index 79.17

Source: Authors.

Table 9.
General internal logistic index of a company.

140

Operations Management - Emerging Trend in the Digital Era

sector and the type of production, whether continuous or discrete, the degree of
importance may change. An arithmetic mean of the values of the 3 companies was
also developed in this tabulation and it was noted that from the maximum possible
score of 65 points, the company 1 scored 35 points, followed by 61 points by the
company 2, then the company 3 with 59 points, and the arithmetic average was
51.67 points.

4.1 Application of fuzzy logic to determine the internal logistics index of a
company in the industrial pole of Manaus. Case study

4.1.1 Internal logistics index company case study

The toolbox of fuzzy logic implemented in MATLAB with the four groups of the
diffuse model is shown in Figure 7. In Figure 8 the values of Internal Logistics
Index reached according to the input variables are shown. For example, if each
group (from A to D) have an average value (5 points), then the Internal Logistics
Index reaches a value of 37.4 points. The MATLAB allows vary input values, and
consequently modifying the value of Internal Logistics Index.

Another way of demonstrate the results between two groups and the Internal
Logistic Index can be analyzed from Figure 8, where there are represented the A
and B groups with the value of 5 points for each group. The maximal value of the
Internal Logistic Index in this case will be of 37.50% as it is shown in Figure 9.

It was established a comparative analysis between results of both models: Excel
Tab versus Fuzzy Logic. The obtained results of the Internal Logistic Index by using
the Excel tab was of 79.17% when assessing the 13 component parts. These

Figure 7.
Fuzzy model for evaluating Internal Logistic Index. Source: Authors (from MATLAB).

Figure 8.
Internal Logistics Index according to the input variables. Source: Authors (from MATLAB).
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Tab versus Fuzzy Logic. The obtained results of the Internal Logistic Index by using
the Excel tab was of 79.17% when assessing the 13 component parts. These

Figure 7.
Fuzzy model for evaluating Internal Logistic Index. Source: Authors (from MATLAB).

Figure 8.
Internal Logistics Index according to the input variables. Source: Authors (from MATLAB).

141

Conceptualization, Definition and Assessment of Internal Logistics through Different…
DOI: http://dx.doi.org/10.5772/intechopen.94718



component parts of the same company were grouped how was cited before in four
groups: A, B, C and D, supported by 24 rules developed and applied in the Fuzzy
Logic toolbox from MATLAB. Each input variable can reach a value between 0 and
10. If each input variable reach the average value of 5 points, the Internal Logistic

Figure 9.
Surface of values of the internal logistic index according to the input variables. Source: Authors (from
MATLAB).

Figure 10.
Validation of the artificial neural network errors. Source: Authors (from MATLAB).
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Index will be of 37.50%. Following the same procedure and way of thinking the top
possible value of Internal Logistic Index will be of 75%, versus 79.17% obtained by
Excel Tab method, demonstrating similarity between the both tools and a precision
on the order of 95% of the results.

4.2 Application of neural networks to determine the rate of internal logistics of
an industrial company. Case studies

Validation errors of the neural network are shown in Figure 10.

4.3 Internal logistic indexes of the studied companies

The ANN enabled in MATLAB with data values of the 13 Internal Logistic
Properties from the 10 companies was processed. The values of the indexes of
Internal Logistics as well as their possible are given in Table 10.

5. Conclusions

In this chapter three approaches and their expressions to assess the internal
logistics of a company are established. The first method was based on dividing the
internal logistics in 13 properties, having each property 10 indicators that were
evaluated between 1 and 5 points. This leads to the maximum value of Internal
Logistics Index (ILI) for each company can reach up to 100 points according to the
weight stablished for each indicator.

The second approach was based on the fuzzy logic and the third one was based
on neural networks.

When assessing the Internal Logistics Index using the Excel tab developed or by
the method of Artificial Neural Networks, very similar values consistent with the
reality of the companies studied were obtained, demonstrating the validity of both
methods.

The methodological approach developed for the definition of the three models
contains all the steps and procedures, allowing replication of the research, which is
as important as the application of the developed models at the companies.

When assessing this parameter, using the Excel tab or developed by the method
of fuzzy logic, similar values were obtained in line with the reality of the company
analyzed, indicating the rationality of both methods.

The approach through the Fuzzy logic allows assess the rate of internal logistics
for any position of the input variables, which can obtain a value between 0 and 10,
depending on the appreciation of the user of this procedure. In the case of the
company studied, specialists gave more emphasis to groups A and C.

Company 1 2 3 4 5 6 7 8 9 10

ILI 70.65 75.00 67.37 72.13 78.15 60.03 70.05 65.0 78.0 64.04

Error in % 2.65 0.006 2.62 3.13 0.15 0.03 0.059 0.004 0.009 0.95

Source: Authors (from MATLAB).

Table 10.
Obtained values of the internal logistics indexes and errors of these values in the 10 companies studied.
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Company 1 2 3 4 5 6 7 8 9 10

ILI 70.65 75.00 67.37 72.13 78.15 60.03 70.05 65.0 78.0 64.04

Error in % 2.65 0.006 2.62 3.13 0.15 0.03 0.059 0.004 0.009 0.95

Source: Authors (from MATLAB).

Table 10.
Obtained values of the internal logistics indexes and errors of these values in the 10 companies studied.
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A. Appendix

On a scale of 5 (high) to 1 (low), how important are the following issues in your
firm’s logistics efforts?

A.1 Customer service

1.Is the team geared to provide quality and always prioritize customer?

2.Is there any ERP system that allows integration and exchange of information
between companies?

3. Is there an analysis of customer satisfaction?

4.Is there guidance for team procedures?

5.Is there guidance on the importance of customer response speed?

6.Are there a scheduled visit and contacts with current customers and potential
and no formal or research and survey on competitors and new niches?

7.Is there a metric to analyze the value perceived by the customer as the supply
of goods and services?

8.Are there procedures that allow flexibility for customer service?

9.Is there a division of the teams and the calls of customers by importance –
ABC and analysis or particular strategy?

10.All valuable contacts with customers are recorded in minutes or similar?

A.2 PCM – Planning and materials control

1.The PCM is responsible for planning and control of all production inputs of
the company?

144

Operations Management - Emerging Trend in the Digital Era

2.Is there a defined routine priority of PCM activities?

3. Is there an ERP information system that supports the planning materials, e.g.
MRP and no analysis of the messages: Action, Exception and Correction?

4.Is there a schedule to run MRP, e.g. weekly, monthly or every 15 days, and
metrics to analyze the effectiveness?

5.Is there a time horizon that the PCM plans to purchase inputs; e.g. monthly or
every three months or 20 weeks of purchase orders range?

6.Is there a working definition for supply based on MTO - make to order or
MTS - make to stock; or customer sales plan?

7.Is there a performance evaluation of the inputs delivery compliments the
company (supplier evaluation)?

8.Is there analysis of purchasing volumes for technical ABC analysis or other?

9.Is there a systematic review on the BOM list of theory versus practice?

10.There are policy setting for Horizon Planning, Redesign, expediting and
follow-up?

A.3 PCP - Planning and control production

1.Are there management decisions as: quality (what to produce - design and
control characteristics); Process (how to produce - facilities, equipment);
Capacity (when produce - planning and programming); Inventories (with
what to produce and when - requirements of materials and market);
Workforce (who produce - qualification, performance, motivation)?

2.Is there a definition as Frequency: Order one or more of an order demand and
the demand is constant. Variable demand. Independent demand or demand
dependent?

3.The Lead time or supply time are: Lead Team Lead time constant variable and
how to support management systems use: Continuous review periodic.
Revision or MRP?

4.The PCP is considered along with manufacturing as strategic for the
company; and working with: Production Plan. Plan Master Production
Scheduling and production?

5.The PCP adopts some criteria sequencing or prioritization techniques in
planning the company’s production?

6.The PCP has a flow of information and interacts with areas: Production,
Capacity, technology, Human Resources, Quality, Engineering, marketing,
Maintenance, Logistics and Development?

7.The PCP works with forecasting techniques?
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8.The PCP - controls the analysis of the standard cost of open orders and there
are closures routines of orders in the month of opening and has OEE
indicator?

9.The CFP has the practice of daily or weekly schedule issue and if there is time
production monitoring schedule time?

10.The CFP has operations in three hierarchical levels: Strategic, Tactical, and
Operational?

A.4 Picking/packing/packaging

1.Is there a practice of picking?

2.Is there the practice of Packing?

3.Is there the practice of obliterating the specifications of inputs to be released
to production?

4.The packaging used obey some amount of standardization, weight, color, or
other?

5.The separation or preparation of the application or request follows a priority
basis the production and or PCP?

6.Is there any guidance on the practice of picking by: zone, batch or discrete?

7.Is there any validity packaging control?

8.The practice of packaging or Packing takes place in the industrial area or
shipping?

9.Are there specific areas for these packaging practices?

10.Are there teams trained in these practices? And if there is time control for
each operation?

A.5 Order processing

1.Are there set procedures on specific date in the month of receipt of order or
forecast customer?

2.Is there a lot of tolerance and or quantity for order fulfillment?

3.The customer demands, both firm orders and forecast are processed by the
customer service area and PCP or?

4.Upon receipt of applications and or forecast undergo an analysis sieve critical
about the information contained in it?

5.Is there any responsibility of processing the request on the internal expediting
to delivery to the customer?
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6.Is there any reports on request of the situation and this feedback is sent to the
client?

7.Is there the definition of a physical flow and information on the application?

8.The order processing system influences the PCP or logistics performance as a
whole?

9.The company uses some technology strategies: Edi- Electronic Data
Interchange Barcode RFID- Radio Frequency Identification QR- Quick
Response ECR- Efficient Consumer Response CPFR- Collaborative Planning,
Forecasting and Replenishment;

10.Is there a setting to work taking into account the order cycle?

A.6 Receiving

1.Are there procedure defining criteria for receiving the aspects: qualitative,
quantitative, fiscal and administrative, e.g. variation of tolerance of quantity,
quality criteria and time of receipt?

2.All supplies and materials are received only by formal authorization or by
order?

3.Is there separation of powers between the fiscal and physical receipt?

4.Is there separation of powers of the incoming teams and warehouse?

5.Is there some defined criteria for quality assurance of production inputs?

6.Is there an area for segregation of inputs nonconforming when detected in
receiving?

7.Are there different negotiations for tax problems cases: interstate, local and
regional?

8.The flow of receiving inputs and or materials are balanced according to the
available warehouse area?

9.Are there appropriate or docks and ramp leveler for the reception of the
materials?

10.Are there standard definition pallets and loads unitized arrive?

A.7 Supply

1.The supply of the manufacturing area is performed by the logistics team?.

2.Usually follows a daily schedule: OP, OM or OS?

3.The team that performs the supply meets the inputs?
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4.The team practices management view?

5.Is there oriented practice of Housekeeping/5 s?

6.Usually communicate to existing higher losses in the process?

7.The team that performs the supply periodically receives training?

8.Is there control over the supply time to avoid any line stops and or machines?

9.Is there work instructions for each type of supply?

10.Is there a metric to determine the contents of delays and incorrect or
supplies?

A.8 Warehouse

1.Is there a procedure that meets the ISO 9000 or 14,000 or similar standards?

2.All warehouse operations are computerized with ERP system?

3.Is there any software that facilitates addressing allocation of material type:
WMS or equivalent?

4.Is there a process to expedite the receipt of materials e.g. bar code or RFID?

5.The layout takes into account the minimization of the distance between the
area of the warehouse and efficient supply and provides flexibility?

6.The warehouse is suitable for safety standards? And it takes into account at
the time of storage: the density, selectivity, frequency output/consumption
and costs?

7.The warehouse is structured with metal structures or equivalent within the
technical standards and provides earning capacity allowing vertical storage?

8.There flexibility both the fixed storage as random to allow optimizing the use
of available facilities?

9.Professionals working in the warehouse are trained, qualified and trained to
operate equipment such as forklifts, monorails, and other equipment?

10.The warehouse professionals are aware about the importance of: store, locate,
protect and preserve the materials purchased or developed?

A.9 Inventory management

1.Is there inventory policy defined?

2.Is there harmony between: man versus machines versus materials and
includes the integration of the materials and information flows?
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3.It is known to capacity position and if there is flow control between inputs
versus outputs of materials?

4.Studies aimed at harmony between the receipt flow and manufacturing
supply?

5.The factory supplies: exit of warehouse supplies takes into account: the
criteria: FIFO, LIFO, SHELF LIFE or other?

6.The low of the stock of inputs occur through: PICKING, GOOD, back
flushing, or other?

7.Is there an ERP system that enables obtaining daily movement of input and
output information?

8.Are there analyzes of: Giro, Coverage, Break, obsolescence, accuracy or
automatic inventory replenishment?

9.Is it defined an inventory policy: Rotary, Cyclical, or Monthly and annual.

10.Is there specific team of executors?

A.10 Movement

1.Is there specific training for staff working with handling and movement of
inputs?

2.Is there a checklist or guide to guide staff as to the appropriate local drive;
attention to inputs and or equipment?

3.The movement of staff is the same answer: the receipt, allocation and
industrial supply?

4.In case of handling trucks, the team has CNH or course forklift operator?

5.The staff is trained to obey some as NR or orientation CIPA?

6.Are there training program/periodic retraining the team?

7.All movements of stocks are properly recorded?

8.The movement of staff is responsible for the low inputs of stocks?

9.Is there any training on the observation of the symbols of packaging as
stacking, storage and handling?

10.Is there a control or measurement standard time for handling between
warehouse receipt versus plant?

A.11 Information technology

1.The Company uses a corporate ERP?
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2.The company has systematically to collect, check and update information for
decision making and performance?

3.The company’s information system is aligned with the Strategic Planning?

4.The information system is available for the entire company and all activities
are developed in the ERP environment, avoiding work in parallel
spreadsheets?

5.Are there indicators available and understood by employees involved?

6.There ERP system integration with their customers through: EDI, CRM, VMI
and or SAP?

7.The MRP and MRP II module is available for business?

8.The factory operating costs are closed monthly and compared with the
initially foreseen (e.g. production order closure: standard estimated cost vs.
actual cost occurred)?

9.Is there concern in updating and security of ERP (examples: Backup and
version upgrades)?

10.Does the ERP provide: integration, speed, availability of information for
decision making and the company has access management with logins and
responsibilities levels?

A.12 Internal transport

1.Is there a specific area to take care of this activity or if it is subject to internal
logistics activities?

2.Are there monitoring the preventive maintenance of equipment?

3.In the case of trucks, repairs and repairs are carried out by specialized
companies?

4.Is there an equipment replacement plan when they are with their completed
depreciation?

5.The amount of internal transport equipment are adequate demand?

6.People who handle or operate and are trained and qualified?

7.The company has in its internal operations: manual operation of equipment
and motorized equipment such as: strollers, manual and motorized lifts,
forklifts, and others?

8.The company works with: monorail, monorails, overhead crane, conveyor
belts, cranes, roller conveyors, tractors, dynamic roller conveyors?

9.Is there dangerous or flammable cargo transport, if so, follow some NR?
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10.The people of this area have some equipment types: EPI and the company
provides guidance on its use, compliance and aspects ergonomics?

A.13 WIP - work in process

1.Is there a policy that defines the inventory level in the process: be semi-
finished or finished products or raw materials?

2.There’s definition to return the inputs to the warehouse when a production
order and or service is interrupted before its completion in month?

3.Is there concern at the closure of production orders and or services within the
pre-set period?

4.There criterion set when spare or missing inputs for conclusion of production
or service order?

5.Are there practical for use of certain order input to meet other unspecified;
(In the case of common items)?

6.Are there practices of use of inputs in the process, other than those specified
in document production? And if so, are changed in the engineering structure?

7.Are there different control when the packages are not within specifications?

8.Is there control and segregation in the plant for not conforming items?

9.Is there concern in accountability with senior management and or sector
responsible for the required inputs versus consumed/met?

10.Is there control and analyze the evolution of inputs processes in monetary
values to each inventory?
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Abstract

The business activities provided within any firm or company should be checked
and controlled continuously, while two principal approaches should be applied: (a)
qualitative monitoring, (b) quantitative evaluations, while KPI indicators play a role
of principle importance within business quantitative evaluation in order to make
adequate decisions. However, adequate applications form KPI creation and further
processing seem to be very significant and important. We have designed a concep-
tual model of application denoted as BPLM Strategy Creator in form of expert
system (ES) operating based on principles closely related to business process lin-
guistic modeling approach, where linguistic sets and PBPL Equation play a role of
principle importance. Our contribution contains such application description from
qualitative, quantitative and design point of view. The ES qualitative description
contains references to appropriate math relations and algorithms postulated within
a subsequent section. Both sections are accompanied by the case study, which
indicates how the math relations and algorithms might be applied within BPLM
Strategy Creator functionality. However, those sections are accompanied by ES
structure and functionality description as well, which represent the BPLM Strategy
Creator mean or facility.

Keywords: key performance, indicators, business, process, linguistic, modeling

1. Introduction

The triple known as” people, planet, profit [1] has been chosen as a slogan by
many modern businesses, trying to win the support of people and governments.
The triple directs organizations to focus not only on the economic value, but also on
the social and environmental value [1]. The new focus of organizations stimulates
the search for the right measures of organizational success or key performance
indicators (KPIs). The KPIs are used almost for any domain of our life, including
medicine, education, services and green computing [2]. However, this is only one
side of the coin. On the other hand, there are many applications, which enable
creating and processing of KPI indicators [3–5].
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There are many different tools for KPI generation and processing, but the BSC
Designer is considered to be a standardized tool applied, when quantifying business
strategy aspects ad relations (BSC Designer). However, there are many different
KPI generating tools, which enable establishing objectives performance measure-
ment system through KPIs selection and setting up targets for measuring each KPI
and creating SMO (Strategic Management Office) within firm or company as well,
while that tool is denoted as Virtual Strategy Creator [6]. All the above-mentioned
applications denoted as strategy creators are designed and implemented based
different approaches and principles, while the most common ARIS Business Strat-
egy Creator is designed and implemented based on methodology established by
Prof. Scheer, while that methodology represents standard in strategy creation and
processing [7]. However, there are various approaches, which might be applied to
business strategy creator design and implementation [8, 9] as well, while one of
them is denoted as business process modeling linguistic approach (BPLM
approach), where linguistic sets and Principle Businesses Process Linguistic Modeling
Equation (PBPL Equation) [10, 11] represent the categories of principle importance
and are being applied in designing of business strategy creator described within that
contribution. The above-mentioned approach is based on sematic analysis related to
content of supporting documents for business strategy creation and processing,
while that analysis is being done in two phases. In the first phase, two categories of
analyzed documents are created: (a) the first category of documents is applied for
description of business strategy qualitative aspects and (b) the second category of
documents is applied for description of business strategy quantitative aspects incl.
Creation and processing of KPI indicators. The applications operating based on that
principle had been searched, however no similar applications were found and
therefore development of our own approach and methodology was getting started.

The contribution main goal is to design a conceptual model of business strategy
creator, which should operate based on business process linguistic modeling princi-
ples (hereinafter known as BPLM Strategy Creator). In order to achieve, the main
goal, three partial aims should be postulated and fulfilled: (a) to define the BPLM
Strategy Creator structure and functionality from qualitative point of view (see also
Section 4.1) – it seems to be the first partial aim, (b) to define appropriate math
relations and algorithms concerned with linguistic modeling aspects applied in
quantification of BPLM Strategy Creator functionality (see also Section 4.2) - it
seems to be the second partial aim, (c) to define the BPLM Strategy Creator design
and implementation via adequate expert system, the knowledge-base of which
contains a set of knowledge represented by appropriate semantic networks (SNWs)
and reference databases ((RDBs) (see also Section 4.4) - it seems to be the third
partial aim. However, an appropriate case study creates an integral part of that
contribution, the aim of which is to show how the derived math relations and
algorithms should be applied related to BPLM Strategy Creator functionality
(see also Section 4.3).

2. State of the art

2.1 KPI indicator creation and processing, methods and tools

Any firm or company is starting business based on its own business mission
statement, business objectives and with the use of appropriate business process.
All those categories are being transformed to the firm or company business strategy,
which usually consists of two principal sections [12, 13]:
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• The first section is concerned with qualitative aspects described via text in
natural language (TNL text) and the second one, which is described via set
business performance indicators (hereinafter known as KPI indicators).
However, both of the above-mentioned section is being prepared based on
appropriate documents, which contain adequate supporting data as well, while
their content has to be undertaken to preliminary semantic analysis, first of all.
This type of semantic analysis indicates, which outgoing documents are closely
related to the first and to the second section.

• Subsequently both of those document types are being undertaken to deeper
semantic analysis and assigned to the first or the second section. However, the
second section document semantic analysis results represent various text string
and numeric data stored within sets denoted as the linguistic sets and they
usually seem to be market research and the firm or company internal resources
analysis results, which create basis for generation of so called initial KPI
indicators. On the other hand, the above-mentioned linguistic sets represent
the principle elements of linguistic business and business process modeling
approach as well, while that approach will be applied, when deriving
appropriate math relations and algorithms needed for business strategy creator
design and implementation conceptual model discussed in Section 4, while the
business strategy creator application program should be implemented and
operated with use of graph database algorithms and procedures.

• In general, the KPIs are measures that a sector or organization uses to define
success and track progress in meeting its strategic goals. This focus on strategic
or long-term goals is what distinguishes KPIs from the wider array of
“performance indicators” (PIs) that do not necessarily rise to the attention of
policymakers or the public, but may be important for public sector managers
[14–16], KPIs are not created in a vacuum. KPIs, thus, should not be thought of
as standalone measures, but rather as the product of strategic thinking, analysis
and negotiation around policy problems and responses. A useful tool to help
conceptualize this production process is the “logic model.” In strategic
planning, logic models are used commonly to describe the logical linkages
between problems and their solutions. The model lays out a three-stage
process for [7]:

◦ Identifying the problem (s), or the community need.

◦ Developing policies or measures to address the problem (s) and

◦ Articulating the desired goals—the end-state of affairs or vision for the
future.

Strategic planning is a high-level exercise, typically conducted by ministry
planning departments in consultation with program managers, staff responsible
for stakeholders to define or sharpen focus on strategic goals and policy responses.
It is at the program or activity level, however, where the budget comes into
focus, and where, ultimately, performance indicators, including KPIs, are most
commonly established. Other strategyzer offers real time and asynchronous
collaboration to keep everyone on the same page, and one centralized place to
collaborate on the firm or company strategy the other Strategic Planning
software aggregates historical business performance data and helps with creating
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predictive models of future performance based on specified business objectives
and resource allocations [17].

2.2 KPI modeling

2.2.1 KPI modeling issues

The KPI modeling seems to be one of the most important actions closely related
to KPI indicator processing and they have to indicate appropriate properties in
order to be denoted as the good KPIs.

However, those properties may be seen as the first aspects concerned with KPI
validation as well, while they night be postulated as follows [2].

• KPI should be in a quantifiable form.

• KPI needs to be sensitive to changes of the business process state.

• KPI should be linear, (d) a KPI should be semantically reliable,

• KPI should be efficient,

• KPI should be oriented to improvement, not to conformance to plans

However, the above-mentioned KPI indicator properties seem to be only one
side concerned with KPI indicator modeling [15, 16].

The second aspect is closely related to KPI attributes postulated as KPI name,
Type, Scale, Source, Owner, Threshold, and Hardness.

The third aspect is the performance indicator expression. It is “a mathematical
statement over a performance indicator evaluated to a numerical, qualitative or
Boolean value for a time point, for the organization, unit or agent. For example,
P I27 ≤ 48h.”

The fourth aspect concerned with KPI formalization is the performance indi-
cator expression. It is “a mathematical statement over a performance indicator.
The authors suggest specifying the required values of KPIs as constraints coming
from goals. The authors claim that they integrate the performance view with the
process, organization and agent-oriented views. However, there is no informa-
tion about the process semantics used for modeling and no evidence about valida-
tion of the PI properties. In any case, the authors write about the process views
of the real organizations, not about the abstract processes that are proposed
[9, 15, 16].

2.2.2 KPI modeling approaches and methods

2.2.2.1 MetricM method

The method MetricM [18] “is built upon and extends an enterprise modelling
approach to benefit from he reuse of modelling concepts to provide relevant orga-
nizational context, including business objectives, organizational roles and responsi-
bilities.” The method can be adapted to any enterprise modeling approach. The
modeling language.

MetricML used in MetricM “adds essential concepts to modelling performance
indicators and semantics to key modelling concepts.” The concept Indicator is used
to present a KPI.
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The MetricML Indicator metatype is used for modeling its relations to other
indicator types, to reference object types representing organizational context and to
goal types [2].

2.2.2.2 Attribute approach

An alternative “attribute” approach conceptualizes performance indicator as
(meta-) attribute of metatypes (e. g “average throughput time” of a business pro-
cess type or “average number of employees” of an organizational unit type). Alter-
native approach for KPI modeling in our method is used. MetricM uses declarative
models. The model of underlying processes needed for validation of KPI properties
are not used in MetricM. The two approaches, presented above, build upon ideas of
many earlier approaches to KPI modeling. The general tendency is to postpone the
validation of the KPI properties to the moment when the process model of the
organization is ready.

2.2.2.3 Semantics synchronous and asynchronous modeling

However, the KPIs are defined at a different level of abstraction, namely at the
tactical and strategic level, i.e. at the level of observable states of the system and the
asynchronous modeling does not provide the right level of abstraction [15, 16].

The synchronous modeling semantics is based on the CSP parallel composition
operator defined by Hoare [19]. The operator defines that an event from environ-
ment is accepted by the model if all processes of this model are able to accept it.
Otherwise, the event is refused.

Although there were many applications of the CSP parallel composition operator
in the architecture description languages [20] in programming languages [21] only
after the extension of this operator for machines with data, made by McNeile [22]
the operator became practical for business system modeling. The Protocol Modeling
proposed in enables coping with complexity of business modeling. The reason is
that the synchronous semantics decreases the data space of models.

2.2.2.4 KPI indicator linguistic modeling approach

This approach is based on existence of linguistic sets, while they represent KPI
modeling static aspects. However, there are many relations among those linguistic
sets as well, while they are quantified via PBPL Equation [10, 11, 23, 24]. This
approach is discussed in Section 4 in more details.

2.3 KPI indicator decomposition

The KPI indicators are designed and closely related to core business processes
implemented and operated at strategic management level and have a nature of so
called initial and primary KPI indicators, which should be decomposed to secondary
and tertiary KPI indicators. The secondary indicators are closely related to main BP
management at tactic level and the tertiary KPI indicators are closely related to
subordinated and elementary BP management at operational level. This approach to
KPI indicator decomposition is discussed in Section 4. However, the KPI decompo-
sition is closely related to business dashboard existence [13, 25, 26].

A dashboard in business is a tool used to manage all the business information from
a single point of access. It helps managers and employees to keep track of the
company’s KPIs and utilizes business intelligence to help companies make
data-driven decisions.
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predictive models of future performance based on specified business objectives
and resource allocations [17].

2.2 KPI modeling
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order to be denoted as the good KPIs.
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statement over a performance indicator evaluated to a numerical, qualitative or
Boolean value for a time point, for the organization, unit or agent. For example,
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The method MetricM [18] “is built upon and extends an enterprise modelling
approach to benefit from he reuse of modelling concepts to provide relevant orga-
nizational context, including business objectives, organizational roles and responsi-
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There are 4 general subtypes of dashboards: (a) Strategic - focused on long-term
strategies and high-level metrics, (b) Operational - shows shorter time frames and
operational processes. (c) Analytical - contains vast amounts of data created by
analysts and (d) Tactical - used by mid-management to track performance.

A strategic dashboard is a reporting tool for monitoring the long-term com-
pany strategy with the help of critical success factors. They’re usually complex in
their creation, provide an enterprise-wide impact to a business and are mainly used
by senior-level management [27–29].

An analytical dashboard is a type of dashboard that contains a vast amount of
data created and used. They supply a business with a comprehensive overview of
data, with middle management being a crucial part of its usage.

A tactical dashboard is utilized in the analysis and monitoring of processes
conducted by mid-level management, emphasizing the analysis.

Then an organization effectively tracks the performance of a company’s goal and
delivers analytic recommendations for future strategies [30].

3. Research methodology

In order to achieve the pre-defined main goal and appropriate partial aims a set
of adequate research methods should be postulated and applied:

• Business process linguistic modeling (BPLM) approach, where the linguistic
sets seem tio elements of principle importance and create basis for design and
implementation of reference databases (RDBs) and semantic networks
(SNWs), which represent the principal facilities for an appropriate
knowledge-based (expert) system structure and functionality

• Design and implementation of an appropriate expert system (ES), where the
knowledge stored in the ES knowledge base (ES-KB) are represented with the
use of the above-mentioned RDBs and SNWs and a completed ES is being
implemented via adequate application program.

• In order to manage that application program implementation the principles
and elements of graph databases (GraphDb) are being applied for
implementation purposes related to linguistic sets, RDBs and SNWs.

• The designed and implemented BPLM SC application should be utilized as a
supporting tool, when designing and updating the actual BS strategy
quantitative and qualitative aspects

4. Results

The business process linguistic modeling (BPLM) system represents a complex
tool applied for BP linguistic modeling, which consists of the following subsystems:
(a) BPLM Strategy Creator, (b) BPLM process analysis and design, (c) BPLM
process implementation, which should contain tools for creating of BP configuration
model (information and knowledge-based support and BP execution model, which
includes BP operation and controlling. The BPLM Strategy Creator discussed within
presented contribution seems to be the first important component related to the
above-mentioned BPLM System.
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4.1 BPLM strategy creator – structure and functionality BPLM strategy
creator – structure and functionality – qualitative view

4.1.1 Strategic management level

Any business is getting started by business mission statement and business
objectives and adequate business process establishment. Those three categories
create an integral part of any business strategy. However, before we determine a set
of business quantitative and qualitative indicators, real possibilities should be
known to apply our business results at an appropriate market area and collect initial
information. Usually, the information is stored at different media and documents.
However, we have to make a preliminary document content semantic analysis in
order to gain a required information and this is an initial action, which should be
done with the use of the proposed BPLM Strategy Creator. This type of the docu-
ment semantic analysis enables providing the document categorization and show
use which documents should create basis for processing of business strategy quali-
tative aspects. Furthermore, we are interested in those documents, which contain
data closely related to business strategy quantitative aspects, which might be quan-
tified via indicators denoted as key performance indicators (KPI indicators). How-
ever, they usually are not in that form and shape as we need. Therefore, we have to
provide the second type of document analysis in order to extract required data –
usually denoted as the initial data, which should inform us which products related
to our business could be accepted by the market, in which quantity and quality and
what about financial assets could be gained. This data type could create content of
sets {[YTotfin

Assetst]}, {[Y
Totmat

Assetst]}. Because the data are of a linguist nature those
sets are denoted as linguistic sets. The linguistic set {[YTotfin

Assetst]}, contains data
closely related to financial assets and the linguistic set contains data closely related
to material assets1. This is only one side of the coin, while we to know what about
investments (financial costs) are needed in order to pro produce the above-
mentioned output products and they are stored within {[XTotfin

Costs (0)]},
{[XTotmat

Costs (0)]} linguistic sets. The data represent the first BPLM Strategy crea-
tor output, which is called the basic output as well, while the financial costs play a
role of principal importance, but are not sufficient for production getting started.
We have to know what about customers will buy our products, what about human
resources with required theoretical knowledge and practical skills, and what about
production technological devices and tools are needed, as well. This types of data
are being stored in further linguistic sets. The linguistic set {[SAD (i, j)]}
quantifies potential customers denoted as mainframe customers, the linguistic set
{[HR (i, j)]} quantifies mainframe human resources and the {[TECH (i, j)]}
linguistic set quantifies mainframe production technological devices and tools.
A qualifier “mainframe” indicates that the linguistic set content is not specified in
more details. When adding that linguist sets to the above-mentioned basic output
we get the initial BPLM Strategy creator output, while formula (1) might be
postulated

KPI 0ð Þ½ �f g ¼   YTotfin
Assetst

� �� �
, YTotmat

Assetst
� �

; XTotfin
Costs 0ð Þ� �� �

,

XTotmat
Costs 0ð Þ� �

; SAD i; jð Þ½ �; HR i; jð Þ½ �; TECH i; jð Þ½ �� � (1)

which represent so called the total initial KPI indicators.

1 How many pieces of the actual output products could be produced.
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(SNWs), which represent the principal facilities for an appropriate
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knowledge stored in the ES knowledge base (ES-KB) are represented with the
use of the above-mentioned RDBs and SNWs and a completed ES is being
implemented via adequate application program.

• In order to manage that application program implementation the principles
and elements of graph databases (GraphDb) are being applied for
implementation purposes related to linguistic sets, RDBs and SNWs.

• The designed and implemented BPLM SC application should be utilized as a
supporting tool, when designing and updating the actual BS strategy
quantitative and qualitative aspects

4. Results

The business process linguistic modeling (BPLM) system represents a complex
tool applied for BP linguistic modeling, which consists of the following subsystems:
(a) BPLM Strategy Creator, (b) BPLM process analysis and design, (c) BPLM
process implementation, which should contain tools for creating of BP configuration
model (information and knowledge-based support and BP execution model, which
includes BP operation and controlling. The BPLM Strategy Creator discussed within
presented contribution seems to be the first important component related to the
above-mentioned BPLM System.
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Any business is getting started by business mission statement and business
objectives and adequate business process establishment. Those three categories
create an integral part of any business strategy. However, before we determine a set
of business quantitative and qualitative indicators, real possibilities should be
known to apply our business results at an appropriate market area and collect initial
information. Usually, the information is stored at different media and documents.
However, we have to make a preliminary document content semantic analysis in
order to gain a required information and this is an initial action, which should be
done with the use of the proposed BPLM Strategy Creator. This type of the docu-
ment semantic analysis enables providing the document categorization and show
use which documents should create basis for processing of business strategy quali-
tative aspects. Furthermore, we are interested in those documents, which contain
data closely related to business strategy quantitative aspects, which might be quan-
tified via indicators denoted as key performance indicators (KPI indicators). How-
ever, they usually are not in that form and shape as we need. Therefore, we have to
provide the second type of document analysis in order to extract required data –
usually denoted as the initial data, which should inform us which products related
to our business could be accepted by the market, in which quantity and quality and
what about financial assets could be gained. This data type could create content of
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Assetst]}. Because the data are of a linguist nature those
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Assetst]}, contains data
closely related to financial assets and the linguistic set contains data closely related
to material assets1. This is only one side of the coin, while we to know what about
investments (financial costs) are needed in order to pro produce the above-
mentioned output products and they are stored within {[XTotfin
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{[XTotmat

Costs (0)]} linguistic sets. The data represent the first BPLM Strategy crea-
tor output, which is called the basic output as well, while the financial costs play a
role of principal importance, but are not sufficient for production getting started.
We have to know what about customers will buy our products, what about human
resources with required theoretical knowledge and practical skills, and what about
production technological devices and tools are needed, as well. This types of data
are being stored in further linguistic sets. The linguistic set {[SAD (i, j)]}
quantifies potential customers denoted as mainframe customers, the linguistic set
{[HR (i, j)]} quantifies mainframe human resources and the {[TECH (i, j)]}
linguistic set quantifies mainframe production technological devices and tools.
A qualifier “mainframe” indicates that the linguistic set content is not specified in
more details. When adding that linguist sets to the above-mentioned basic output
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postulated

KPI 0ð Þ½ �f g ¼   YTotfin
Assetst

� �� �
, YTotmat

Assetst
� �

; XTotfin
Costs 0ð Þ� �� �
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This is the first partial output of the proposed BPLM Strategy creator, which
indicates the basic possibilities of our business. However, no business within any
firm company might be provided without adequate core, main, subordinated and
elementary business processes (BP), while each of those BPs is represent by its own
static structure, metrics and dynamic functionality (performance) as well, while the
data create basis for determination of the firm or company internal resources and
the data are stored within technical and economic standards, which has each firm or
company and based on the data a set of appropriate correction coefficients might be
calculated. When multiplying the data contained in the above-mentioned linguistic
sets with those coefficients, real item values concerned production, customers,
human resources, financial and production technology devices and tools might be
obtained, based on which our business might be functional and efficient. However,
an appropriate algorithm development is the aim of future work as well, while this
is a basic principle of for calculation real values of partial KPI indicators and the
total KPI indicator/All the above-mentioned KPI indicators are denoted as primary
KPI indicators and formula (2) might be postulated.

KPIprim 0ð ÞÞ ¼ KPI 0ð Þ½ �f g⊗ CBS 0; 1ð Þ½ �f g (2)

where {[KPI (0)]} is a linguistic set specified via formula (1) and {[CBS (0, 1)]}
is a linguistic set, the subsets of which might quantify adequate core business
processes.

It means, we can get BPLM Strategy creator (BPLM SC system) output
represented by formula (3).

∀CBP ∃KPIprim 0ð Þ ) CBP⇔KPIprim 0ð ÞÞ (3)

which says that for any core business process (CBP) might be assigned one total
KPI indicator and this is the most important results related to the BPLM SC system
functionality and create basis for determination of further KPI indicator values
valid for strategic management level and their decomposition related to tactic and
operational level.

4.1.2 Tactic management level

The KPI indicators postulated for strategic management level are represented by
formulas (25, 26, 28, 29) and (30) create basis for their further decomposition
related to tactic management level, where we are operating with main business
processes subordinated to appropriate core processes implemented and operated at
strategic management level. However, at that level should be the BSC perspectives
respected as well.

4.1.2.1 Customer’s perspective

The Customer’s perspective indicates which of production output product
classes (PPCs) will be assigned to which customers, while appropriate contract sets
are being created and the linguistic sets applied for quantification of individual
customers are postulated via formula (18) and formulas (43–48) and (49, 50)
indicate which PPCs will be assigned to which customers, while the first
decomposed KPI indicator quantified via {[CONTRACTB (i)]} linguistic set is
derived (see also formula (2)), while the {[SAD (i, j)]} linguistic set, which
quantifies the mainframe customers creates basis for those purposes.
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4.1.2.2 Internal BP perspective

A preparation of contract KPIs represents an initial step of KPI decomposition.
In the next step pre-defined PPCs should be produced, appropriate internal BPs
should be getting started and operated in order to achieve that aim. As a result of
that, the {[BP (i, j6)]} should be added to formula (51), while the next KPI indicator
concerned with internal BP perspective denoted as KPI (i, 3) = {[CONTRACTD
(i)]} is derived (see also formula (55), while the {[BP (i, j6)]} linguistic set, which
quantifies the mainframe customers creates basis for those purposes.

4.1.2.3 Financial perspective

A production of pre-defined PPCs and appropriate BPs functionality require an
adequate material and financial support, and the production generates closely
related assets while both of the above-mentioned support types are being quantified
via outgoing linguistic sets {[XTotfinmanp

Costs (0)], [X
Totmamanpt

Costs (0)],
[YTotfinmanp

Assetst], [Y
Totmatmanp

Assetst]} (see also formula (9). With respect to those
issues the principal financial perspective KPI indicator denoted as {KPImanp (1)}
might be derived.

4.1.2.4 Education and growth and technical perspective

Adequate human and technological resources are required, in order to assure a
proper and efficient functionality of BP, while further supplementary KPI indica-
tors KPI (i, 4) = {[CONTRACTE (i)]} might be derived based on similar principles/,
while the [HR (i, j)], [TECH (i, j)]} linguistic set, which quantifies the mainframe
customers creates basis for those purposes. With respect to previous considerations
a set of appropriate KPI indicators related to tactic management level (see also
Table 1).

4.1.3 Operational management level

However, the tactic management level KPI indicators postulated within
Table 1 are closely related to main BP implemented and operated at that level
and to BSC perspectives as well, while the operational management level KPI
indicators are closely related to selected business process and its external and
internal metrics.

BSC perspective Tactic management evel KPI indicators Outgoing linguistic
sets

Financial perspective {KPImanp (1)} = [XTotfinmsnp
Assets (0)]/

[[XTotfinmanp
Costs (0)]

{KPI (0)}

Customer’s perspective KPI (i, 1) = {[CONTRACTB (i)]} {[SAD (i, j)]}
{[CUST (i, j)]}

Internal BP perspective KPI (i, 3) = {[CONTRACTD (i)]} {[PCP (i, j)]}

Education and growth
perspective

KPI (i, 4) = {[CONTRACTE (i)]} {[HR (i, j)]}

Technical perspective KPI (i, 5) = {[CONTRACTF (i)]} {[TECH (i, j)]}

Source: The Authors.

Table 1.
KPI indicators related to tactic management level.

167

Business Process Linguistic Modeling: Theory and Practice Part I: BPLM Strategy Creator
DOI: http://dx.doi.org/10.5772/intechopen.95096



This is the first partial output of the proposed BPLM Strategy creator, which
indicates the basic possibilities of our business. However, no business within any
firm company might be provided without adequate core, main, subordinated and
elementary business processes (BP), while each of those BPs is represent by its own
static structure, metrics and dynamic functionality (performance) as well, while the
data create basis for determination of the firm or company internal resources and
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KPI indicators and formula (2) might be postulated.

KPIprim 0ð ÞÞ ¼ KPI 0ð Þ½ �f g⊗ CBS 0; 1ð Þ½ �f g (2)

where {[KPI (0)]} is a linguistic set specified via formula (1) and {[CBS (0, 1)]}
is a linguistic set, the subsets of which might quantify adequate core business
processes.

It means, we can get BPLM Strategy creator (BPLM SC system) output
represented by formula (3).

∀CBP ∃KPIprim 0ð Þ ) CBP⇔KPIprim 0ð ÞÞ (3)

which says that for any core business process (CBP) might be assigned one total
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related to tactic management level, where we are operating with main business
processes subordinated to appropriate core processes implemented and operated at
strategic management level. However, at that level should be the BSC perspectives
respected as well.
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The Customer’s perspective indicates which of production output product
classes (PPCs) will be assigned to which customers, while appropriate contract sets
are being created and the linguistic sets applied for quantification of individual
customers are postulated via formula (18) and formulas (43–48) and (49, 50)
indicate which PPCs will be assigned to which customers, while the first
decomposed KPI indicator quantified via {[CONTRACTB (i)]} linguistic set is
derived (see also formula (2)), while the {[SAD (i, j)]} linguistic set, which
quantifies the mainframe customers creates basis for those purposes.
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4.1.2.2 Internal BP perspective
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(i)]} is derived (see also formula (55), while the {[BP (i, j6)]} linguistic set, which
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might be derived.
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Education and growth
perspective

KPI (i, 4) = {[CONTRACTE (i)]} {[HR (i, j)]}

Technical perspective KPI (i, 5) = {[CONTRACTF (i)]} {[TECH (i, j)]}

Source: The Authors.

Table 1.
KPI indicators related to tactic management level.

167

Business Process Linguistic Modeling: Theory and Practice Part I: BPLM Strategy Creator
DOI: http://dx.doi.org/10.5772/intechopen.95096



In general, any business process (BP) is characterized via its own internal and
external metrics, while the BP external metrics deals with BP inputs and outputs
and the internal metrics deals with appropriate human resources, production tech-
nological devices and tools. However, the BP external metrics KPI indicators
include BP material input costs, BP financial input cost, BP production output
material assets and production output financial assets as well, while the internal
metrics KPI indicators include human resources theoretical knowledge and practical
skill data together with adequate financial costs and assets. On the other hand, the
internal metrics technological resources include production technological devices
and tools (material aspects) and production technological devices and tools (finan-
cial costs and asset aspects).

4.2 BPLM strategy creator – structure and functionality – quantitative view

4.2.1 General overview

The BPLM Strategy Creator (BPLM SC) application represent a relatively inde-
pendent system, which consist of several subsystems, components and modules
postulated as follows:

• the first subsystem should provide selecting of adequate documents closely
related to BS qualitative and quantitative aspects and their semantic analysis
together with the data storage and processing, which has been generated as a
result of the above-mentioned semantic analysis while it is denoted as the
BPLM SC 01 Data and document preparation subsystem

• This subsystem contains two components, while the BPLM SC 01–01
component should enable involving the data and document segments
concerned with BS qualitative aspects to adequate BS qualitative documents
and the BPLM SC 01–02 component enable converting the data and document
segments concerned with BS quantitative aspects to adequate BS KPI
indicators.

• the second subsystem should provide investigation of the core business
process, which create an integral part BS creation and generation of initial KPI
indicators and a decomposition of them for tactic and operational management
level, while it consists of BPLM SC 02–01 component, which should provide
investigation of the core business process from functional point of view, where
the core business process (CBP) metrics plays a role of principle importance
and the BPLM SC 02–02 component should provide the KPI indicator
decomposition related to tactic and operation management level

• the third subsystem should provide BS quantitative aspect simulation and
optimization and consists of two components BPLM SC 03–01 component,
which should provide the BS KPI indicator and core process simulation and
BPLM SC 03–02 component, which should provide the BS KPI indicator and
core process optimization.

4.3 KPI indicator quantification, generation and decomposition

4.3.1 KPI indicator quantification

In general, the BP performance is being quantified via key performance indica-
tors (hereinafter known as KPI indicators), which might have a very heterogeneous
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or varied structure, features, and values. However, the KPI Indicator quantification
is a process closely related to the firm or company strategic level and result the
initial KPI indicator items and values as well, while Consideration no.1 enables
deriving them.

5. Consideration no.1 Determination of KPI initial indicators

When considering a top core business process (hereinafter known as CB Pro-
cess), a vertical structure of which is quantified via linguistic set {[CBS (i, j)]},
where.

i = 0,1, 2,3…. n is a serial number of the actual business process (BP) within BP
vertical structure set.

j = 0,1,2,3….m1 is a serial number of business process function (BPF) within
selected BP.

Because the core BP is at the top of BP vertical structure index i = 0 and j = 0 the
top business process is being quantified via {[CBS (0, 1)]} linguistic set its perfor-
mance quantified via KPI indicator with respect to formula (4).

KPI 0ð Þf g ¼ XTotfin
Costs 0ð Þ� �

; XTotmat
Costs 0ð Þ� �

; YTotfin
Assetst

� �
; YTotmat

Assetst
� �� �

(4)

Where
[XTotfin

Costs (0)] is a linguistic subset, which contains elements closely related to
CB Process functionality input financial costs

[XTotmat
Costs (0)] is a linguistic subset, which contains elements closely related to

CB Process functionality entire input material quantity
[XTotmat

Assets (0)] is a linguistic subset, which contains elements closely related
to CB Process functionality entire output material quantity

[XTotfin
Assets (0)] is a linguistic subset, which contains elements closely related to

CB Process functionality entire output financial assets
However, a content of linguistic subsets, which create an integral part for

{KPI (0)} represents data closely related to market research and the firm or
company internal resources analysis as well.

The above-mentioned quantification of the core BP is being done at the strategic
management level, while a similar quantification of business processes (BPs) should
be done at tactic and operational management levels too.

Let us consider the PBPL equation in a general form with respect to formula (3)
and let us assign the linguistic sets with respect to formula (3), while formulas (5)
up to (8) might be postulated.

Petx i; jð Þ½ �f g ¼ f½ XTotfin
Costs 0ð Þ� �

, XTotmat
Costs 0ð Þ� �g (5)

Pe i; jð Þ½ �f g ¼ CBS 0; 1ð Þ½ �f g (6)

Tbex i; jð Þ½ �f g ¼ XTotmat
Assets 0ð Þ� �

; XTotfin
Assets 0ð Þ� �� �

(7)

where
The [[XTotfin

Costs (0)] and [XTotmat
Costs (0)]} linguistic sets represent initial

inputs for core BP quantified via {[CBS (0, 1)]} linguistic set and the {[XTotmat
Assets

(0)], [XTotfin
Assets (0)]} linguistic sets represent subsequent outputs from BP quan-

tified via {[CBS (0, 1)]} linguistic set.
The {[Retx (i, j)]} linguistic set represents relations among the above-mentioned

linguistic sets with respect to formula (2d).
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optimization and consists of two components BPLM SC 03–01 component,
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tors (hereinafter known as KPI indicators), which might have a very heterogeneous
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or varied structure, features, and values. However, the KPI Indicator quantification
is a process closely related to the firm or company strategic level and result the
initial KPI indicator items and values as well, while Consideration no.1 enables
deriving them.

5. Consideration no.1 Determination of KPI initial indicators

When considering a top core business process (hereinafter known as CB Pro-
cess), a vertical structure of which is quantified via linguistic set {[CBS (i, j)]},
where.

i = 0,1, 2,3…. n is a serial number of the actual business process (BP) within BP
vertical structure set.

j = 0,1,2,3….m1 is a serial number of business process function (BPF) within
selected BP.

Because the core BP is at the top of BP vertical structure index i = 0 and j = 0 the
top business process is being quantified via {[CBS (0, 1)]} linguistic set its perfor-
mance quantified via KPI indicator with respect to formula (4).

KPI 0ð Þf g ¼ XTotfin
Costs 0ð Þ� �

; XTotmat
Costs 0ð Þ� �

; YTotfin
Assetst

� �
; YTotmat

Assetst
� �� �

(4)

Where
[XTotfin

Costs (0)] is a linguistic subset, which contains elements closely related to
CB Process functionality input financial costs

[XTotmat
Costs (0)] is a linguistic subset, which contains elements closely related to

CB Process functionality entire input material quantity
[XTotmat

Assets (0)] is a linguistic subset, which contains elements closely related
to CB Process functionality entire output material quantity

[XTotfin
Assets (0)] is a linguistic subset, which contains elements closely related to

CB Process functionality entire output financial assets
However, a content of linguistic subsets, which create an integral part for

{KPI (0)} represents data closely related to market research and the firm or
company internal resources analysis as well.

The above-mentioned quantification of the core BP is being done at the strategic
management level, while a similar quantification of business processes (BPs) should
be done at tactic and operational management levels too.

Let us consider the PBPL equation in a general form with respect to formula (3)
and let us assign the linguistic sets with respect to formula (3), while formulas (5)
up to (8) might be postulated.

Petx i; jð Þ½ �f g ¼ f½ XTotfin
Costs 0ð Þ� �

, XTotmat
Costs 0ð Þ� �g (5)

Pe i; jð Þ½ �f g ¼ CBS 0; 1ð Þ½ �f g (6)

Tbex i; jð Þ½ �f g ¼ XTotmat
Assets 0ð Þ� �

; XTotfin
Assets 0ð Þ� �� �

(7)

where
The [[XTotfin

Costs (0)] and [XTotmat
Costs (0)]} linguistic sets represent initial

inputs for core BP quantified via {[CBS (0, 1)]} linguistic set and the {[XTotmat
Assets

(0)], [XTotfin
Assets (0)]} linguistic sets represent subsequent outputs from BP quan-

tified via {[CBS (0, 1)]} linguistic set.
The {[Retx (i, j)]} linguistic set represents relations among the above-mentioned

linguistic sets with respect to formula (2d).
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Retx i; jð Þ½ �f g ¼ f XTotmat
Assets 0ð Þ� �

, XTotfin
Assets 0ð Þ� �

, CBS 0; 1ð Þ½ �, ½ XTotfin
Costs 0ð Þ� �

,

XTotmat
Costs 0ð Þ� �g

(8)

With respect to the above-mentioned formulas the Primary KPI indicators
might be postulated and have a nature of linguistic sets as well (see also
formulas 9, 10).

KPI 1ð Þf g ¼ XTotfin
Assets 0ð Þ� �

=½ XTotfin
Costs 0ð Þ� �

(9)

KPI 2ð Þf g ¼ XTotmat
Assets 0ð Þ� �

=½ XTotmat
Costs 0ð Þ� �

(10)

However, those KPI indicators create basis for generation of further KPIs and
their decomposition as well, while they have a linguistic set nature. As mentioned
above the initial KPI indicators are being quantified via linguistic sets with respect
to formulas (9) and (10). However, they are generated at strategic management
level and are closely related to core BP quantified via linguistic set {[CBS (0, 1)]} as
well, while formula (3) is extended about {[CBS (0, 1)]} linguistic set and formula
(11) might be postulated.

KPI 0ð Þf g ¼ XTotfin
Costs 0ð Þ� �

; XTotmat
Costs 0ð Þ� �

; YTotfin
Assetst

� �
; YTotmat

Assetst
� �

; CBS 0; 1ð Þ½ �� �g
(11)

5.1 Determination of KPI primary indicators

5.1.1 Consideration no. 2

With respect the above-mentioned issues two types of KPI initial indicators are
being postulated (see also formula):

KPImanp 0ð Þ� � ¼ f XTotfinmanp
Costs 0ð Þ� �

, XTotmamanpt
Costs 0ð Þ� �

, YTotfinmanp
Assetst

� �
,

YTotmatmanp
Assetst

� �g
(12)

KPImachp 0ð Þ� � ¼ f XTotfinmachp
Costs 0ð Þ� �

, XTotmamachp
Costs 0ð Þ� �

, YTotfinmachp
Assetst

� �
,

YTotmatmachp
Assetst

� �g
(13)

where
the manp index is concerned with utility glass manually oriented production and

the manchp index is concerned with utility glass machinery oriented production.
We shall discuss the KPI indicator quantification; generation and decomposition

problems for glass utility manual production, while the derived formulas and algo-
rithms might be applied for machinery oriented utility glass production as well.

The partial KPI indicators (see also formulas 14 and 15) indicate financial
(Totfinmanp) and material (Totmatmanp) assets and costs and they considered to
be results of market and the firm or company internal resources and they might
represent initial manual inputs.

KPImanp 1ð Þf g ¼ XTotfinmsnp
Assets 0ð Þ� �

=½ XTotfinmanp
Costs 0ð Þ� �

(14)
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KPImanp 2ð Þf g ¼ XTotmatmanp
Assets 0ð Þ� �

=½ XTotmatmanp
Costs 0ð Þ� �

(15)

When looking at formula (11), we might see that the initial KPI (0) indicator is
closely related to the glass utility production process (GUP process), which seems to
be the core process and is being quantified via {[GUPC (0, 1)]} linguistic set and
formula (11) is converted to formula (16).

KPI 0ð Þf g ¼ f XTotfin
Costs 0ð Þ� �

, XTotmat
Costs 0ð Þ� �

, YTotfin
Assetst

� �
, YTotmat

Assetst
� �

GUPC 0; 1ð Þ½ �gg (16)

However, the core process denoted as GUP process consists of main process
quantified via appropriate linguistic sets postulated as follows as well.

5.1.2 Determination of Production process primary KPI indicators

Now, let us analyze appropriate main processes denoted as Production quanti-
fied via {[PROD (i, j1)]} linguistic set in order to determine the partial KPI indica-
tors, while the initial KPI indicator value could create basis for those purposes. It
might be done via following steps:

Step 1
Before providing KPI indicator quantification several auxiliary linguistic subset

content should be determined. It might be done within Step 1 and Step 2.

YTotfinmanp
Assetst 0ð Þ� �� � ¼ Mark_res_assets_fin 0ð Þ½ �; Mark_res_costs_fin 0ð Þ½ �f g

(17)

YTotfmatmanp
Assetst 0ð Þ� �� � ¼ Mark_res_assets_mat 0ð Þ½ �; Mark_res_costs_mat 0ð Þ½ �f g

(18)

A word Mark_res, which creates basis of an appropriate linguistic set name
indicates that items and values contained in there are initial input data acquired as a
result of market research.

Step 2
Determination of {[PCPFin (i, j)], [PCPMat (i, j)]} linguistic sets, which are

closely related to the firm or company real internal material and financial resources.
The normalized internal resource values are postulated within the firm technical
and economic standards (Int_res_fin_val_act (0), Int_res_fin_mat _act (0), while
based on those values a value of Int_res_fin_koef (0) koeficient, which indicates
what about a quantity of financial and material assets might be achieved, when
applying real firm or company internal resources (see also formulas (19–22).

PCP i; jð Þ½ �f g ¼ PCPFin i; jð Þ½ �; PCPMat i; jð Þ½ �f g (19)

PCPFin i; jð Þ½ � ¼ Int_res_fin_val_req 0ð Þ; Int_res_fin_val_act 0ð Þ; Int_res_fin_koef 0ð Þ½ �
(20)

PCPMat i; jð Þ½ � ¼ Int_res_mat_val_req 0ð Þ; Int_res_mat_val_act 0ð Þ; Int_res_mat_koef 0ð Þ½ �
(21)

Pe i; j2ð Þ½ �f g ¼ PCP i; jð Þ½ �f g (22)

For {[Petx (i, j1)]} linguistic set content see also formula (2a) and for {[Pe
(i,j2)]} linguistic set content see also formula (24).
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Retx i; jð Þ½ �f g ¼ f XTotmat
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, XTotfin
Assets 0ð Þ� �

, CBS 0; 1ð Þ½ �, ½ XTotfin
Costs 0ð Þ� �

,

XTotmat
Costs 0ð Þ� �g

(8)
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; YTotmat

Assetst
� �
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(11)
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(15)
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be the core process and is being quantified via {[GUPC (0, 1)]} linguistic set and
formula (11) is converted to formula (16).
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, XTotmat
Costs 0ð Þ� �

, YTotfin
Assetst

� �
, YTotmat

Assetst
� �

GUPC 0; 1ð Þ½ �gg (16)

However, the core process denoted as GUP process consists of main process
quantified via appropriate linguistic sets postulated as follows as well.
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Now, let us analyze appropriate main processes denoted as Production quanti-
fied via {[PROD (i, j1)]} linguistic set in order to determine the partial KPI indica-
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A word Mark_res, which creates basis of an appropriate linguistic set name
indicates that items and values contained in there are initial input data acquired as a
result of market research.

Step 2
Determination of {[PCPFin (i, j)], [PCPMat (i, j)]} linguistic sets, which are

closely related to the firm or company real internal material and financial resources.
The normalized internal resource values are postulated within the firm technical
and economic standards (Int_res_fin_val_act (0), Int_res_fin_mat _act (0), while
based on those values a value of Int_res_fin_koef (0) koeficient, which indicates
what about a quantity of financial and material assets might be achieved, when
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Petx i; j1ð Þ½ �f g ¼ YTotfinmanp
Assetst 0ð Þ� �

; YTotfmatmanp
Assetst 0ð Þ� �� �

(23)

When applying the PBPL Equation its general form, (see also formula (24))
formula (25) might be postulated.

Petx i; j1ð Þ½ �f g⊗ Pe i; j2ð Þ½ �f g ¼ Tbex i; jð Þ½ �f g⊗ Ret i; jð Þ½ �f g (24)

After installment of previous relations into formula (24) formula (25) might be
postulated.

YTotfinmanp
Assetst 0ð Þ� �

; YTotfmatmanp
Assetst 0ð Þ� �� �

⊗ PCP i; jð Þ½ �f g ¼ Tbex i; jð Þ½ �f g⊗ Ret i; jð Þ½ �f g
(25)

where
the {[Tbex (i, j)]} linguistic contains data closely related to quantity of financial

and material asset generated based on the actual firm or company internal
resources.

Tbex i; jð Þ½ �f g ¼ Mark_res_assets_fin_ires 0ð Þ½ �; Mark_res_assets_mat_ires 0ð Þ½ �;f g
(26)

Retx i; jð Þ½ �f g ¼ fMark_res_assets_fin_ires 0ð Þ½ �, Mark_res_costs_fin 0ð Þ½ �,
Mark_res_assets_fin_ires 0ð Þ½ �, Mark_res_costs_fin 0ð Þ½ �g (27)

the {[Retx (i, j)]} linguistic contains data closely related to quantity of financial
and material asset generated based on the actual firm or company internal resources
with respect to appropriate financial and material costs.

In general, the above-mentioned algorithm enables determining KPIprod (0, 1)}
and KPIprod (0, 2)}, while formulas (28) and (29) might be postulated.

KPIprod 0; 1ð Þf g ¼ Tbex i; j1ð Þ½ �f g (28)

KPIprod 0; 2ð Þf g ¼ Retx i; j2ð Þ½ �f g (29)

where
{KPIprod (0, 1)} = {[Tbex (i, j1)]} –the first Primary KPI indicator, which

indicates real possibilities of the firm or company business represented by financial
and material assets with respect to the firm or company production internal
resources.

{KPIprod (0, 2)} = {[Retx (i, j2)]} – the second Primary KPI indicator, which
indicates real possibilities of the firm or company business represented by financial
and material assets with respect to the firm or company production financial and
material cost. With respect to the above-mentioned issues the following clause
might be postulated:

At the strategic management level, the Production main process might be quan-
tified via {[PROD (i, j1)]} linguistic set and two KPI indicators could be postulated,
which indicate that process functionality (performance) (see also formulas (28) and
(29) and (30).

PROD i; j1ð Þ½ �f g ¼ KPIprod 1; 2ð Þf g ¼ KPIprod 0; 1ð Þf g⊗ KPIprod 0; 2ð Þf g (30)

However, the similar sequence of steps (algorithm) might be applied when
quantifying and generating KPI indicators for further main processes, sales and
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distribution, HR, technological and financial management at the strategic manage-
ment level.

At strategic management level, a set of core BP are implemented and operated
and quantified via appropriate linguistic sets, e.g. the Sales and Distribution BP is
quantified via {[SAD (i, j)]}, where themain frame customers play a role of principle
importance and are being quantified via [MFRC (i, j)]. When applying PBPL equa-
tion adequate KPI indicators might be derived.

PROD i; j1ð Þ½ �f g⊗ MFRC i; jð Þ½ �f g⊗ SAD i; jð Þ½ �f g ¼ Tbex i; jð Þ½ �f g⊗ Retx i; jð Þ½ �f g
(31)

Tbex i; jð Þ½ �f g ¼ PROD i; j1ð Þ½ �; MFRC i; jð Þ½ �f g (32)

Retx i; jð Þ½ �f � ¼ PROD i; j1ð Þ½ �; MFRC i; jð Þ½ �; SAD i; jð Þ½ �f g (33)

KPIsad 0; 1ð Þf g ¼ Tbex i; jð Þ½ �g (34)

KPIsad 0; 2ð Þf g ¼ Retx i; jð Þ½ �f � (35)

fKPIsad ð0g ¼ KPIsad 0; 1ð Þf g⊗ KPIsad 0; 2ð Þf g (36)

However, at strategic management level, a set of core BP are implemented and
operated and quantified via appropriate linguistic sets, e.g. Human resources (HR}
management is quantified via {[HR (i, j)]} as well where the main frame human
resources play a role of principle importance and are being quantified via [HRC
(i, j)]. When applying PBPL equation adequate KPI indicators might be derived.

PROD i; j1ð Þ½ �f g⊗ HRC i; jð Þ½ �f g⊗ HR i; jð Þ½ �f g ¼ Tbex i; jð Þ½ �f g⊗ Retx i; jð Þ½ �f g (37)

Tbex i; jð Þ½ �f g ¼ PROD i; j1ð Þ½ �; HRC i; jð Þ½ �f g (38)

Retx i; jð Þ½ �f g ¼ PROD i; j1ð Þ½ �; MFRC i; jð Þ½ �; HR i; jð Þ½ �f g (39)

KPIhr 0; 1ð Þf g ¼ Tbex i; jð Þ½ �f g (40)

KPIhr 0; 2ð Þf g ¼ Retx i; jð Þ½ �f g (41)

fKPIhr ð0g ¼ KPIsad 0; 1ð Þf g⊗ KPIsad 0; 2ð Þf g (42)

Finally, at strategic management level, a set of core BP are implemented and
operated (see also Table 1) and quantified via appropriate linguistic sets, e.g.
Technological TECH management is quantified via {[TECHN (i, j)]} as well where
the main frame technological devices and tools play a role of principle importance and
are being quantified via [TECHNC (i, j)]. When applying PBPL equation adequate
KPI indicators might be derived.

PROD i; j1ð Þ½ �f g⊗ TECNC i; jð Þ½ �f g⊗ TECH i; jð Þ½ �f g ¼ Tbex i; jð Þ½ �f g⊗ Retx i; jð Þ½ �f g
(43)

Tbex i; jð Þ½ �f g ¼ PROD i; j1ð Þ½ �; TECHNC i; jð Þ½ �f g (44)

Retx i; jð Þ½ �f g ¼ PROD i; j1ð Þ½ �; TECHNC i; jð Þ½ �; TECH i; jð Þ½ �f g (45)

KPItech 0; 1ð Þf g ¼ Tbex i; jð Þ½ �g (46)

KPItech 0; 2ð Þf g ¼ Retx i; jð Þ½ �f g (47)

fKPItech ð0g ¼ KPItech 0; 1ð Þf g⊗ KPItech 0; 2ð Þf g (48)

In order to create a complex set of KPI indicators related to business processes
implemented and operated at tactic and operational management level, an
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Petx i; j1ð Þ½ �f g ¼ YTotfinmanp
Assetst 0ð Þ� �

; YTotfmatmanp
Assetst 0ð Þ� �� �

(23)

When applying the PBPL Equation its general form, (see also formula (24))
formula (25) might be postulated.

Petx i; j1ð Þ½ �f g⊗ Pe i; j2ð Þ½ �f g ¼ Tbex i; jð Þ½ �f g⊗ Ret i; jð Þ½ �f g (24)

After installment of previous relations into formula (24) formula (25) might be
postulated.

YTotfinmanp
Assetst 0ð Þ� �

; YTotfmatmanp
Assetst 0ð Þ� �� �

⊗ PCP i; jð Þ½ �f g ¼ Tbex i; jð Þ½ �f g⊗ Ret i; jð Þ½ �f g
(25)

where
the {[Tbex (i, j)]} linguistic contains data closely related to quantity of financial

and material asset generated based on the actual firm or company internal
resources.

Tbex i; jð Þ½ �f g ¼ Mark_res_assets_fin_ires 0ð Þ½ �; Mark_res_assets_mat_ires 0ð Þ½ �;f g
(26)

Retx i; jð Þ½ �f g ¼ fMark_res_assets_fin_ires 0ð Þ½ �, Mark_res_costs_fin 0ð Þ½ �,
Mark_res_assets_fin_ires 0ð Þ½ �, Mark_res_costs_fin 0ð Þ½ �g (27)

the {[Retx (i, j)]} linguistic contains data closely related to quantity of financial
and material asset generated based on the actual firm or company internal resources
with respect to appropriate financial and material costs.

In general, the above-mentioned algorithm enables determining KPIprod (0, 1)}
and KPIprod (0, 2)}, while formulas (28) and (29) might be postulated.

KPIprod 0; 1ð Þf g ¼ Tbex i; j1ð Þ½ �f g (28)

KPIprod 0; 2ð Þf g ¼ Retx i; j2ð Þ½ �f g (29)

where
{KPIprod (0, 1)} = {[Tbex (i, j1)]} –the first Primary KPI indicator, which

indicates real possibilities of the firm or company business represented by financial
and material assets with respect to the firm or company production internal
resources.

{KPIprod (0, 2)} = {[Retx (i, j2)]} – the second Primary KPI indicator, which
indicates real possibilities of the firm or company business represented by financial
and material assets with respect to the firm or company production financial and
material cost. With respect to the above-mentioned issues the following clause
might be postulated:

At the strategic management level, the Production main process might be quan-
tified via {[PROD (i, j1)]} linguistic set and two KPI indicators could be postulated,
which indicate that process functionality (performance) (see also formulas (28) and
(29) and (30).

PROD i; j1ð Þ½ �f g ¼ KPIprod 1; 2ð Þf g ¼ KPIprod 0; 1ð Þf g⊗ KPIprod 0; 2ð Þf g (30)

However, the similar sequence of steps (algorithm) might be applied when
quantifying and generating KPI indicators for further main processes, sales and
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distribution, HR, technological and financial management at the strategic manage-
ment level.

At strategic management level, a set of core BP are implemented and operated
and quantified via appropriate linguistic sets, e.g. the Sales and Distribution BP is
quantified via {[SAD (i, j)]}, where themain frame customers play a role of principle
importance and are being quantified via [MFRC (i, j)]. When applying PBPL equa-
tion adequate KPI indicators might be derived.

PROD i; j1ð Þ½ �f g⊗ MFRC i; jð Þ½ �f g⊗ SAD i; jð Þ½ �f g ¼ Tbex i; jð Þ½ �f g⊗ Retx i; jð Þ½ �f g
(31)

Tbex i; jð Þ½ �f g ¼ PROD i; j1ð Þ½ �; MFRC i; jð Þ½ �f g (32)

Retx i; jð Þ½ �f � ¼ PROD i; j1ð Þ½ �; MFRC i; jð Þ½ �; SAD i; jð Þ½ �f g (33)

KPIsad 0; 1ð Þf g ¼ Tbex i; jð Þ½ �g (34)

KPIsad 0; 2ð Þf g ¼ Retx i; jð Þ½ �f � (35)

fKPIsad ð0g ¼ KPIsad 0; 1ð Þf g⊗ KPIsad 0; 2ð Þf g (36)

However, at strategic management level, a set of core BP are implemented and
operated and quantified via appropriate linguistic sets, e.g. Human resources (HR}
management is quantified via {[HR (i, j)]} as well where the main frame human
resources play a role of principle importance and are being quantified via [HRC
(i, j)]. When applying PBPL equation adequate KPI indicators might be derived.

PROD i; j1ð Þ½ �f g⊗ HRC i; jð Þ½ �f g⊗ HR i; jð Þ½ �f g ¼ Tbex i; jð Þ½ �f g⊗ Retx i; jð Þ½ �f g (37)

Tbex i; jð Þ½ �f g ¼ PROD i; j1ð Þ½ �; HRC i; jð Þ½ �f g (38)

Retx i; jð Þ½ �f g ¼ PROD i; j1ð Þ½ �; MFRC i; jð Þ½ �; HR i; jð Þ½ �f g (39)

KPIhr 0; 1ð Þf g ¼ Tbex i; jð Þ½ �f g (40)

KPIhr 0; 2ð Þf g ¼ Retx i; jð Þ½ �f g (41)

fKPIhr ð0g ¼ KPIsad 0; 1ð Þf g⊗ KPIsad 0; 2ð Þf g (42)

Finally, at strategic management level, a set of core BP are implemented and
operated (see also Table 1) and quantified via appropriate linguistic sets, e.g.
Technological TECH management is quantified via {[TECHN (i, j)]} as well where
the main frame technological devices and tools play a role of principle importance and
are being quantified via [TECHNC (i, j)]. When applying PBPL equation adequate
KPI indicators might be derived.

PROD i; j1ð Þ½ �f g⊗ TECNC i; jð Þ½ �f g⊗ TECH i; jð Þ½ �f g ¼ Tbex i; jð Þ½ �f g⊗ Retx i; jð Þ½ �f g
(43)

Tbex i; jð Þ½ �f g ¼ PROD i; j1ð Þ½ �; TECHNC i; jð Þ½ �f g (44)

Retx i; jð Þ½ �f g ¼ PROD i; j1ð Þ½ �; TECHNC i; jð Þ½ �; TECH i; jð Þ½ �f g (45)

KPItech 0; 1ð Þf g ¼ Tbex i; jð Þ½ �g (46)

KPItech 0; 2ð Þf g ¼ Retx i; jð Þ½ �f g (47)

fKPItech ð0g ¼ KPItech 0; 1ð Þf g⊗ KPItech 0; 2ð Þf g (48)

In order to create a complex set of KPI indicators related to business processes
implemented and operated at tactic and operational management level, an
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appropriate decomposition of primary KPI indicators related to performance of
those processes to should be done. However, the KPI indicator decomposition for
tactic level will be explained based on Consideration 3 and the KPI indicator
decomposition for operational level will be explained based on Consideration 4 as
well, while the Consideration no. 3 results the secondary KPI indicators and the
Consideration no. 4 results the tertiary KPI indicators and both considerations are
described within subsequent sections.

5.2 KPI indicator decomposition

5.2.1 KPI decomposition related to tactic level

5.2.1.1 Determination of Production process secondary KPI indicators
Consideration no. 3

The previous section deals with initial KPI indicator generation and determina-
tion of primary KPI indicators for strategic management level. In that section, we
shall discuss the KPI indicator decomposition for tactic level, which is based on the
following consideration. The outgoing linguistic sets and KPI indicators for KPI
decomposition related to tactic level are quantified via formulas (26, 27, 28, 29 and
30). With respect to the above-mentioned issues the following clause might be
postulated:

At the strategic management level, the Production main process might be quantified
via {[PROD (i, j1)]} linguistic set and two KPI indicators could be postulated, which
indicate that process functionality (performance) (see also formulas (28) and (29)
and (30).

However, the similar sequence of steps (algorithm) might be applied when
quantifying and generating KPI indicators for further main processes, sales and
distribution, HR, technological and financial management at the strategic manage-
ment level.

The KPI indicators postulated for strategic management level are represented by
formulas (25, 26, (28, 29) and (30) create basis for their further decomposition
related to tactic management level.

Let us select the [Mark_res_assets_mat _ires(0)] subset from {[Tbex (i, j)]} and
assign it to market required output products quantified via {[MROP (i, j)]}, while
formulas (28 and 29) might be postulated:

Mark_res_assets_mat_ires 0ð Þ½ �⊆ Tbex i; jð Þ½ �f g (49)

Mark_res_assets_mat_ires 0ð Þ½ � ¼ MROP i; jð Þ½ �f g, (50)

The {[MROP (i, j)]} contains subsets applied for quantification market required
output products classes, e.g. utility glass article classes – bowls, bottles, vases, etc.

MROP i; jð Þ½ �f g ¼ f MROP i; 1ð Þ½ �, MROP i; 2ð Þ½ �… : MROP i;m1ð Þ½ �f g (51)

Where.
Index m1 is a number of article classes.
Furthermore, let us create a selected linguistic set {[MROPsel (i, j)]}, a content

of which is created by selected classes of [MROPsel (i, j)], [MROP (i, 1)], [MROP
(i, 2)], [MROP (i,3)], as for instance (see also formula (53)).

MROPsel i; jð Þ½ �f g, ¼ MROP i; 1ð Þ½ �; MROP i; 2ð Þ½ �; MROP i; 3ð Þ½ �f g (52)
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and let us postulate the {CUST (i, j2)]} linguistic set, the content of which create
data concerned with the customers.

CUST i; j2
� �� �� � ¼ f CUST i; 1ð Þ½ �, CUST i; 2ð Þ½ �, … ::½CUST ði,m2Þ�g (53)

where Index m2 means a number of customers.
In the next step, an appropriate {[MROPsel (i, j)]} set for each customer will be

assigned, while formula (19) might be postulated.

∀ CUST i; j2
� �� �� �

∃ MROPsel i; jð Þ½ �f g ) CUST i; j2
� �� �� �

⇔ MROPsel i; jð Þ½ �f g (54)

In the next step we shall assign to each {[MROPsel (i, j)]} set a {[MROPselfinass
(i, j3)]} and {[MROPselcosts (i, j4)]}, where {[MROPselfinass (i, j)]} set quantifies the
financial assets related to selected class of any market required output products.

{[MROPselfincosts (i, j)]} set quantifies the material costs related to selected class
of any market required output products.

CUST i; j2
� �� �� �

⊗ MROPsel i; j3ð Þ½ �f g⊗ MROPselfinass i; j4ð Þ½ �f g⊗ MROPselfincosts i; j5ð Þ½ �f g
¼ Tbexc i; jð Þ½ �f g⊗ Retxc i; jð Þ½ �f g

(55)

Tbexc i; jð Þ½ �f g ¼ f CUST i; j2
� �� �

, MROPsel i; j2ð Þ½ �f g (56)

CONTRACTB ið Þ½ �f g ¼ Π f CUST i; j2
� �� �

, MROPsel i; jð Þ½ �f g (57)

j = 1…m3

j2 = 1…m2

The {[CONTRACTB (i)]} linguistic set quantifies the basic contract, which
indicates relations among customers and selected market required output products,
incl. Financial costs and financial assets.

Retxc i, jð Þ½ �f g ¼ CUST i, j2
� �� �

, MROPsel i, jð Þ½ �, MROPselfinass i, jð Þ½ �, MROPselfincosts i, jð Þ½ �� �

CONTRACTC ið Þ½ �f g ¼¼ Π f CUST i; j2
� �� �

, MROPsel i; j3
� �� �

, MROPselfinass i; j4
� �� �

,

MROPselfincosts i; j5ð Þ½ �g
(58)

j = 1…m3 j3 = 1…m3 j4 = 1…m4 j5 = 1…m5

j2 = 1…m2

Before, we make the final step we have to assign an appropriate group of
business processes to each group of selected market required output products, while
formula (70) might be postulated.

∀ MROPsel i; jð Þ½ �f g ∃ BP I; j6
� �� �� �) f MROPsel i; jð Þ½ �, ⇔ f½ BP I; j6

� �� �g (59)

MROPsel i; jð Þ½ �; BP I; j6
� �� �� � ¼ Tbexbp i; jð Þ½ �f g⊗ Retxbp i; jð Þ½ �f g (60)

{[Tbexbp (i, j)]} = {[[BP (I, j6)]} – list of BP groups needed for production of
market required output products quantified via {[MROPsel (i, j)],

Retxbp i; jð Þ½ �f g ¼ fMROPsel i; jð Þ½ �, f½ BP I; j6
� �� �g (61)

Formula (24) indicates a list of relations among BP groups and market required
output product group.
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appropriate decomposition of primary KPI indicators related to performance of
those processes to should be done. However, the KPI indicator decomposition for
tactic level will be explained based on Consideration 3 and the KPI indicator
decomposition for operational level will be explained based on Consideration 4 as
well, while the Consideration no. 3 results the secondary KPI indicators and the
Consideration no. 4 results the tertiary KPI indicators and both considerations are
described within subsequent sections.

5.2 KPI indicator decomposition

5.2.1 KPI decomposition related to tactic level

5.2.1.1 Determination of Production process secondary KPI indicators
Consideration no. 3

The previous section deals with initial KPI indicator generation and determina-
tion of primary KPI indicators for strategic management level. In that section, we
shall discuss the KPI indicator decomposition for tactic level, which is based on the
following consideration. The outgoing linguistic sets and KPI indicators for KPI
decomposition related to tactic level are quantified via formulas (26, 27, 28, 29 and
30). With respect to the above-mentioned issues the following clause might be
postulated:

At the strategic management level, the Production main process might be quantified
via {[PROD (i, j1)]} linguistic set and two KPI indicators could be postulated, which
indicate that process functionality (performance) (see also formulas (28) and (29)
and (30).

However, the similar sequence of steps (algorithm) might be applied when
quantifying and generating KPI indicators for further main processes, sales and
distribution, HR, technological and financial management at the strategic manage-
ment level.

The KPI indicators postulated for strategic management level are represented by
formulas (25, 26, (28, 29) and (30) create basis for their further decomposition
related to tactic management level.

Let us select the [Mark_res_assets_mat _ires(0)] subset from {[Tbex (i, j)]} and
assign it to market required output products quantified via {[MROP (i, j)]}, while
formulas (28 and 29) might be postulated:

Mark_res_assets_mat_ires 0ð Þ½ �⊆ Tbex i; jð Þ½ �f g (49)

Mark_res_assets_mat_ires 0ð Þ½ � ¼ MROP i; jð Þ½ �f g, (50)

The {[MROP (i, j)]} contains subsets applied for quantification market required
output products classes, e.g. utility glass article classes – bowls, bottles, vases, etc.

MROP i; jð Þ½ �f g ¼ f MROP i; 1ð Þ½ �, MROP i; 2ð Þ½ �… : MROP i;m1ð Þ½ �f g (51)

Where.
Index m1 is a number of article classes.
Furthermore, let us create a selected linguistic set {[MROPsel (i, j)]}, a content

of which is created by selected classes of [MROPsel (i, j)], [MROP (i, 1)], [MROP
(i, 2)], [MROP (i,3)], as for instance (see also formula (53)).

MROPsel i; jð Þ½ �f g, ¼ MROP i; 1ð Þ½ �; MROP i; 2ð Þ½ �; MROP i; 3ð Þ½ �f g (52)
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and let us postulate the {CUST (i, j2)]} linguistic set, the content of which create
data concerned with the customers.

CUST i; j2
� �� �� � ¼ f CUST i; 1ð Þ½ �, CUST i; 2ð Þ½ �, … ::½CUST ði,m2Þ�g (53)

where Index m2 means a number of customers.
In the next step, an appropriate {[MROPsel (i, j)]} set for each customer will be

assigned, while formula (19) might be postulated.

∀ CUST i; j2
� �� �� �

∃ MROPsel i; jð Þ½ �f g ) CUST i; j2
� �� �� �

⇔ MROPsel i; jð Þ½ �f g (54)

In the next step we shall assign to each {[MROPsel (i, j)]} set a {[MROPselfinass
(i, j3)]} and {[MROPselcosts (i, j4)]}, where {[MROPselfinass (i, j)]} set quantifies the
financial assets related to selected class of any market required output products.

{[MROPselfincosts (i, j)]} set quantifies the material costs related to selected class
of any market required output products.

CUST i; j2
� �� �� �

⊗ MROPsel i; j3ð Þ½ �f g⊗ MROPselfinass i; j4ð Þ½ �f g⊗ MROPselfincosts i; j5ð Þ½ �f g
¼ Tbexc i; jð Þ½ �f g⊗ Retxc i; jð Þ½ �f g

(55)

Tbexc i; jð Þ½ �f g ¼ f CUST i; j2
� �� �

, MROPsel i; j2ð Þ½ �f g (56)

CONTRACTB ið Þ½ �f g ¼ Π f CUST i; j2
� �� �

, MROPsel i; jð Þ½ �f g (57)

j = 1…m3

j2 = 1…m2

The {[CONTRACTB (i)]} linguistic set quantifies the basic contract, which
indicates relations among customers and selected market required output products,
incl. Financial costs and financial assets.

Retxc i, jð Þ½ �f g ¼ CUST i, j2
� �� �

, MROPsel i, jð Þ½ �, MROPselfinass i, jð Þ½ �, MROPselfincosts i, jð Þ½ �� �

CONTRACTC ið Þ½ �f g ¼¼ Π f CUST i; j2
� �� �

, MROPsel i; j3
� �� �

, MROPselfinass i; j4
� �� �

,

MROPselfincosts i; j5ð Þ½ �g
(58)

j = 1…m3 j3 = 1…m3 j4 = 1…m4 j5 = 1…m5

j2 = 1…m2

Before, we make the final step we have to assign an appropriate group of
business processes to each group of selected market required output products, while
formula (70) might be postulated.

∀ MROPsel i; jð Þ½ �f g ∃ BP I; j6
� �� �� �) f MROPsel i; jð Þ½ �, ⇔ f½ BP I; j6

� �� �g (59)

MROPsel i; jð Þ½ �; BP I; j6
� �� �� � ¼ Tbexbp i; jð Þ½ �f g⊗ Retxbp i; jð Þ½ �f g (60)

{[Tbexbp (i, j)]} = {[[BP (I, j6)]} – list of BP groups needed for production of
market required output products quantified via {[MROPsel (i, j)],

Retxbp i; jð Þ½ �f g ¼ fMROPsel i; jð Þ½ �, f½ BP I; j6
� �� �g (61)

Formula (24) indicates a list of relations among BP groups and market required
output product group.
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CONTRACTD ið Þ½ �f g ¼ Π f CUST i; j2
� �� �

, f MROPsel i; j3
� �� �

, MROPselfinass i; j4
� �� �

,

½ BP I; j6
� �� �g

(62)

j = 1…m3, j2 = 1…..m2, j3 = 1….m3, j4 = 1….m4, j5 = 1….m5, j6 = 1….m6,

Finally, adequate KPI indicators will be defined.

KPI i; 1ð Þ ¼ CONTRACTB ið Þ½ �f g (63)

KPI i; 2ð Þ ¼ CONTRACTC ið Þ½ �f g (64)

KPI i; 3ð Þ ¼ CONTRACTD ið Þ½ �f g (65)

KPI (i, 3) indicator creates basis for decomposition related to operational level.

5.2.2 KPI indicator decomposition related to operational management level -
consideration no. 4

5.2.2.1 Determination of Production process tertiary KPI indicators

Let us consider the {[CONTRACTD (i)]} linguistic set (see also formula (57)),
which quantifies order submitted to an appropriate firm or company organization
unit to produce adequate products quantified via {[MROPsel (i, j3)]} and with the
use of business processes (BP), which create an integral part of a given BP group.
One of those processes will be selected and demonstrated how the KPI (i, 3)
indicator should be decomposed in order to describe the selected BP functionality
and performance, first of all. In general any BP is represented by its own internal
and external metrics, while the external metrics is concerned with BP outputs and
inputs and the BP internal metrics is closely related to appropriate production
human resources, production devices and production tools and those aspects are
quantified via given linguistic sets.However, that decomposition will be done
within several steps as well.

5.2.2.2 BP external metrics KPI indicators

Step 3
In that step, a group of selected products should be created, which is an integral

part of products quantified via {[MROPsel (i, j3)]} linguistic set, while formula (66)
might be postulated.

MROPsel_bp i; j3
� �� �� �

⊆ MROPsel i; j3
� �� �� �

(66)

Those products should be produced with the use of the selected BP (see also
formula (67)).

f½BP i; j7ð Þgg g∈ ½ BPG i; j6
� �� �g (67)

Now, we have to select set input materials needed for production of the above-
mentioned products. We shall apply the [MROPselfincosts (i, j)]} linguistic set for
those purposes, the content of consists of two subsets with respect to formula.

MROPselfincosts i, jð Þ½ �g ¼ f½ MROP1selfincosts i, jð Þ½ �, ½MROP2selmatcosts i, jð Þ½ �g (68)
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Where the linguistic [[MROP1selfincosts (i, j)] subset quantifies financial costs and
the [MROP2selmatcosts (i, j)] subset quantifies material costs and create basis for
preparation that subset which contains material data needed for production of the
above-mentioned products

MROP1sel_bp i; j3
� �� �� �

⊆ MROPsel_bp i; j3
� �� �� �

(69)

MROP2selmatcosts i; jð Þ½ � MROPsel_bp i; j3
� �� �� � f½MROP1selfincosts i; jð Þ½ �, MROPselfinass i; jð Þ½ �

(70)

5.2.2.3 Applying of PBPL equation solutions

Step 4
When applying the PBPL Equation, KPI indicator for the selected BP function-

ality and performance might be derived, while the modified PBPL Equation is
postulated with respect to formula (61).

f MROP2selmatcosts i; jð Þ½ �, MROP1selfincosts i; jð Þ½ �, MROPselfinass i; jð Þ½ �, MROPselmatass i; jð Þ½ �g
⊗ MROPsel_bp i; j3

� �� � ¼ Tbex i; j8
� �� �� �

⊗ Retx i; j9
� �� �� �

(71)

5.2.2.4 PBPL equation solution results

Step 5

Tbex i; j8
� �� �� � ¼ MROPselmatass i; jð Þ½ �; MROP2selmatcosts i; jð Þ½ �ð g (72)

f Retx i; j8
� �� �g ¼ fMROP2selmatcosts i; jð Þ½ �, MROP1selfincosts i; jð Þ½ �, MROPselfinass i; jð Þ½ �,

MROPselmatass i; jð Þ½ �g
(73)

5.2.2.5 BP external metrics KPI indicators

Step 6
When dealing with BP External metrics KPI Indicators, so called basic and

external KPI indicators will be defined.

KPIemb i; 3ð Þ ¼ Tbex i; j8
� �� �� � ¼ MROPselmatass i; jð Þ½ �; MROP2selmatcosts i; jð Þ½ �ð g

(74)

KPIemext i; 3ð Þ ¼ Retx i; j8
� �� �� � ¼ fMROP2selmatcosts i; jð Þ½ �, MROP1selfincosts i; jð Þ½ �,

MROPselfinass i; jð Þ½ � MROPselmatass i; jð Þ½ �g
(75)

KPIem ¼ KPIemb i; 3ð Þ⊗KPIemb i; 3ð Þ (76)

5.2.2.6 BP Internal metrics KPI Indicators

Step 7
The similar algorithm might be applied, when deriving BP Internal metrics KPI

Indicators.
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CONTRACTD ið Þ½ �f g ¼ Π f CUST i; j2
� �� �

, f MROPsel i; j3
� �� �

, MROPselfinass i; j4
� �� �

,

½ BP I; j6
� �� �g

(62)

j = 1…m3, j2 = 1…..m2, j3 = 1….m3, j4 = 1….m4, j5 = 1….m5, j6 = 1….m6,

Finally, adequate KPI indicators will be defined.

KPI i; 1ð Þ ¼ CONTRACTB ið Þ½ �f g (63)

KPI i; 2ð Þ ¼ CONTRACTC ið Þ½ �f g (64)

KPI i; 3ð Þ ¼ CONTRACTD ið Þ½ �f g (65)

KPI (i, 3) indicator creates basis for decomposition related to operational level.

5.2.2 KPI indicator decomposition related to operational management level -
consideration no. 4

5.2.2.1 Determination of Production process tertiary KPI indicators

Let us consider the {[CONTRACTD (i)]} linguistic set (see also formula (57)),
which quantifies order submitted to an appropriate firm or company organization
unit to produce adequate products quantified via {[MROPsel (i, j3)]} and with the
use of business processes (BP), which create an integral part of a given BP group.
One of those processes will be selected and demonstrated how the KPI (i, 3)
indicator should be decomposed in order to describe the selected BP functionality
and performance, first of all. In general any BP is represented by its own internal
and external metrics, while the external metrics is concerned with BP outputs and
inputs and the BP internal metrics is closely related to appropriate production
human resources, production devices and production tools and those aspects are
quantified via given linguistic sets.However, that decomposition will be done
within several steps as well.

5.2.2.2 BP external metrics KPI indicators

Step 3
In that step, a group of selected products should be created, which is an integral

part of products quantified via {[MROPsel (i, j3)]} linguistic set, while formula (66)
might be postulated.

MROPsel_bp i; j3
� �� �� �

⊆ MROPsel i; j3
� �� �� �

(66)

Those products should be produced with the use of the selected BP (see also
formula (67)).

f½BP i; j7ð Þgg g∈ ½ BPG i; j6
� �� �g (67)

Now, we have to select set input materials needed for production of the above-
mentioned products. We shall apply the [MROPselfincosts (i, j)]} linguistic set for
those purposes, the content of consists of two subsets with respect to formula.

MROPselfincosts i, jð Þ½ �g ¼ f½MROP1selfincosts i, jð Þ½ �, ½MROP2selmatcosts i, jð Þ½ �g (68)
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Where the linguistic [[MROP1selfincosts (i, j)] subset quantifies financial costs and
the [MROP2selmatcosts (i, j)] subset quantifies material costs and create basis for
preparation that subset which contains material data needed for production of the
above-mentioned products

MROP1sel_bp i; j3
� �� �� �

⊆ MROPsel_bp i; j3
� �� �� �

(69)

MROP2selmatcosts i; jð Þ½ � MROPsel_bp i; j3
� �� �� � f½MROP1selfincosts i; jð Þ½ �, MROPselfinass i; jð Þ½ �

(70)

5.2.2.3 Applying of PBPL equation solutions

Step 4
When applying the PBPL Equation, KPI indicator for the selected BP function-

ality and performance might be derived, while the modified PBPL Equation is
postulated with respect to formula (61).

f MROP2selmatcosts i; jð Þ½ �, MROP1selfincosts i; jð Þ½ �, MROPselfinass i; jð Þ½ �, MROPselmatass i; jð Þ½ �g
⊗ MROPsel_bp i; j3

� �� � ¼ Tbex i; j8
� �� �� �

⊗ Retx i; j9
� �� �� �

(71)

5.2.2.4 PBPL equation solution results

Step 5

Tbex i; j8
� �� �� � ¼ MROPselmatass i; jð Þ½ �; MROP2selmatcosts i; jð Þ½ �ð g (72)

f Retx i; j8
� �� �g ¼ fMROP2selmatcosts i; jð Þ½ �, MROP1selfincosts i; jð Þ½ �, MROPselfinass i; jð Þ½ �,

MROPselmatass i; jð Þ½ �g
(73)

5.2.2.5 BP external metrics KPI indicators

Step 6
When dealing with BP External metrics KPI Indicators, so called basic and

external KPI indicators will be defined.

KPIemb i; 3ð Þ ¼ Tbex i; j8
� �� �� � ¼ MROPselmatass i; jð Þ½ �; MROP2selmatcosts i; jð Þ½ �ð g

(74)

KPIemext i; 3ð Þ ¼ Retx i; j8
� �� �� � ¼ fMROP2selmatcosts i; jð Þ½ �, MROP1selfincosts i; jð Þ½ �,

MROPselfinass i; jð Þ½ � MROPselmatass i; jð Þ½ �g
(75)

KPIem ¼ KPIemb i; 3ð Þ⊗KPIemb i; 3ð Þ (76)

5.2.2.6 BP Internal metrics KPI Indicators

Step 7
The similar algorithm might be applied, when deriving BP Internal metrics KPI

Indicators.
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5.3 Case study

5.3.1 Determination of production process KPI indicators

The case study aim is to show how the derived math formulas and relations
should be applied in a practice, when calculating actual data. The algorithm pro-
posed within previous sections is passing through the following main phases:

• Determination of initial KPI indicators

• Determination of primary KPI indicators

• Determination of secondary KPI indicators

• Determination of tertiary KPI indicators

Furthermore, appropriate phases will be explained in more details.

5.3.2 Determination of initial KPI indicators

Before that phase is being activated a set of adequate data should be prepared,
while the data are categorized as the market research results and the firm or
company internal resources. The market research results inform us about possibili-
ties how to apply our production in market and give us information how many
products is the market able to accept and in which structure and what about
financial assets might be generated as a result of that acceptance. However, the
information related to adequate costs plays a role of principle importance as well. It
means, we are able to answer the question related to the linguistic set content
postulated within formulas (77–80)2, 3, 4, 5.

YTotmat
Assetst

� �g ¼ 100000 pp½ �, (77)

YTotfin
Assetst

� � ¼ 1000000 Euros½ � (78)

XTotfin
Costs 0ð Þ� � ¼ 200000 Euros½ � (79)

XTotmat
Costs 0ð Þ� � ¼ 50000 Euros½ � (80)

With respect to those issues, the initial KPI indicator postulated via formula one
might be indicated as follows:

KPI 0ð Þf g ¼ XTotfin
Costs 0ð Þ� �

; XTotmat
Costs 0ð Þ� �

; YTotfin
Assetst

� �
; YTotmat

Assetst
� �� �

¼ 100000 pp½ �; 1000000 Euros½ �; 200000 Euros½ �; 50000 Euros½ �f g
(81)

2 Pp – number of products, which might be accepted in the market in pieces
3 Financial assets, which could be achieved based on acceptance of the product piece amount at the

market
4 A need of total financial costs needed for production of products, while that number includes material,

technological HR and operational costs
5 This value represents costs for recruitment of adequate material inputs
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After having applied formulas (77–80), we shall get values for primary KPI
indicators, with respect to formulas (82) and (83).

KPI 1ð Þf g ¼ 1;000;000 Euros½ �; 200;000 Euros½ �f g (82)

KPI 2ð Þf g ¼ 100;000 pp½ �f g, 50;000 Euros½ �g (83)

KPI 0ð Þf g ¼ f 1;000;000 Euros½ �, 200;000 Euros½ �, 100;000 pp½ �g, 50;000 Euros½ �,
PROD i; j1

� �� �g
(84)

This expression means that the primary KPI indicator s closely related to the
production core process quantified via [PROD (i, j1)]}. However, that KPI indicator
does not consider the firm or company real possibilities related to its internal
resources.

As a result of that adequate coefficient should be determined. They might be
calculated based on data contained within appropriate technical and economic
norms with the use of the following consideration.

5.3.3 Determination of primary KPI indicators

However our disposals are 170,000 Euros only and an appropriate coefficient
might be calculated based on formula

Coef ¼ 170, 000=200000 ¼ 0, 85 (85)

Subsequently, we shall get s appropriate values related to {KPI (1)} and {KPI
(2)} with the use of formula (8a) (8b). It means 1,000,000 x 0, 85, 200,000 x 0,85,
100,000 x 0,85 and 50,000 x0,85 and we get correct values for {KPI (1)} and {KPI
(2)} indicators. Those indicators are denoted as primary indicators and they are
closely related to core production process running at strategic management level
and create bases for determination of the secondary KPI indicator values.

5.3.4 Determination of secondary KPI indicators

Let us consider the {KPI (2)} indicator values, which indicates that costs for
production of [100,000 pp]} are [50,000 Euros]}. Now, we shall try decomposing
the {KPI (2)} related to actual contracts and groups of business processes assigned
to those contracts. However, before we start doing that, we have to manage several
auxiliary actions. The first one is closely related to market required output products
quantified via {[MROP (i, j)]}. We shall do it within following steps:

Step 1 Determination of product number with respect to adequate Coef value.

Mark_res_assets_mat_ires 0ð Þ½ � ¼ f 100;000 pp½ � x 0, 85 ¼ 85;000 pp (86)

MROP i; jð Þ½ �f g ¼ 85;000 pp (87)

Step 2 The {[MROP (i, j)]} content will be divided into subordinated product
classes.

MROP i; 1ð Þ½ � ¼ bowls ¼ 30;000 pp½ � (88)

MROP i; 2ð Þ½ � ¼ bottles ¼ 30;000 pp½ � (89)

MROP i; 3ð Þ½ � ¼ vases ¼ 25;000 pp½ � (90)
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5.3 Case study

5.3.1 Determination of production process KPI indicators

The case study aim is to show how the derived math formulas and relations
should be applied in a practice, when calculating actual data. The algorithm pro-
posed within previous sections is passing through the following main phases:

• Determination of initial KPI indicators

• Determination of primary KPI indicators

• Determination of secondary KPI indicators

• Determination of tertiary KPI indicators

Furthermore, appropriate phases will be explained in more details.

5.3.2 Determination of initial KPI indicators

Before that phase is being activated a set of adequate data should be prepared,
while the data are categorized as the market research results and the firm or
company internal resources. The market research results inform us about possibili-
ties how to apply our production in market and give us information how many
products is the market able to accept and in which structure and what about
financial assets might be generated as a result of that acceptance. However, the
information related to adequate costs plays a role of principle importance as well. It
means, we are able to answer the question related to the linguistic set content
postulated within formulas (77–80)2, 3, 4, 5.

YTotmat
Assetst

� �g ¼ 100000 pp½ �, (77)

YTotfin
Assetst

� � ¼ 1000000 Euros½ � (78)

XTotfin
Costs 0ð Þ� � ¼ 200000 Euros½ � (79)

XTotmat
Costs 0ð Þ� � ¼ 50000 Euros½ � (80)

With respect to those issues, the initial KPI indicator postulated via formula one
might be indicated as follows:

KPI 0ð Þf g ¼ XTotfin
Costs 0ð Þ� �

; XTotmat
Costs 0ð Þ� �

; YTotfin
Assetst

� �
; YTotmat

Assetst
� �� �

¼ 100000 pp½ �; 1000000 Euros½ �; 200000 Euros½ �; 50000 Euros½ �f g
(81)

2 Pp – number of products, which might be accepted in the market in pieces
3 Financial assets, which could be achieved based on acceptance of the product piece amount at the

market
4 A need of total financial costs needed for production of products, while that number includes material,

technological HR and operational costs
5 This value represents costs for recruitment of adequate material inputs
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After having applied formulas (77–80), we shall get values for primary KPI
indicators, with respect to formulas (82) and (83).

KPI 1ð Þf g ¼ 1;000;000 Euros½ �; 200;000 Euros½ �f g (82)

KPI 2ð Þf g ¼ 100;000 pp½ �f g, 50;000 Euros½ �g (83)

KPI 0ð Þf g ¼ f 1;000;000 Euros½ �, 200;000 Euros½ �, 100;000 pp½ �g, 50;000 Euros½ �,
PROD i; j1

� �� �g
(84)

This expression means that the primary KPI indicator s closely related to the
production core process quantified via [PROD (i, j1)]}. However, that KPI indicator
does not consider the firm or company real possibilities related to its internal
resources.

As a result of that adequate coefficient should be determined. They might be
calculated based on data contained within appropriate technical and economic
norms with the use of the following consideration.

5.3.3 Determination of primary KPI indicators

However our disposals are 170,000 Euros only and an appropriate coefficient
might be calculated based on formula

Coef ¼ 170, 000=200000 ¼ 0, 85 (85)

Subsequently, we shall get s appropriate values related to {KPI (1)} and {KPI
(2)} with the use of formula (8a) (8b). It means 1,000,000 x 0, 85, 200,000 x 0,85,
100,000 x 0,85 and 50,000 x0,85 and we get correct values for {KPI (1)} and {KPI
(2)} indicators. Those indicators are denoted as primary indicators and they are
closely related to core production process running at strategic management level
and create bases for determination of the secondary KPI indicator values.

5.3.4 Determination of secondary KPI indicators

Let us consider the {KPI (2)} indicator values, which indicates that costs for
production of [100,000 pp]} are [50,000 Euros]}. Now, we shall try decomposing
the {KPI (2)} related to actual contracts and groups of business processes assigned
to those contracts. However, before we start doing that, we have to manage several
auxiliary actions. The first one is closely related to market required output products
quantified via {[MROP (i, j)]}. We shall do it within following steps:

Step 1 Determination of product number with respect to adequate Coef value.

Mark_res_assets_mat_ires 0ð Þ½ � ¼ f 100;000 pp½ � x 0, 85 ¼ 85;000 pp (86)

MROP i; jð Þ½ �f g ¼ 85;000 pp (87)

Step 2 The {[MROP (i, j)]} content will be divided into subordinated product
classes.

MROP i; 1ð Þ½ � ¼ bowls ¼ 30;000 pp½ � (88)

MROP i; 2ð Þ½ � ¼ bottles ¼ 30;000 pp½ � (89)

MROP i; 3ð Þ½ � ¼ vases ¼ 25;000 pp½ � (90)

179

Business Process Linguistic Modeling: Theory and Practice Part I: BPLM Strategy Creator
DOI: http://dx.doi.org/10.5772/intechopen.95096



and appropriate customers {[Cust (1)]}, {[Cust (2)]} and {[Cust(3)]} will be
determined Subsequently, we shall assign selected product groups to adequate
customers and will be generated adequate orders.

Cust 1ð Þ½ �f g ¼ bowls ¼ 30;000 pp½ �; bottles ¼ 30;000 pp½ �f g (91)

Cust 2ð Þ½ �f g ¼ bowls ¼ 30;000 pp½ �; vases ¼ 25;000 pp½ �f g (92)

Cust 2ð Þ½ �f g ¼ bottles ¼ 30;000 pp½ �, vases ¼ 25;000 pp½ � (93)

In that step we shall extend the orders and add the data concerned with adequate
financial costs (see also formulas 94–97).

MROPselfinass i; jð Þ½ �f g ¼ XTotmat
Costs 0ð Þ� �

x Coef ¼ 50;000 Euros½ � x 0, 85

¼ 42; 500 Euros½ � (94)

Cust 1ð Þ½ �f g ¼ f bowls ¼ 30;000 pp½ �, bottles ¼ 30;000 pp½ �, ½14;000 Eurosg
(95)

Cust 2ð Þ½ �f g ¼ bowls ¼ 30;000 pp½ �; vases ¼ 25;000 pp½ �; 18;000 Euros½ �f g
(96)

Cust 3ð Þ½ �f g ¼ bottles ¼ 30;000 pp½ �, vases ¼ 25;000 pp½ �, 10500½ �g (97)

and we shall create the basic order (CONTRACTC).

CONTRACTC ið Þ½ �f g ¼ f Cust 1ð Þ½ �, Cust 2ð Þ½ �, Cust 3ð Þ�f g (98)

However, a set of adequate business processes should be applied in order to
manage production of products related to pre-defined orders or contracts as well,
while formula (85) should be extended about linguistic sets, which quantify those
groups of business processes – see also formula (50).

CONTRACTD ið Þ½ �f g ¼ f Cust 1ð Þ½ �, BPG1 i; j61
� �� �

, Cust 2ð Þ½ �, BPG2 i; j62
� �� �

,

Cust 3ð Þ�; BPG3 i; j6
� �� �� �

(99)

With respect to the above-mentioned issues the KPI (i, 2) content is defined via
formula (88) and KPI (i, 2) content is defined via formula (89) and we have derived
a set of the secondary KPI indicators.

KPI i; 2ð Þ ¼ f Cust 1ð Þ½ �, Cust 2ð Þ½ �, Cust 3ð Þ�f g (100)

KPI i; 3ð Þ ¼ f Cust 1ð Þ½ �, BPG1 i; j61
� �� �

, Cust 2ð Þ½ �, BPG2 i; j62
� �� �

, Cust 3ð Þ�; BPG3 i; j6
� �� �� �

(101)

Each business process group consists of appropriate business process quantified
via adequate linguistic set (see also Tables 2 and 3).

5.3.5 Determination of tertiary KPI indicators

Let us consider a group of business processes represented by Tables 2 and 3 and
let us select one of those business processes in order to derive the tertiary KPI
indicators, which are closely related to BP external and internal metrics. Formulas
(63 and 64) will be applied for those purposes. When installing adequate data in the
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above-mentioned formulas we shall get partial KPI indicators related the selected
BP external and internal metrics in form of adequate linguistic sets (see also for-
mulas (91) and (92).

KPIemb i; 3ð Þ½ �f g ¼ BP 1; 1ð Þ½ � bowls ¼ 10;000 pp½ �; 1700 Euros½ �f g (102)

KPIimb i; 3ð Þ½ �f g ¼ f BP 1; 1ð Þ½ �, HRcosts ¼ 1100 Euros½ �, DEVcosts ¼ 800½ �,
Toolcosts ¼ 300 Euros½ �g

(103)

KPIter ¼ KPIemb i; 3ð Þ⊗KPIemb i; 3ð Þ (104)

A set of derived KPI indicators via formulas (91, 92, 93) is closely related so
selected BP implemented and operated at operational management level and is
denoted as tertiary indicator set.

5.3.6 Case study – summary

The case study previous sections deals with KPI indicator creation and decom-
position steps, while those steps are closely related to three management levels: (a)
strategic, (b) tactic, and (c) operational management level. In that section an
overview summary with supplementary visual components will be done.

Product class value BPG
number

BP
Number

BP Description BP External metrics

Output prod assets Input mat.
Costs

[bowls = 30,000 pp] [BPG1
(i, 1)],

BP (1,1) BP (1,1)
Description

[bowls = 10,000 pp] 1700 Euros

[BPG1
(i, 2)],

BP (1,2) BP (1,2)
Description

[bowls = 10,000 pp] 1700 Euros

[BPG1
(i, 3)],

BP (1,3) BP (1,3)
Description

[bowls = 10,000 pp] 1700 Euros

Source: The Authors.

Table 2.
Business processes as the BP group members (external metrics).

Product class value BPG
number

BP
Number

BP Description BP Internal metrics

HR Costs Dev
costs

Tool
cost

[bowls = 30,000 pp] [BPG1
(i, 1)],

BP (1,1) BP (1,1)
Description

1100Euros 800 300

[BPG1
(i, 2)],

BP (1,2) BP (1,2)
Description

1100Euros 800 300

[BPG1
(i, 3)],

BP (1,3) BP (1,3)
Description

1100Euros 800 300

Source: The Authors.

Table 3.
Business processes as the BP group members (internal metrics).
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and appropriate customers {[Cust (1)]}, {[Cust (2)]} and {[Cust(3)]} will be
determined Subsequently, we shall assign selected product groups to adequate
customers and will be generated adequate orders.

Cust 1ð Þ½ �f g ¼ bowls ¼ 30;000 pp½ �; bottles ¼ 30;000 pp½ �f g (91)

Cust 2ð Þ½ �f g ¼ bowls ¼ 30;000 pp½ �; vases ¼ 25;000 pp½ �f g (92)

Cust 2ð Þ½ �f g ¼ bottles ¼ 30;000 pp½ �, vases ¼ 25;000 pp½ � (93)

In that step we shall extend the orders and add the data concerned with adequate
financial costs (see also formulas 94–97).

MROPselfinass i; jð Þ½ �f g ¼ XTotmat
Costs 0ð Þ� �

x Coef ¼ 50;000 Euros½ � x 0, 85

¼ 42; 500 Euros½ � (94)

Cust 1ð Þ½ �f g ¼ f bowls ¼ 30;000 pp½ �, bottles ¼ 30;000 pp½ �, ½14;000 Eurosg
(95)

Cust 2ð Þ½ �f g ¼ bowls ¼ 30;000 pp½ �; vases ¼ 25;000 pp½ �; 18;000 Euros½ �f g
(96)

Cust 3ð Þ½ �f g ¼ bottles ¼ 30;000 pp½ �, vases ¼ 25;000 pp½ �, 10500½ �g (97)

and we shall create the basic order (CONTRACTC).

CONTRACTC ið Þ½ �f g ¼ f Cust 1ð Þ½ �, Cust 2ð Þ½ �, Cust 3ð Þ�f g (98)

However, a set of adequate business processes should be applied in order to
manage production of products related to pre-defined orders or contracts as well,
while formula (85) should be extended about linguistic sets, which quantify those
groups of business processes – see also formula (50).

CONTRACTD ið Þ½ �f g ¼ f Cust 1ð Þ½ �, BPG1 i; j61
� �� �

, Cust 2ð Þ½ �, BPG2 i; j62
� �� �

,

Cust 3ð Þ�; BPG3 i; j6
� �� �� �

(99)

With respect to the above-mentioned issues the KPI (i, 2) content is defined via
formula (88) and KPI (i, 2) content is defined via formula (89) and we have derived
a set of the secondary KPI indicators.

KPI i; 2ð Þ ¼ f Cust 1ð Þ½ �, Cust 2ð Þ½ �, Cust 3ð Þ�f g (100)

KPI i; 3ð Þ ¼ f Cust 1ð Þ½ �, BPG1 i; j61
� �� �

, Cust 2ð Þ½ �, BPG2 i; j62
� �� �

, Cust 3ð Þ�; BPG3 i; j6
� �� �� �

(101)

Each business process group consists of appropriate business process quantified
via adequate linguistic set (see also Tables 2 and 3).

5.3.5 Determination of tertiary KPI indicators

Let us consider a group of business processes represented by Tables 2 and 3 and
let us select one of those business processes in order to derive the tertiary KPI
indicators, which are closely related to BP external and internal metrics. Formulas
(63 and 64) will be applied for those purposes. When installing adequate data in the
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above-mentioned formulas we shall get partial KPI indicators related the selected
BP external and internal metrics in form of adequate linguistic sets (see also for-
mulas (91) and (92).

KPIemb i; 3ð Þ½ �f g ¼ BP 1; 1ð Þ½ � bowls ¼ 10;000 pp½ �; 1700 Euros½ �f g (102)

KPIimb i; 3ð Þ½ �f g ¼ f BP 1; 1ð Þ½ �, HRcosts ¼ 1100 Euros½ �, DEVcosts ¼ 800½ �,
Toolcosts ¼ 300 Euros½ �g

(103)

KPIter ¼ KPIemb i; 3ð Þ⊗KPIemb i; 3ð Þ (104)

A set of derived KPI indicators via formulas (91, 92, 93) is closely related so
selected BP implemented and operated at operational management level and is
denoted as tertiary indicator set.

5.3.6 Case study – summary

The case study previous sections deals with KPI indicator creation and decom-
position steps, while those steps are closely related to three management levels: (a)
strategic, (b) tactic, and (c) operational management level. In that section an
overview summary with supplementary visual components will be done.

Product class value BPG
number

BP
Number

BP Description BP External metrics

Output prod assets Input mat.
Costs

[bowls = 30,000 pp] [BPG1
(i, 1)],

BP (1,1) BP (1,1)
Description

[bowls = 10,000 pp] 1700 Euros

[BPG1
(i, 2)],

BP (1,2) BP (1,2)
Description

[bowls = 10,000 pp] 1700 Euros

[BPG1
(i, 3)],

BP (1,3) BP (1,3)
Description

[bowls = 10,000 pp] 1700 Euros

Source: The Authors.

Table 2.
Business processes as the BP group members (external metrics).

Product class value BPG
number

BP
Number

BP Description BP Internal metrics

HR Costs Dev
costs

Tool
cost

[bowls = 30,000 pp] [BPG1
(i, 1)],

BP (1,1) BP (1,1)
Description

1100Euros 800 300

[BPG1
(i, 2)],

BP (1,2) BP (1,2)
Description

1100Euros 800 300

[BPG1
(i, 3)],

BP (1,3) BP (1,3)
Description

1100Euros 800 300

Source: The Authors.

Table 3.
Business processes as the BP group members (internal metrics).
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5.3.6.1 Strategic management level

In order to determine, the KPI indicators related to strategic management level,
an appropriate data concerned with market research and internal resources needed
for providing business. In that case, the business is closely related to the company,
which deals with utility glass production, while there are two types of production:
(a) manually oriented and (b) machinery oriented production. Further KPI expla-
nations are closely related to manually oriented production, which is considered to
be the core business process and the initial KPI indicator KPI (0) is assigned to that
process. The KPI (0) indicator has a nature of top linguistic set, which consists of
subordinated linguistic sets (see also formula (53).

KPImanp 0ð Þf g ¼ Xtotfinmanpassets 0ð Þ ¼ 1;000;000 Euros½ �,
Xtotmatmanpassets 0ð Þ ¼ 100;000 pp½ �, Xtotmatmanpcosts 0ð Þ ¼ 50;000 Euros½ �,

Xtotfinmanpcosts 0ð Þ ¼ 200;000 Euros½ �g
(105)

The KPImanp (0) indicator seems to be the initial KPI indicator and creates basis
for deriving of primary KPI indicators calculated with respect of actual firm or
company internal financial resources and represented by coefficient Coef. A set of
initial KPI indicators is shown in Figure 1, while a set of the main initial KPI indicator
KPImanp (0) is shown in Figure 2 and its components are determined based on
initial KPI indicators (see also Figure 1) and coefficient Coef (see also Figure 2).

5.3.6.2 Tactic management level

The main business processes and appropriate BSC perspectives should be inves-
tigated and discussed at tactic management level. Only two perspectives (cus-
tomer’s and internal BP) perspective are within that case study, while adequate

Figure 1.
A set of initial KPI indicators. Source: The authors.

Figure 2.
Inputs for calculating the primary KPI indicators. Source: The authors.
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primary KPI indicators represent outgoing inputs for those perspectives as well. The
case study is divided in two levels at that management level. The first level is closely
related to dividing the products to be produced and sold to adequate types and
classes (bowls, bottles, vases) and assigned to pre-defined customers Customer 1,
Customer 2 and Customer 3, while such assignment enables generating appropriate
contract (CONTRACTCS C(I)). On the other hand a set of adequate internal BP is
being assigned to assure production of articles, which create an integral part of the
(CONTRACTCS C(I)) and creates an extended contract (CONTRACTCS D(I))
business process management point of view (see also Figure 3).

5.3.6.3 Operational management level

The subordinated or elementary business processes and their external and met-
rics should be investigated and discussed at operational management level. In

Figure 3.
Example of CONTRACTC (i) and CONTRACTD (i) development. Source: The authors.
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general, BP external metrics deals with BP material inputs, while appropriate mate-
rial costs play a role of principle importance. However, this is only one side of the
coin, while the BP output products create an integral part of BP external metrics as
well. The KPI indicator closely related to BP external metrics is postulated via
formula (106). In order to express adequate numerical values the secondary KPI
indicators concerned to output products and input materials should be applied.

KPIBP 1ð Þ ¼ KPI_BPemet i; jð Þ½ �f g ¼ f MATfincosts i; jð Þ½ �, MROPselmatassets i; jð Þ½ �,
MROPselfinassets i; jð Þ½ �g

(106)

However, any BP is represented by its internal metrics as well, while he KPI
indicator closely related to BP external metrics is postulated via formula (107). In
order to express adequate numerical values the secondary KPI indicators concerned
to output products and input materials should be applied.

KPIBP 2ð Þ ¼ KPI_BPimet i; jð Þ½ �f g ¼ f½ðDEV_costs i; j11ð Þ, ðDEV_assets i; j12ð Þ�,
½ðTOOL_costs i; j21ð Þ, ðTOOL_assets i; j22ð Þ�, f½ðHR_costs i; j31ð Þ, ðHR_assets i; j32ð Þ�g

(107)

The total business process KPI indicator value might be postulated with respect
to formula (56). A detailed visualization of the above-mentioned KPI indicator
components are shown in Figure 4.

However, The sets [(DEV_assets (i,j12)] and [(TOOL_assets(i,j22)] are closely
related to depreciation and amortization of devices and tools, as while, [(HR_assets
(i,j32)] are closely related to extra contributions generated by employees.

Figure 4.
A detailed visualization of BP KPI indicator components. Source: The authors.
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5.4 Design and implementation model

5.4.1 General overview

The BPLM Strategy Creator should be implemented and operated like aim ori-
ented knowledge based or expert system (ES), which consist of an appropriate
knowledge base (KB) and inference engine (IE). Both of two subsystems consist of
three components closely related to strategic, tactic and operational management
levels. However, knowledge contained within KB are being represented via ade-
quate reference databases (RDBs) and semantic networks (SNWs) as well, while IE
should enable retrieval and presentation of knowledge contained in ES-KB and
generation of new (primary) knowledge based on knowledge actually contained
within ES-KB. An interaction between RDBs and SNWs provide transformations
rules converted into appropriate transformation functions.

BPLM Strategy Creator is being implemented and operated via adequate knowl-
edge based (expert system), which consists of two subsystems denoted as
BPLM_01_06_06_01 ES Knowledge Base and BPLM_01_06_06_02 ES Inference
Engine. The Knowledge Base subsystem operates over knowledge base, which con-
tains adequate knowledge, while the Inference Engine subsystem provides retrieval
and presentation of knowledge contained within knowledge base and new knowl-
edge discovery based on existed one [25].

When considering the knowledge-based content, we have to talk about knowl-
edge representation. The knowledge representation principle applied within that
project is based on existence of reference databases (RDBs), transformation rules
(TRrules), transformation tools (TRtools) and semantic networks (SNWs) and is
closely related to an appropriate management level (strategic, tactic, operation.

5.4.2 BPLM ES knowledge base

The BPLM ES Knowledge Base functionality is being assured via four modules:
(a) Data preparation (b) Reference Database (RDBs) (c) Creation, Semantic Net-
work (SNWs) creation and (d) Import of SNWs to Knowledge Base. The Data
preparation component is running within four subordinated steps and modules:
(a-1) Data extraction, (a-2) Data transformation, (a-3) RDBs update, (a-4) SNWs
creation.

In the first step, an appropriate data is extracted from various documents or they
are prepared as a result of the document semantic analysis, while in the second step
their structure should be transformed to adequate RDBs structure and stored to the
RDBs and pre-defined SNWs pointers are being generated. Afterwards, in the third
step, all the above –mentioned data are stored to linguistic sets and prepared RDBs
subsequently. In the fourth step appropriate SNWs are being created and stored to
BPLM ES Knowledge base.

5.4.3 BPLM ES inference engine

The BPLM ES Knowledge Base functionality is being assured via four modules:
(a) KB content retrieval, (b) Knowledge discovery and (c) Presentation layer. The
KB content retrieval operates based on Knowledge general and detailed require-
ment, which enables selection of appropriate knowledge records, while the selected
knowledge record content is visualize via Presentation layer, which consist of the
following modules: (c-1) Strategic layer, (c-2) Tactic layer, (c-3) Operational layer
and (c-4) Analytical layer

185

Business Process Linguistic Modeling: Theory and Practice Part I: BPLM Strategy Creator
DOI: http://dx.doi.org/10.5772/intechopen.95096



general, BP external metrics deals with BP material inputs, while appropriate mate-
rial costs play a role of principle importance. However, this is only one side of the
coin, while the BP output products create an integral part of BP external metrics as
well. The KPI indicator closely related to BP external metrics is postulated via
formula (106). In order to express adequate numerical values the secondary KPI
indicators concerned to output products and input materials should be applied.

KPIBP 1ð Þ ¼ KPI_BPemet i; jð Þ½ �f g ¼ f MATfincosts i; jð Þ½ �, MROPselmatassets i; jð Þ½ �,
MROPselfinassets i; jð Þ½ �g

(106)

However, any BP is represented by its internal metrics as well, while he KPI
indicator closely related to BP external metrics is postulated via formula (107). In
order to express adequate numerical values the secondary KPI indicators concerned
to output products and input materials should be applied.

KPIBP 2ð Þ ¼ KPI_BPimet i; jð Þ½ �f g ¼ f½ðDEV_costs i; j11ð Þ, ðDEV_assets i; j12ð Þ�,
½ðTOOL_costs i; j21ð Þ, ðTOOL_assets i; j22ð Þ�, f½ðHR_costs i; j31ð Þ, ðHR_assets i; j32ð Þ�g

(107)

The total business process KPI indicator value might be postulated with respect
to formula (56). A detailed visualization of the above-mentioned KPI indicator
components are shown in Figure 4.

However, The sets [(DEV_assets (i,j12)] and [(TOOL_assets(i,j22)] are closely
related to depreciation and amortization of devices and tools, as while, [(HR_assets
(i,j32)] are closely related to extra contributions generated by employees.

Figure 4.
A detailed visualization of BP KPI indicator components. Source: The authors.

184

Operations Management - Emerging Trend in the Digital Era

5.4 Design and implementation model

5.4.1 General overview

The BPLM Strategy Creator should be implemented and operated like aim ori-
ented knowledge based or expert system (ES), which consist of an appropriate
knowledge base (KB) and inference engine (IE). Both of two subsystems consist of
three components closely related to strategic, tactic and operational management
levels. However, knowledge contained within KB are being represented via ade-
quate reference databases (RDBs) and semantic networks (SNWs) as well, while IE
should enable retrieval and presentation of knowledge contained in ES-KB and
generation of new (primary) knowledge based on knowledge actually contained
within ES-KB. An interaction between RDBs and SNWs provide transformations
rules converted into appropriate transformation functions.

BPLM Strategy Creator is being implemented and operated via adequate knowl-
edge based (expert system), which consists of two subsystems denoted as
BPLM_01_06_06_01 ES Knowledge Base and BPLM_01_06_06_02 ES Inference
Engine. The Knowledge Base subsystem operates over knowledge base, which con-
tains adequate knowledge, while the Inference Engine subsystem provides retrieval
and presentation of knowledge contained within knowledge base and new knowl-
edge discovery based on existed one [25].

When considering the knowledge-based content, we have to talk about knowl-
edge representation. The knowledge representation principle applied within that
project is based on existence of reference databases (RDBs), transformation rules
(TRrules), transformation tools (TRtools) and semantic networks (SNWs) and is
closely related to an appropriate management level (strategic, tactic, operation.

5.4.2 BPLM ES knowledge base

The BPLM ES Knowledge Base functionality is being assured via four modules:
(a) Data preparation (b) Reference Database (RDBs) (c) Creation, Semantic Net-
work (SNWs) creation and (d) Import of SNWs to Knowledge Base. The Data
preparation component is running within four subordinated steps and modules:
(a-1) Data extraction, (a-2) Data transformation, (a-3) RDBs update, (a-4) SNWs
creation.

In the first step, an appropriate data is extracted from various documents or they
are prepared as a result of the document semantic analysis, while in the second step
their structure should be transformed to adequate RDBs structure and stored to the
RDBs and pre-defined SNWs pointers are being generated. Afterwards, in the third
step, all the above –mentioned data are stored to linguistic sets and prepared RDBs
subsequently. In the fourth step appropriate SNWs are being created and stored to
BPLM ES Knowledge base.

5.4.3 BPLM ES inference engine

The BPLM ES Knowledge Base functionality is being assured via four modules:
(a) KB content retrieval, (b) Knowledge discovery and (c) Presentation layer. The
KB content retrieval operates based on Knowledge general and detailed require-
ment, which enables selection of appropriate knowledge records, while the selected
knowledge record content is visualize via Presentation layer, which consist of the
following modules: (c-1) Strategic layer, (c-2) Tactic layer, (c-3) Operational layer
and (c-4) Analytical layer

185

Business Process Linguistic Modeling: Theory and Practice Part I: BPLM Strategy Creator
DOI: http://dx.doi.org/10.5772/intechopen.95096



6. Conclusion

We have developed the BPLM Strategy Creator conceptual model, which should
operate with several types of KPI indicators and which should provide the KPI
creation at strategy management level and decompose them to tactic and opera-
tional management levels. With respect to that fact, we define the initial KPI
indicators created based on research market results, regardless the firm or company
internal resources. Afterwards, an appropriate analysis of the firm or company inter-
nal resources should be provided6, the results of which could enable generating of so
called primary KPI indicators, which reflect real possibilities in providing the firm
or company business with respect it actual internal resources. However, the initial
and primary KPI indicators should be generated at strategic management level as
well, while they create basis for determination of KPI indicators at tactic (secondary
KPI indicators) and operational management level (tertiary KPI indicators). The
secondary and tertiary KPI indicators seem to be results of adequate KPI
decomposition.

When considering the BPLM Strategy Creator implementation aspects, we have
designed structure and functionality of an appropriate expert system (ES), which
should be implemented with use of graph databases (GraphDB) based on an ade-
quate logical and physical model7.

The ES should contain an inference engine, which could contain a presentation
layer, which should enable the KPI visualizing in form, which is very closed to text
in natural language (TNL text) supplied by adequate graphical information and this
is considered to be main significance related to the BPLM Strategy creator utiliza-
tion in a practice.
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Chapter 9

Business Process Linguistic
Modeling: Theory and Practice
Part II: BPLM Business Process
Designer
Jozef Stašák, Jaroslav Kultan, Peter Schmidt
and Bouafia Khawla

Abstract

The business activities provided within any firm or company should be checked
and controlled continuously, while two principal approaches should be applied:
(a) qualitative monitoring, (b) quantitative evaluations and getting to know the rules,
which regulate structure and functionality of business processes (BPs) implemented
and operated there plays a role of principle importance and they are derived based
on actual BP models. Therefore we have designed a conceptual model of application
denoted as BPLM Process Designer in form of expert system (ES) operating based
on principles closely related to business process linguistic modeling approach,
where linguistic sets and PBPL Equation play a role of principle importance. Our
contribution contains such application description from qualitative, quantitative
and design point of view. The ES qualitative description contains references to
appropriate math relations and algorithms postulated within subsequent sections.
Those sections are accompanied by the case study, which indicates how the math
relations and algorithms might be applied within BPLM Process Designer function-
ality. However, those sections are accompanied by ES structure and functionality
description as well, which represent the BPLM Process Designer mean or facility.

Keywords: business, process, linguistic, modeling, designer

1. Introduction

Nowadays, business competition causing companies to optimize existing busi-
ness processes within the organization. Analysis the business process modeling is a
tool to evaluate and make improvements over the business process (BP) there.
Through the analysis of business they can decide which one is optimal or not
optimal run and give attention to it. Business process modeling is that activity
aimed at the representation of all or some elements in order to produce a cohesive
model of the behavior required to deliver a service and/or product to a customer or
another part of the organization [1]. There are some techniques to model the
business process. In practice it is not easy to determine which techniques are
suitable and easily understood by stakeholders. However, the similar situation
might happen, when considering relations among business process analysts and the
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people who provide BP implementation and execution as well, while requires
research on comparative of business process modeling techniques to overcome the
above problems. This research is limited in four business process modeling tech-
niques which often used the comparative analysis phase. Four business process
modeling techniques are: (a) Data Flow Diagram (DFD), (b) Business Process
Modeling Notation (BPMN), (c) Activity Diagram, or (d) Integration Definition for
Function Modeling (IDEF0) and all the above-mentioned techniques together with
ARIS methodology [2–4] create an integral part of so called BP modeling standard-
ized approach. On the other hand there are a lot of BP modeling methods and
techniques based on semantic and ontology approach or based on analysis of texts in
natural language [5–7] (TNL texts), which describe the BP structure and function-
ality, while BP modeling based on semantic and ontology [5, 8–11] principles play a
role of significant importance too. However, there is another one group of BP
modeling approaches and methodologies, which are based on so called linguistic set
[12, 13] and Principle Businesses Process Linguistic Modeling Equation (PBPL
Equation) [14–16], which regulates relations among them. This approach is denoted
as business process linguistic modeling (BPLMModeling) covered by BPLM Process
Modeling System, which consists of Business Process Strategy Creator [4, 17–20]
and BPLM Designer, the design of its conceptual model seems to be the main goal of
that contribution, while adequate BP model views should be respected, it means
functional, process, information and knowledge-based support BP model view.

In order to achieve, the main goal four partial and subordinated aims should be
postulated and fulfilled. The first partial aim is closely related to BPLM Process
Designer qualitative proposal design (see also Section 4.1). The second partial aim is
closely related to quantification of BPLM Designer structure and functionality, where
adequate linguistic sets and PBPL Equation is applied (see also Section 4.2). The third
partial aim is concerned with derivation of BP function (BPF) rules, which regulate
the BP and BPF functionality (see also Section 4.3) and the fourth partial aim deals
with BPLM Process Designer - implementation and operation (see also Section 4.5).
However, an appropriate case study creates an integral part of that contribution, the
aim of which is to show how the derived math relations and algorithms should be
applied related to BPLM Process Designer functionality as well (see also Section 4.4).

2. State of the art

2.1 Business process modeling -standardized, semantic and ontology approach

2.1.1 Standardized approach

At present, business process management becomes a matter of principal impor-
tance all over the world and the development trends indicate leaving for the isolated
business process (BP) e. g. sales or purchase and investigation of business process
complexity is considered to be more and more important. After WW2, the systems
related to managerial quality have been aimed to features of articles in most cases. A
need to stabilize a quality of products has flown into management of those business
processes, which were closely related to production of products. At present, the
firms or companies investigate not only internal processes; however they pay an
appropriate attention to external business processes as well [21], while an under-
standing of BP structure and functionality incl. Creating of appropriate models
(modeling) creates an integral part of business process management too. When
looking at business process modeling (BPM) modern history, the first steps in these
branches are closely related to ARIS methodology created by prof. Scheer [2, 4] who
developed an adequate application for those purposes denoted as ARIS System,
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while that methodology seems to be a standard utilized round the world and this
modeling approach is denoted as standardized BP modeling approach [3, 22]. This
approach has been applied in seventies of twentieth century, while it was based on
the principle that a quality of products is determined by quality of production
business process and their check and control and management is considered to be a
matter of principal importance. However, there are other approaches based on
symbolic, semantic and linguistic methodologies [12] where a text in natural lan-
guage (English, Slovak, Czech, etc.) – TNL Text, together with methodologies
based on BP ontologies play a role of principle importance as well and create basis
for establishment of so called BP modeling symbolic, semantic and ontology
approach, are very briefly discussed within Section 2.1.2.

2.1.2 Business process models based on symbolic, semantic and ontology approach

In current business process models, the functional perspective (also can be
referred to in the literature as business capability, functionality or business func-
tion) for each process activity is limited to its label [23, 24], while an appropriate
symbol, which creates basis for business process modeling. On the other hand a
single label is not enough to describe properly the capability of a particular process
element (i.e. activity, fragment or entire process). Using labels only prevents stake-
holders from easily and quickly understanding business processes or identifying the
differences and commonalities between them in terms of business properties
[23–26]. When required, stakeholders need to read the business process documen-
tation in order to find out what a process element does, expressed in terms of
business properties. All the above-mentioned create basis for business process
modeling symbolic approach. However, in the literature, several languages for BP
have been proposed. Such languages can be sketchily gathered in three large groups
(a) Descriptive languages, (b) Procedural languages and (c) ontology-based process
languages, such as those declared in [6, 7, 24, 26]. This group of languages have a
wider scope, aiming at modeling semantically rich processes in an ontological con-
text, and have been conceived not directly connected to the business world [27, 28].

2.2 Business process modeling -linguistic approach: theory

In general, the linguistic modeling approach described and discussed in that
contribution is based on the business process, the qualitative and quantitative
aspects might be described via standardized TNL text logical sentences, a content of
which is quantified via specialized types of sets denoted as linguistic sets, and
relations among them are being quantified via PBPL Equation, and any BP to be
modeled is represented via specialized linguistic sets closely related to its external
and internal metrics [29]. On the other hand, the fact that the modeled BP horizon-
tal structure is created by business process functions, which the BP to be modeled
consists of plays a role of principle importance and might be quantified by one
linguistic set, which contains three subordinated ones: (a) transformation rules,
transformation functions and (c) BPF external and internal metrics. An establish-
ment of transformation rules and transformation functions together with relations
among BPF internal and external metrics and BPF transformation functions is
discussed within Section 4. However, that section deals with that application
implementation and operation as well, while that application is an expert system,
where the knowledge stored in an appropriate knowledge base are represented with
the use of reference databases (RDBs) and sematic networks (SNWs). This
approach is denoted as BP modeling linguistic approach (BPLM Approach) and will
be discussed within further sections of that contribution [15].
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2.3 Business process modeling -linguistic approach—application programs

Business Process Management (BPM) has been receiving increasing attention in
recent years. Many organizations have been adapting their business to a process-
centered view since they started noticing its potential to reduce costs, improve
productivity and achieve higher levels of quality. However, implementing BPM in
organizations requires time, making the automation of process identification and
discovery highly desirable. To achieve this expectation, the application of Natural
Language Processing (NLP) techniques and tools has emerged to generate process
models from unstructured text. However, no BPLM functional application pro-
grams were found, which would be similar to system ARIS or Bizagi application
programs and which could be tested for practical purposes.

There are techniques applied to the BPM life-cycle phases of process identifica-
tion, process discovery and process analysis as well as tools to support process
discovery. The results of the present study may be valuable to support research in
extraction of business process models from natural language text [6, 7, 24, 25, 30].

3. Research methods

In order to achieve, the main goal four partial and subordinated aims a set of
adequate research methods should be postulated and applied:

• Business process linguistic modeling (BPLM) approach, where linguistic set
seem to be elements of principle importance and the PBPL Equation as well.

• With respect to pre-defined partial aims, functional, process, information and
knowledge based support views should be postulated and quantified via
linguistic sets and PBPL Equation

• As a result of that, the BPF main linguistic set together with transformation
rules and transformation functions should be defined as well as subsets related
to internal BPF metrics.

• A set of reference databases (RDBs) and SNWs should be designed in order be
possible to generate valid rules, which regulate BP and BPF structure and
functionality

• An appropriate expert system - ES (knowledge base and inference engine)
should be designed, where the above-mentioned rules could be stored and
accessible to authorized users via inference engine components, while the ES
should be implemented with the use of Ontotext components.

4. Results and discussion

4.1 BPLM process designer – structure and functionality BPLM process
designer – structure and functionality – qualitative view

4.1.1 General overview

A real business is getting started, after an appropriate business strategy creation
and implementation. However, any business might be running properly and
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efficiently without running adequate business process (BP) as well, while their
structure and functionality plays a role of principle importance. The BP structure
represents BP static aspects, however the BP functionality is closely related to BP
dynamics and performance, the result of which are being compared with KPI
indicators established within evaluation of the or company business strategy. As a
result of that, we have to know the BP structure and functionality, where business
process modeling and BP modeling tools seem to be very significant important
matter. However, there exist many different approaches BP modeling, incl./
methods and techniques as well, while the ARIS methodology designed by prof.
Scheer [2, 4] seems to be the standard applied round the globe. On the other hand,
many other approaches and methodologies related o business process modeling
exist, while one of the is denoted as business process linguistic modeling (BPLM)
based on existence of so called linguistic sets, which create basis for BP static aspects
quantifying, while they create basis of Principle Businesses Process Linguistic
Modeling Equation (PBPL Equation), which enables quantifying BP functionality
aspects. We shall discuss those principles within, next subsections.

4.1.2 Business process model views

However, the ARIS methodology creates basis for BPLM approach as well, while
there are defined BP model four views: (a) functional view, (b) process view, (c)
data view and (d) organizational view as well, we shall apply and modify them as
follows: (a) functional view, (b) process view, (c) information support view, (d)
knowledge-based view and (e) organization support view and all those views will
be respected, when creating the BPLM Designer, which creates an integral part of
the entire business process linguistic modeling system (BLM System). On one hand,
the BPLM Designer seems to a subsystem closely related to the BPLM System, while
it consist of the following components: (a) BPLM Process Analysis and Design, (b)
BPLM Process simulation and (c) BPLM Optimization component, while the BP
Architecture model seems to be the main result of BPLM Designer functionality.

4.1.3 Business process model functional view

Business process model functional view represents a functionality of core,
main, subordinated, and elementary business processes implemented and operated
within actual firm or company and indicates appropriate relations among them,
however that view does not indicate any BP outposts and BP inputs. The
adequate BPs are being quantified via appropriate linguistic sets and relations
among the is quantified via PBPL Equation with respect o Consideration no 1
(see also Section 4.2.1).

4.1.4 Business process model process view

The ARIS methodology describes the BP model process view as a sequence of
business process functions (BPFs), which the actual business process consists of and
does not consider about BPF structure and functionality. In general, any BPF pro-
vides conversion (transformation) of BP inputs to BP pre-defined outputs and
consist of: (a) transformation rules, (b) transformation tools and BP internal met-
rics items, while the BP internal metrics items and values are closely related to BP
transformation tools as well and they are quantified via appropriate linguistic sub-
sets, which create an integral part of the actual BPF linguistic set {[BPF (i, j)]},
while formula (1) might be postulated.
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2.3 Business process modeling -linguistic approach—application programs
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• An appropriate expert system - ES (knowledge base and inference engine)
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4. Results and discussion

4.1 BPLM process designer – structure and functionality BPLM process
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194

Operations Management - Emerging Trend in the Digital Era

efficiently without running adequate business process (BP) as well, while their
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dynamics and performance, the result of which are being compared with KPI
indicators established within evaluation of the or company business strategy. As a
result of that, we have to know the BP structure and functionality, where business
process modeling and BP modeling tools seem to be very significant important
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exist, while one of the is denoted as business process linguistic modeling (BPLM)
based on existence of so called linguistic sets, which create basis for BP static aspects
quantifying, while they create basis of Principle Businesses Process Linguistic
Modeling Equation (PBPL Equation), which enables quantifying BP functionality
aspects. We shall discuss those principles within, next subsections.

4.1.2 Business process model views

However, the ARIS methodology creates basis for BPLM approach as well, while
there are defined BP model four views: (a) functional view, (b) process view, (c)
data view and (d) organizational view as well, we shall apply and modify them as
follows: (a) functional view, (b) process view, (c) information support view, (d)
knowledge-based view and (e) organization support view and all those views will
be respected, when creating the BPLM Designer, which creates an integral part of
the entire business process linguistic modeling system (BLM System). On one hand,
the BPLM Designer seems to a subsystem closely related to the BPLM System, while
it consist of the following components: (a) BPLM Process Analysis and Design, (b)
BPLM Process simulation and (c) BPLM Optimization component, while the BP
Architecture model seems to be the main result of BPLM Designer functionality.

4.1.3 Business process model functional view

Business process model functional view represents a functionality of core,
main, subordinated, and elementary business processes implemented and operated
within actual firm or company and indicates appropriate relations among them,
however that view does not indicate any BP outposts and BP inputs. The
adequate BPs are being quantified via appropriate linguistic sets and relations
among the is quantified via PBPL Equation with respect o Consideration no 1
(see also Section 4.2.1).

4.1.4 Business process model process view

The ARIS methodology describes the BP model process view as a sequence of
business process functions (BPFs), which the actual business process consists of and
does not consider about BPF structure and functionality. In general, any BPF pro-
vides conversion (transformation) of BP inputs to BP pre-defined outputs and
consist of: (a) transformation rules, (b) transformation tools and BP internal met-
rics items, while the BP internal metrics items and values are closely related to BP
transformation tools as well and they are quantified via appropriate linguistic sub-
sets, which create an integral part of the actual BPF linguistic set {[BPF (i, j)]},
while formula (1) might be postulated.
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BPF i, jð Þ½ �f g ¼ BPF_TR i, j1ð Þ½ �, BPF_TT i, j2ð Þ½ �, BPF_IM i, j3ð Þ½ �f g (1)

where
i = 1, 2 …n is the index which indicates the BP, which an appropriate BPF is

beingassigned to.
[BPF_TR (i, j1)] - Transformation rule linguistic set – the set elements represent

math rules and algorithms, which regulate the BPF transformation process
[BPF_TT (i, j2)] - Transformation tool linguistic set – the set elements represent

closely related to human resources HRs, production technological device resources
PDEV and production technological tool resources PTOOL, while formula (2) might
be postulated

BPF_TT i, j2ð Þ½ � ¼ HRs i, j21ð Þ, PDEV i, j22ð Þ, PTOOL i, j23ð Þð Þð½ (2)

where
(HRs (i, j22), � the linguistic set, which contains data closely related to human

resources, which participate at transformation operations within actual
BPFfunctionality.

(PDEV (i, j21), � the linguistic set, which contains data closely related to
production technological device resources, which participate at transformation
operations within actual BPF functionality.

(PTOOL (i, j21), � the linguistic set, which contains data closely related to
production technological tool resources, which participate at transformation
operations within actual BPF functionality.

[BPF_IM (i, j3)]} - BP internal metrics linguistic set, the content of which
represent subsets, which contain data closely related to operational and technical
parameters of to production technological device resources and theoretical knowl-
edge and practical skills of human resources

However, any BP is represented by external metrics items, which are closely
related to actual BP inputs and outputs as well. The actual linguistic sets and
algorithms concerned with relations among them are described in Section 4.2.2 via
Consideration no. 2.

4.1.5 Business process model information support view

In general, no business process proper and efficient functionality is possible
without appropriate information support. At that level, the information support
deals with reference database (RDBs) functionality and corresponds with their
conceptual, logical and physical model. All linguistic seta related to BPF structure
and functionality are stored in those RDBs and are closely related to BPF knowledge
based support, while they contain pointers to appropriate semantic networks
(SNWs), which create basis of BP knowledge-based support. However, they con-
tain pointers to external data or information support resources (SAP components
especially).

The actual linguistic sets and algorithms concerned with relations among them
are described in Section 4.2.3 via Consideration no. 3.

4.1.6 Business process model knowledge-based support view

In a previous section, we have postulated that no business process proper and
efficient functionality is possible without appropriate information support.
However, the same is concerned with the BP knowledge-based support. The BP
knowledge-based support provides interconnection between the BP process and
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information support view at two levels: (a) internal level and (b) external level. On
one hand, the internal level is closely related to BPF transformation rules and
transformation tools, while the BPF rules regulate the BP tools and the semantic
networks are interconnected to RDBs within knowledge representation process. On
the other hand, the external level is related to external data sources and transfor-
mation of selected from them in order to be possible a generation of new knowledge
based on existing one and the above-mentioned data selected and transferred from
external data resources. However, at that level adequate linguistic sets and relation
among them play a role of principle importance as well, while they are described
within Section 4.2.4 and Consideration no. 4 too.

4.2 BPLM process designer – structure and functionality BPLM process
designer – structure and functionality – quantitative view

4.2.1 BP functional view consideration no. 1

The functional view deals with the BP vertical structure, which is created by
core business processes (CBP), main business processes (MBP), subordinated
business processes (SBP) and elementary business processes1 (EBP).

The view on a process as a structured chain of activities has a direct coupling
to coordination as defined by Malone & Crowston. Coordination is simply the
management of the dependencies between these activities. This implies that
coordination is an activity in itself carried out by some actors. The work object of
the coordination activity is coordination manifested as various tangible and
intangible elements in the organization.

Now, we shall try quantifying those aspects with the use of PBPL Equation [25, 26].
BP Model Functional view quantification with the use of PBPL Equation.
Let us consider a core business process CBP (0, I) Utility Glass Production

represented by the {CBP (I, j)} linguistic set being decomposed into CBP (0, 1)
Utility Glass Production Preparation denoted as CBP (i’, j’) represented by {CBP
(i’, j’)} linguistic set i’ = 1… …n’ j = 1… ..m1’ and CBP (i”, j”) i’ = 1… .n”, j = 1… .m1”

Utility Glass Production Management represented by {CBP (i”, j”)} linguistic set,
while the {CBP (i’, j’)} and {CBP (i”, j”)} are considered to be the linguistic subsets
relating to the {CBP (I, j)}, while formula (3) might be postulated.

CBP I, jð Þf g ¼ CBP i’, j’ð Þg½ �, CBP i”, j”ð Þ½ �f g (3)

However, the CBP (0, I) business process is represented by its own internal and
external metrics as well, while formulas (4) and (5) might be postulated.

CBP I, jð Þf g � CBPm I, jð Þf g (4)

CBPm I, jð Þf g ¼ CBPmint I, jð Þ½ �, CBPmiext I, jð Þ½ �f g (5)

Where index i’ represents a hierarchic level of BP to be investigated and j’ index
represents a number subordinated processes relating to the BP investigated.

Now, we shall try to investigate how the superior core business process together
with its internal and external metrics should be decomposed related to lower levels
of management. With respect to this issue, we shall postulate two important
questions.

1 The BP, which cannot be decomposed in other subordinated one or its further decomposition is

meaningless from practical point of view is denoted as the elementary process.
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BPF i, jð Þ½ �f g ¼ BPF_TR i, j1ð Þ½ �, BPF_TT i, j2ð Þ½ �, BPF_IM i, j3ð Þ½ �f g (1)

where
i = 1, 2 …n is the index which indicates the BP, which an appropriate BPF is

beingassigned to.
[BPF_TR (i, j1)] - Transformation rule linguistic set – the set elements represent

math rules and algorithms, which regulate the BPF transformation process
[BPF_TT (i, j2)] - Transformation tool linguistic set – the set elements represent

closely related to human resources HRs, production technological device resources
PDEV and production technological tool resources PTOOL, while formula (2) might
be postulated

BPF_TT i, j2ð Þ½ � ¼ HRs i, j21ð Þ, PDEV i, j22ð Þ, PTOOL i, j23ð Þð Þð½ (2)

where
(HRs (i, j22), � the linguistic set, which contains data closely related to human

resources, which participate at transformation operations within actual
BPFfunctionality.

(PDEV (i, j21), � the linguistic set, which contains data closely related to
production technological device resources, which participate at transformation
operations within actual BPF functionality.

(PTOOL (i, j21), � the linguistic set, which contains data closely related to
production technological tool resources, which participate at transformation
operations within actual BPF functionality.

[BPF_IM (i, j3)]} - BP internal metrics linguistic set, the content of which
represent subsets, which contain data closely related to operational and technical
parameters of to production technological device resources and theoretical knowl-
edge and practical skills of human resources

However, any BP is represented by external metrics items, which are closely
related to actual BP inputs and outputs as well. The actual linguistic sets and
algorithms concerned with relations among them are described in Section 4.2.2 via
Consideration no. 2.

4.1.5 Business process model information support view

In general, no business process proper and efficient functionality is possible
without appropriate information support. At that level, the information support
deals with reference database (RDBs) functionality and corresponds with their
conceptual, logical and physical model. All linguistic seta related to BPF structure
and functionality are stored in those RDBs and are closely related to BPF knowledge
based support, while they contain pointers to appropriate semantic networks
(SNWs), which create basis of BP knowledge-based support. However, they con-
tain pointers to external data or information support resources (SAP components
especially).

The actual linguistic sets and algorithms concerned with relations among them
are described in Section 4.2.3 via Consideration no. 3.

4.1.6 Business process model knowledge-based support view

In a previous section, we have postulated that no business process proper and
efficient functionality is possible without appropriate information support.
However, the same is concerned with the BP knowledge-based support. The BP
knowledge-based support provides interconnection between the BP process and
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information support view at two levels: (a) internal level and (b) external level. On
one hand, the internal level is closely related to BPF transformation rules and
transformation tools, while the BPF rules regulate the BP tools and the semantic
networks are interconnected to RDBs within knowledge representation process. On
the other hand, the external level is related to external data sources and transfor-
mation of selected from them in order to be possible a generation of new knowledge
based on existing one and the above-mentioned data selected and transferred from
external data resources. However, at that level adequate linguistic sets and relation
among them play a role of principle importance as well, while they are described
within Section 4.2.4 and Consideration no. 4 too.

4.2 BPLM process designer – structure and functionality BPLM process
designer – structure and functionality – quantitative view

4.2.1 BP functional view consideration no. 1

The functional view deals with the BP vertical structure, which is created by
core business processes (CBP), main business processes (MBP), subordinated
business processes (SBP) and elementary business processes1 (EBP).

The view on a process as a structured chain of activities has a direct coupling
to coordination as defined by Malone & Crowston. Coordination is simply the
management of the dependencies between these activities. This implies that
coordination is an activity in itself carried out by some actors. The work object of
the coordination activity is coordination manifested as various tangible and
intangible elements in the organization.

Now, we shall try quantifying those aspects with the use of PBPL Equation [25, 26].
BP Model Functional view quantification with the use of PBPL Equation.
Let us consider a core business process CBP (0, I) Utility Glass Production

represented by the {CBP (I, j)} linguistic set being decomposed into CBP (0, 1)
Utility Glass Production Preparation denoted as CBP (i’, j’) represented by {CBP
(i’, j’)} linguistic set i’ = 1… …n’ j = 1… ..m1’ and CBP (i”, j”) i’ = 1… .n”, j = 1… .m1”

Utility Glass Production Management represented by {CBP (i”, j”)} linguistic set,
while the {CBP (i’, j’)} and {CBP (i”, j”)} are considered to be the linguistic subsets
relating to the {CBP (I, j)}, while formula (3) might be postulated.

CBP I, jð Þf g ¼ CBP i’, j’ð Þg½ �, CBP i”, j”ð Þ½ �f g (3)

However, the CBP (0, I) business process is represented by its own internal and
external metrics as well, while formulas (4) and (5) might be postulated.

CBP I, jð Þf g � CBPm I, jð Þf g (4)

CBPm I, jð Þf g ¼ CBPmint I, jð Þ½ �, CBPmiext I, jð Þ½ �f g (5)

Where index i’ represents a hierarchic level of BP to be investigated and j’ index
represents a number subordinated processes relating to the BP investigated.

Now, we shall try to investigate how the superior core business process together
with its internal and external metrics should be decomposed related to lower levels
of management. With respect to this issue, we shall postulate two important
questions.

1 The BP, which cannot be decomposed in other subordinated one or its further decomposition is

meaningless from practical point of view is denoted as the elementary process.
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(A) How the superior business process C (0, I) represented by {[CB (I, j)]}
linguistic set should be decomposed to subordinated core business processes related
to lower management levels, it means from strategic to tactic and operational man-
agement level and how the superior core business functional model should be created.

At first, we shall try to find an answer related to (A) question. In order to
achieve that, we have to define the superior core business process in form of
adequate linguistic set {CBP (I, j)} and to assign to that set an appropriate linguistic
set {b0I} = {[b0hl], [bnbp],[binm]), denoted as BP Functional View Control Linguistic
Set (BP-FWC Linguistic Set), while.

[b0hl] – is a linguistic subset element, which indicates a hierarchic level of BP to
be decomposed.

[bnbp] – is a linguistic subset element which indicates a number of business
process stored at subordinated level

[binm] – is a linguistic subset element which indicates a serial number of that BP
at appropriate hierarchic level, which should be decomposed.

Example:
Let us consider a core business process stored at hierarchic level one [bnbp] = 1,

while a serial number of that BP within appropriate hierarchic level is =1 [binm] = 1
and that BP should be decomposed in 3 subordinated business processes [bnbp] = 3.
For that case, linguistic set {b0I} elements are represented by formula (6).

b0If g ¼ b0If g ¼ b0hl½ �, bnbp
� �

, binm½ �� � ¼ b0If g ¼ 1½ �, 3½ �, 1½ �f Þ (6)

Now, let us consider the superior core CBP (I, j) business process represented by
{CBP (I, j) linguistic set, which should be decomposed in two subordinated core
processes2, which operate at strategic management level, while the {b0I} linguistic
set3 elements are postulated via formula (7).

b0If g ¼ b0If g ¼ b0hl½ �, bnbp
� �

, binm½ �� � ¼ b0If g ¼ 1½ �, 2½ �, 1½ �f Þ (7)

and the {b0I} set elements create basis for {[Petx (I, j)]} linguistic set, while
formulas (8) and (9) might be postulated.

Petx I, jð Þ½ �f g ¼ b0If g (8)

Petx I, jð Þ½ �f g ¼ b0hl½ �, bnbp
� �

, binm½ �� �
(9)

When applying the PBPL Equation formula (10) might be postulated.

Petx I, jð Þ½ �f g⊗ f½Pe I, jð Þ
¼ b0hl½ �, bnbp

� �
, binm½ �� �

⊗ fCBP I, jð Þ
¼ CBP 1, i1, j1

� �� �
, 1½ �� �

⊗ CBP 1, i2, j2
� �� �

, 2½ �� � (10)

This equation corresponds to the first hierarchic level shown in Figure 1.
Subsequently, we shall try to decompose the subordinated BP represented by

{[CBP (1, i1, j1)]} into hierarchic level 2, where three subordinated BP should be
stored and a number of the BP to be decomposed is 1. The {b0I} = {b0I} = {[b0hl],
[bnbp],[binm]}linguistic set content might be postulated as follows:

b0If g ¼ b0If g¼ b0hl½ �, bnbp
� �

, binm½ �� � ¼ b0If g ¼ 2½ �, 3½ �, 1½ �f g (11)

2 The terms business process and process are considered to be equivalent from semantic point of view.
3 The terms linguistic set and set are considered to be equivalent from semantic point of view.
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When applying PBPL Equation, the following result might be generated.

2½ �, 3½ �, 1½ �f g⊗ f CB 1, i1, j1
� �� �

, 1g½ �
¼ CB 2, i1, j1

� �� �
, 1½ �� �

⊗ CB 2, i2, j2
� �� �

, 2g½ �� �
⊗ CB 2, i3, j3

� �� �
, 3g½ �� � (12)

Finally, let us consider the business process no.1 located at hierarchic level 2,
which should be decomposed into two subordinated business processes located at
hierarchic level 3, while two subordinated processes should be stored at that level
and the {b0I} linguistic set elements are postulated with respect two formula (13).

b0If g ¼ b0If g¼ f b0hl�, bnbp
� �

, binm½ �g ¼ b0If g ¼ 3½ �, 2½ �, 1½ �f g�
(13)

When applying PBPL Equation, the following result might be generated {[3],
[2],[1]} ⊗ {[CB (2, i2, j2)],[2}]} = {[CB (3, i2, j2)],[1}]} ⊗ {[CB (3, i2, j2)],[2}]} see
also Figure 1.

The above-mentioned formulas and relations create basis for BP functional view
without BP internal and external metrics linguistic sets.

4.2.2 Process view consideration no. 2

BP Model Process view quantification with the use of PBPL Equation.
However, the BPLM Process View deals with BP horizontal structure as well, an

appropriate BP to be investigated and modeled, is selected from set of BP with
adequate vertical structure (functional view) and the BP internal and external
metrics plays a role of principle importance. Furthermore, a significant role plays
BP Input Metrics, which creates an integral part of BP External Metrics {BPEXM
(i, j4)} as well (see also formula (14). On the other hand, the BP internal metrics

Figure 1.
An example of BP functional model source: The authors.
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(A) How the superior business process C (0, I) represented by {[CB (I, j)]}
linguistic set should be decomposed to subordinated core business processes related
to lower management levels, it means from strategic to tactic and operational man-
agement level and how the superior core business functional model should be created.

At first, we shall try to find an answer related to (A) question. In order to
achieve that, we have to define the superior core business process in form of
adequate linguistic set {CBP (I, j)} and to assign to that set an appropriate linguistic
set {b0I} = {[b0hl], [bnbp],[binm]), denoted as BP Functional View Control Linguistic
Set (BP-FWC Linguistic Set), while.

[b0hl] – is a linguistic subset element, which indicates a hierarchic level of BP to
be decomposed.

[bnbp] – is a linguistic subset element which indicates a number of business
process stored at subordinated level

[binm] – is a linguistic subset element which indicates a serial number of that BP
at appropriate hierarchic level, which should be decomposed.

Example:
Let us consider a core business process stored at hierarchic level one [bnbp] = 1,

while a serial number of that BP within appropriate hierarchic level is =1 [binm] = 1
and that BP should be decomposed in 3 subordinated business processes [bnbp] = 3.
For that case, linguistic set {b0I} elements are represented by formula (6).

b0If g ¼ b0If g ¼ b0hl½ �, bnbp
� �

, binm½ �� � ¼ b0If g ¼ 1½ �, 3½ �, 1½ �f Þ (6)

Now, let us consider the superior core CBP (I, j) business process represented by
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set3 elements are postulated via formula (7).

b0If g ¼ b0If g ¼ b0hl½ �, bnbp
� �

, binm½ �� � ¼ b0If g ¼ 1½ �, 2½ �, 1½ �f Þ (7)

and the {b0I} set elements create basis for {[Petx (I, j)]} linguistic set, while
formulas (8) and (9) might be postulated.

Petx I, jð Þ½ �f g ¼ b0If g (8)

Petx I, jð Þ½ �f g ¼ b0hl½ �, bnbp
� �
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(9)

When applying the PBPL Equation formula (10) might be postulated.

Petx I, jð Þ½ �f g⊗ f½Pe I, jð Þ
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This equation corresponds to the first hierarchic level shown in Figure 1.
Subsequently, we shall try to decompose the subordinated BP represented by

{[CBP (1, i1, j1)]} into hierarchic level 2, where three subordinated BP should be
stored and a number of the BP to be decomposed is 1. The {b0I} = {b0I} = {[b0hl],
[bnbp],[binm]}linguistic set content might be postulated as follows:

b0If g ¼ b0If g¼ b0hl½ �, bnbp
� �

, binm½ �� � ¼ b0If g ¼ 2½ �, 3½ �, 1½ �f g (11)

2 The terms business process and process are considered to be equivalent from semantic point of view.
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When applying PBPL Equation, the following result might be generated.
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, 1g½ �
¼ CB 2, i1, j1

� �� �
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⊗ CB 2, i3, j3

� �� �
, 3g½ �� � (12)

Finally, let us consider the business process no.1 located at hierarchic level 2,
which should be decomposed into two subordinated business processes located at
hierarchic level 3, while two subordinated processes should be stored at that level
and the {b0I} linguistic set elements are postulated with respect two formula (13).

b0If g ¼ b0If g¼ f b0hl�, bnbp
� �

, binm½ �g ¼ b0If g ¼ 3½ �, 2½ �, 1½ �f g�
(13)

When applying PBPL Equation, the following result might be generated {[3],
[2],[1]} ⊗ {[CB (2, i2, j2)],[2}]} = {[CB (3, i2, j2)],[1}]} ⊗ {[CB (3, i2, j2)],[2}]} see
also Figure 1.

The above-mentioned formulas and relations create basis for BP functional view
without BP internal and external metrics linguistic sets.

4.2.2 Process view consideration no. 2

BP Model Process view quantification with the use of PBPL Equation.
However, the BPLM Process View deals with BP horizontal structure as well, an

appropriate BP to be investigated and modeled, is selected from set of BP with
adequate vertical structure (functional view) and the BP internal and external
metrics plays a role of principle importance. Furthermore, a significant role plays
BP Input Metrics, which creates an integral part of BP External Metrics {BPEXM
(i, j4)} as well (see also formula (14). On the other hand, the BP internal metrics

Figure 1.
An example of BP functional model source: The authors.

199

Business Process Linguistic Modeling: Theory and Practice Part II: BPLM Business Process…
DOI: http://dx.doi.org/10.5772/intechopen.95350



{BPINM (i, j4)} (see also formula (15) is created by those linguistic sets, which
make basis for BP Function (BPF) definition.

?F i, j2ð Þ j2 ¼ 1… :m2ð Þ ¼ > F i, j2ð Þ½ �? Petxj2 i, j1,ð Þ½ �? Petx i, j1,ð Þ½ �f g
¼ > Petxj2 i, j1,ð Þ½ �? F i, j2ð Þ½ �
¼ Res1j2 i, j3,ð Þ½ �? Res1 i, j3,ð Þ½ �f g (14)

?Pe i; j2ð Þ j2 ¼ 1… :m2ð Þ ¼¼ > Pe i; j2ð Þf g? Petx i; j1;ð Þ½ �f g& Res1 i; j3;ð Þ½ �f g
¼ > Petx i; j1;ð Þ½ �f g& Res1 i; j3;ð Þ½ �f g? BPEXM i; j4ð Þf g
& Pe i; j2ð Þf g? BPINM i; j5ð Þf g

(15)

4.2.3 BPM information support view

In general, a proper and an efficient functionality of any business process
depends on an adequate information support, however the question is: What the
term BP information support related to BP functionality does mean? In general, any
BP functionality and performance are closely related to BP external and internal
metrics. However, the problems of BP external and internal metrics theory are
discussed within Section 2 as well, while at that place we shall discuss aspects closely
related to so called two stage BP external and internal metrics (see also Figure 2).
What the term two stage BP external and internal metrics does mean?

In general, the implemented and operated BP is running and generates pre-
defined output products (articles) – denoted as the primary products based on
appropriated adequate material, information and financial inputs. On the other hand,
the investigated BP operates with a set of input and output information generated
based on detailed data, e.g. number of good articles nArtgood – a quality of which
corresponds to pre-defined requirements, number of repaired articles nArtrep - num-
ber of produced articles their quality does not correspond to pre-defined require-
ments and should be repaired, and number of waste articles nArtwaste - number of
produced articles their quality does not correspond to pre-defined requirements –
cannot be repaired and should be considered to be a waste. They are considered to be
detailed data and have no level of aggregation. The same is concerned with other data
closely related to BP external or internal metrics and they are being measured at

Figure 2.
Business process horizontal structure source: The authors.
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pre-defined time points, it means they are time dependent and are called BP external
and internal metrics primary data generated at the first stage.

However, that data are undertaken to an appropriate statistic evaluation and
analysis as well, while adequate statistic values are being calculated (average and
extend of variation) and a predefined time interval should be respected, when
calculating those values. Those values are of an aggregated nature and are called BP
external and internal metrics secondary data. In the next sections, we shall discuss
about that data quantification.

Consideration no. 3a.
BP external metrics primary data – quantification via linguistic sets.
Let us consider the business process, which is of a technological nature4 and

operates with selected material inputs5 represented by linguistic set {[Petx (i, j)]},
while that set consists of subsets6 [Petx (i, 1)], [Petx (i, 2)] … … [Petx (i, m1)],
which represent one part of BP external metrics.

Where

i. is index closely related to BP serial number with set of processes

j1- is index, which represents number subsets, the linguistic set {[Petx (i, j1)]}
consists of

However, that BP external metric is represented by adequate outputs as well,
while they are quantified via {[Res1 (i, j3,)]} linguistic set, which contains values
concerned with nArtgood, nArtrep, and nArtwaste items.

With respect to the above-mentioned issues, the PBPL Equation actual version
might be postulated.

Petx i, jð Þ½ �f g⊗ Pe i, j2,
� �� �� � ¼ Res1 i, j3,

� �� �� �
(16)

A fictive data, which create conted of {[Petx (i, j)]} and {[Res1 (i, j3,)]} will be
discussed within Case study section.

Now, let us have a look at {[Pe (i, j2,)]} linguistic set, which represents the
business process Pe, while that process provides transfer of material input
represented by {[Petx (i, j)]} linguistic set into final products (glass articles)
represented by {[Res1 (i, j3,)]} linguistic set.

However, the {[Pe (i, j2,)]} linguistic set contains subsets, which quantify BPFs,
the BP quantified via {[Pe (i, j2,)]} linguistic set consist of. When selecting one BPF,
we can assign to it the linguistic set {[BPF (i, jf)]}, which consists of three subsets,
while formula (17) might be postulated.

BPF i, jfð Þ½ �f g ¼ BPF_TR i, jf1
� �� �

, BPF_TT i, jf2
� �� �

, BPF_TM i, jf3
� �� �� �

(17)

Where
the subset = [BPF_TR (i, jf1)] = {[BPF_TR (i, j1)]} and the content might be

quantified via formula (16).
the subset = [BPF_TT (i, jf1)] = {[BPF_TT1 (i, j1)]} and the content might be

quantified via formula (19)
the subset = [BPF_TM (i, jf1)] = {[BPFEM (i, j1)], [BPFIM(i, j2)]} and the

content might be quantified via formulas (14) and (15).

4 Glass Article Primary Production- GAPP
5 Glass Melt - GM
6 The terms linguistic set and set are considered to be the same from semantic point of view
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{BPINM (i, j4)} (see also formula (15) is created by those linguistic sets, which
make basis for BP Function (BPF) definition.
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4.2.3 BPM information support view

In general, a proper and an efficient functionality of any business process
depends on an adequate information support, however the question is: What the
term BP information support related to BP functionality does mean? In general, any
BP functionality and performance are closely related to BP external and internal
metrics. However, the problems of BP external and internal metrics theory are
discussed within Section 2 as well, while at that place we shall discuss aspects closely
related to so called two stage BP external and internal metrics (see also Figure 2).
What the term two stage BP external and internal metrics does mean?

In general, the implemented and operated BP is running and generates pre-
defined output products (articles) – denoted as the primary products based on
appropriated adequate material, information and financial inputs. On the other hand,
the investigated BP operates with a set of input and output information generated
based on detailed data, e.g. number of good articles nArtgood – a quality of which
corresponds to pre-defined requirements, number of repaired articles nArtrep - num-
ber of produced articles their quality does not correspond to pre-defined require-
ments and should be repaired, and number of waste articles nArtwaste - number of
produced articles their quality does not correspond to pre-defined requirements –
cannot be repaired and should be considered to be a waste. They are considered to be
detailed data and have no level of aggregation. The same is concerned with other data
closely related to BP external or internal metrics and they are being measured at

Figure 2.
Business process horizontal structure source: The authors.
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pre-defined time points, it means they are time dependent and are called BP external
and internal metrics primary data generated at the first stage.

However, that data are undertaken to an appropriate statistic evaluation and
analysis as well, while adequate statistic values are being calculated (average and
extend of variation) and a predefined time interval should be respected, when
calculating those values. Those values are of an aggregated nature and are called BP
external and internal metrics secondary data. In the next sections, we shall discuss
about that data quantification.

Consideration no. 3a.
BP external metrics primary data – quantification via linguistic sets.
Let us consider the business process, which is of a technological nature4 and

operates with selected material inputs5 represented by linguistic set {[Petx (i, j)]},
while that set consists of subsets6 [Petx (i, 1)], [Petx (i, 2)] … … [Petx (i, m1)],
which represent one part of BP external metrics.

Where

i. is index closely related to BP serial number with set of processes

j1- is index, which represents number subsets, the linguistic set {[Petx (i, j1)]}
consists of

However, that BP external metric is represented by adequate outputs as well,
while they are quantified via {[Res1 (i, j3,)]} linguistic set, which contains values
concerned with nArtgood, nArtrep, and nArtwaste items.

With respect to the above-mentioned issues, the PBPL Equation actual version
might be postulated.

Petx i, jð Þ½ �f g⊗ Pe i, j2,
� �� �� � ¼ Res1 i, j3,

� �� �� �
(16)

A fictive data, which create conted of {[Petx (i, j)]} and {[Res1 (i, j3,)]} will be
discussed within Case study section.

Now, let us have a look at {[Pe (i, j2,)]} linguistic set, which represents the
business process Pe, while that process provides transfer of material input
represented by {[Petx (i, j)]} linguistic set into final products (glass articles)
represented by {[Res1 (i, j3,)]} linguistic set.

However, the {[Pe (i, j2,)]} linguistic set contains subsets, which quantify BPFs,
the BP quantified via {[Pe (i, j2,)]} linguistic set consist of. When selecting one BPF,
we can assign to it the linguistic set {[BPF (i, jf)]}, which consists of three subsets,
while formula (17) might be postulated.

BPF i, jfð Þ½ �f g ¼ BPF_TR i, jf1
� �� �

, BPF_TT i, jf2
� �� �

, BPF_TM i, jf3
� �� �� �

(17)

Where
the subset = [BPF_TR (i, jf1)] = {[BPF_TR (i, j1)]} and the content might be

quantified via formula (16).
the subset = [BPF_TT (i, jf1)] = {[BPF_TT1 (i, j1)]} and the content might be

quantified via formula (19)
the subset = [BPF_TM (i, jf1)] = {[BPFEM (i, j1)], [BPFIM(i, j2)]} and the

content might be quantified via formulas (14) and (15).

4 Glass Article Primary Production- GAPP
5 Glass Melt - GM
6 The terms linguistic set and set are considered to be the same from semantic point of view
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Pe i, j2,
� �� �� �

´ ¼ Π BPF i, jf
� �� �� �

(18)

i = 1,2… .n
jf = 1, 2… .m1 - number of BPFs, the Pe business process, consists of.
Finally, we shall specify the {[Res1 (i, j3)]}, the content of which is closely

related to number of good articles nArtgood, number of repaired articles nArtrep, and
number of waste articles nArtwaste, while formulas (25) and (26) and (28) and (29)
might be postulated.

Res1 i, j3
� �� �� � ¼ Pop i, j3

� �� �
, Article_good½ �, Article_repair½ �, Article_waste½ �� �

(19)

nArtgood ∈ Article_good½ �, (20)

nArtrep ∈ Article_repair½ �, (21)

nArtwaste, ∈ Article_waste½ �g (22)

[Pop (i, j3)] subset contains elements closely related to article type, article class,
article name, article, measure unit.

When applying the PBPL Equation in a basic form (see also formula (16),
formula (23) might be postulated

Petx i, 1ð Þ½ �, Petx i, 2ð Þ½ �… … Petx i,m1ð Þ½ �f g⊗Π BPF i, jf
� �� �� � ¼ i ¼ 1, 2… :n; jf

¼ 1, 2… :m1� ¼ Pop i, j3
� �� �

, Article_good½ �, Article_repair½ �, Article_waste½ �� �

(23)

It should be noted that those linguistic set content is time depended and formula
(24) might be postulated.

Petx i; 1; tð Þ½ �; Petx i; 2; tð Þ½ �… … Petx i;m1; tð Þ½ �f g⊗Π f½BPF ði, jf, t�g ¼
i ¼ 1, 2… :n;

jf ¼ 1, 2… :m1�
¼ Pop i; j3

� �� �
; Article_good tð Þ½ �; Article_repair tð Þ½ �; Article_waste tð Þ½ �� �

(24)

Formula (24) quantifies relation among BP input and output parameters and the
actual content of the above-mentioned linguistic set will be discussed within Case
study section.

4.2.4 BPM knowledge support view consideration no. 4

The knowledge related to BPM knowledge support view are derived based on
appropriate item statistic values mentioned within previous section.

Let us consider the {[Petx (i, j)]}, which contains subsets [Petx (i, 1)], [Petx (i, 2)]
… … [Petx (i, m1)], while any of those subsets contains time depended items and
values concerned to actual material input.

Petx i, 1að Þ½ �, ¼ ½ðmat 1ð Þ11 t kð Þð Þ,mat 1ð Þ12 t kð Þð Þð Þ, ðmat 1ð Þ 21 t kð Þð Þ,
mat 1ð Þ 22 tð Þ… : mat 1ð Þ ðm11 t kð Þð Þ,mat 1ð Þ kð Þ m12ð Þ� (25)

Petx i, 2að Þ½ �, ¼ ½ðmat 2ð Þ11 t kð Þð Þ,mat 2ð Þ12 t kð Þð Þ, ðmat 2ð Þ 21 t kð Þð Þ,
mat 2ð Þ 22 tð Þ… :mat 2ð Þ m11 t kð Þð Þ,mat 2ð Þ m12ð Þð � (26)
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Petx i,m2að Þ½ �, ¼ ½ mat m2ð Þ11 t kð Þð Þ,mat m2ð Þ12 t kð Þð Þð Þ, ðmat m2ð Þ 21 tð Þ,
mat m2ð Þ 22 t kð Þð Þ… :mat m2ð Þ m11 t kð Þð Þ,matm2ð Þ m12ð Þ�

(27)

Now, let us select [Petx (i, 1)] and undertake its content to statistic evaluation7,
while formula (28) and (29) might be postulated8

Petx i, 1bð Þ½ � ¼ mat 1ð Þ11 mat 1ð Þ12Avg, mat 1ð Þ12MMin, mat 1ð Þ12MMaxð Þ, mat 1ð Þ12Vrpð Þð �ðð½
(28)

Petx i, 1abð Þ½ � ¼ Petx i, 1að Þ½ �, Petx i, 1bð Þ½ � (29)

where
m2a – index, which indicates a serial number of input record within Petx

linguistic set.
m12 – index, which indicates a serial number of item and value input record.
Formula (28) indicates statistic values of items assigned to selected input, while

formula (29) indicates an extension of [Petx (i, 1a)] linguistic set.
Now let us consider the {[Res1 (i, j3)]} and let us suppose that the nArtgood,

nArtrep nArtwaste are time dependent, while formulas (30), (31), and (32) might be
postulated.

nArtgood¼ nArtgood tð Þ (30)

nArtrep ¼ nArtrep tð Þ (31)

nArtwaste ¼ nArtwaste tð Þ (32)

With respect to those issues, appropriate statistic values might be calculated.

Article_goodst½ � ¼ nArtgoodawg, nArtgoodmin, nArtgoodmax, nArtgoodVrp
� �

(33)

Article_repairst½ � ¼ nArtrep ¼ nArtrepawg, nArtrepmin, nArtrepmax, nArtrepVrp
� �

(34)

Article_wastest½ � ¼ nArtwasteawg, nArtwastemin, nArtwastemax, nArtwasteVrp
� �

(35)

Let us demonstrate previous relations at business process, which deals with
forming of glass articles (Ga) from glass melt (Gm), which is represented by three
variables: (a) glass melt temperature (Gmtep), glass melt viscosity (Gmvis), and
glass melt quantity (Gmquant) and generated glass articles (Gas) represented by
three items and values: (a) number of good Gas (nArtgood), number of repaired Gas
(nArtrep) and number of waste Gas. The relations among statistic values of selected
variables might be defined via: (a) partial rules (see also formulas (36), (37), and
(38), (b) complex rule (see also formula (31) and (c) set of complex rules (see also
formulas (40), (41), and (42). However, all the above-mentioned rules might be
time dependent as well, while they might create pairs (time interval (T(int)), Y
(int) and create linguistic subsets, which could quantify a development trend (see
also formula (43)).

Partial rules

Gmtemp_awg,GmVrp½ �f g ¼ f nArtgoodawg, nArtgoodmin, nArtgoodmax, nArtgoodVrp
� �

, (36)

7 Statistic evaluation = determination of Avg, Min, Max and extent of variation
8 Vrp – extend of variation
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Pe i, j2,
� �� �� �

´ ¼ Π BPF i, jf
� �� �� �

(18)

i = 1,2… .n
jf = 1, 2… .m1 - number of BPFs, the Pe business process, consists of.
Finally, we shall specify the {[Res1 (i, j3)]}, the content of which is closely

related to number of good articles nArtgood, number of repaired articles nArtrep, and
number of waste articles nArtwaste, while formulas (25) and (26) and (28) and (29)
might be postulated.
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nArtwaste, ∈ Article_waste½ �g (22)
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(24)

Formula (24) quantifies relation among BP input and output parameters and the
actual content of the above-mentioned linguistic set will be discussed within Case
study section.

4.2.4 BPM knowledge support view consideration no. 4

The knowledge related to BPM knowledge support view are derived based on
appropriate item statistic values mentioned within previous section.

Let us consider the {[Petx (i, j)]}, which contains subsets [Petx (i, 1)], [Petx (i, 2)]
… … [Petx (i, m1)], while any of those subsets contains time depended items and
values concerned to actual material input.

Petx i, 1að Þ½ �, ¼ ½ðmat 1ð Þ11 t kð Þð Þ,mat 1ð Þ12 t kð Þð Þð Þ, ðmat 1ð Þ 21 t kð Þð Þ,
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Now, let us select [Petx (i, 1)] and undertake its content to statistic evaluation7,
while formula (28) and (29) might be postulated8
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where
m2a – index, which indicates a serial number of input record within Petx

linguistic set.
m12 – index, which indicates a serial number of item and value input record.
Formula (28) indicates statistic values of items assigned to selected input, while

formula (29) indicates an extension of [Petx (i, 1a)] linguistic set.
Now let us consider the {[Res1 (i, j3)]} and let us suppose that the nArtgood,

nArtrep nArtwaste are time dependent, while formulas (30), (31), and (32) might be
postulated.

nArtgood¼ nArtgood tð Þ (30)

nArtrep ¼ nArtrep tð Þ (31)

nArtwaste ¼ nArtwaste tð Þ (32)

With respect to those issues, appropriate statistic values might be calculated.

Article_goodst½ � ¼ nArtgoodawg, nArtgoodmin, nArtgoodmax, nArtgoodVrp
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(33)
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� �

(34)
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(35)

Let us demonstrate previous relations at business process, which deals with
forming of glass articles (Ga) from glass melt (Gm), which is represented by three
variables: (a) glass melt temperature (Gmtep), glass melt viscosity (Gmvis), and
glass melt quantity (Gmquant) and generated glass articles (Gas) represented by
three items and values: (a) number of good Gas (nArtgood), number of repaired Gas
(nArtrep) and number of waste Gas. The relations among statistic values of selected
variables might be defined via: (a) partial rules (see also formulas (36), (37), and
(38), (b) complex rule (see also formula (31) and (c) set of complex rules (see also
formulas (40), (41), and (42). However, all the above-mentioned rules might be
time dependent as well, while they might create pairs (time interval (T(int)), Y
(int) and create linguistic subsets, which could quantify a development trend (see
also formula (43)).

Partial rules
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� �

, (36)

7 Statistic evaluation = determination of Avg, Min, Max and extent of variation
8 Vrp – extend of variation
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nArtrepawg, nArtrepmin, nArtrepmax, nArtrepVrp
� �

,

nArtwasteawg, nArtwastemin, nArtwastemax, nArtwasteVrp
� �g

Gmtvis_awg,GmVrp½ �f g ¼ f nArtgoodawg, nArtgoodmin, nArtgoodmax, nArtgoodVrp
� �

,

(37)

nArtrepawg, nArtrepmin, nArtrepmax, nArtrepVrp
� �

,

nArtwasteawg, nArtwastemin, nArtwastemax, nArtwasteVrp
� �g

Gmtquant_awg,GmVrp½ �f g ¼ f nArtgoodawg, nArtgoodmin, nArtgoodmax, nArtgoodVrp
� �

,

(38)

nArtrep ¼ nArtrepawg, nArtrepmin, nArtrepmax, nArtrepVrp
� �

,

nArtwasteawg, nArtwastemin, nArtwastemax, nArtwasteVrp
� �g

Complex rule

f Gmtemp_awg;  GmVrp½ �;   Gmtvis_awg;  GmVrp½ �;   Gmtvis_awg;  GmVrp½ �f g
¼ f nArtgoodawg;  nArtgoodmin;  nArtgoodmax;  nArtgoodVrp

h i
;

nArtrepawg;  nArtrepmin;  nArtrepmax;  nArtrepVrp

h i
;

nArtwasteawg;  nArtwastemin;  nArtwastemax;  nArtwasteVrp

h i
g

(39)

Y 1ð Þ  ¼  f Gmtemp_awg  1ð Þ;  GmVrp  1ð Þ½ �;  f Gmtvis_awg 1ð Þ;  GmVrp  1ð Þ½ �;
Gmtvis_awg  1ð Þ;  GmVrp ½ �g  ¼  f½nArtgoodawg 1ð Þ;  nArtgoodmin;   1ð Þ;  nArtgoodmax;   1ð Þ;
nArtgoodVrp 1ð Þ; ;  � ½ nArtrepawg;   1ð Þ;  nArtrepmin;  nArtrepmax;   1ð Þ;  nArtrepVrp 1ð Þ; ;  � ½nArtwasteawg 1ð Þ; ;
nArtwastemin 1ð Þ;  nArtwastemax 1ð Þ;  nArtwasteVrp 1ð Þ �g

(40)

Y 2ð Þ  ¼  f Gmtemp_awg  2ð Þ;  GmVrp  2ð Þ½ �;  f Gmtvis_awg 2ð Þ;  GmVrp  2ð Þ½ �;
Gmtvis_aw  2ð Þ;  GmVrp ½ �g  ¼  f½nArtgoodawg 2ð Þ;  nArtgoodmin;   2ð Þ;  nArtgoodmax;   2ð Þ;
nArtgoodVrp 2ð Þ; ;  � ½ nArtrepawg;   2ð Þ;  nArtrepmin;  nArtrepmax;   2ð Þ;  nArtrepVrp 2ð Þ; ;� ½nArtwasteawg

2ð Þ;nArtwastemin 2ð Þ;nArtwastemax 2ð Þ;  nArtwasteVrp 2ð Þ�g
(41)

Y m3ð Þ  ¼  f Gmtemp_awg  m3ð Þ;  GmVrp  m3ð Þ½ �;  f Gmtvis_awg m3ð Þ;  GmVrp  m3ð Þ½ �;
Gmtvis_awg  m3ð Þ;  GmVrp ½ �g  ¼  f½nArtgoodawg m3ð Þ;  nArtgoodmin;   m3ð Þ;  nArtgoodmax;   m3ð Þ;
nArtgoodVrp m3ð Þ; ;  � ½ nArtrepawg;   m3ð Þ;  nArtrepmin;  nArtrepmax;   m3ð Þ;  nArtrepVrp m3ð Þ; �;
nArtwasteawg m3ð Þ;  nArtwastemin m3ð Þ;nArtwastemax 2ð Þ; ;  nArtwasteVrp m3ð Þ 
h i

g
(42)

f DevlTrendð �g ¼ T 1ð Þ, Y 1ð Þð �, T 2ð Þ, Y 2ð Þð �, … :: T m3ð Þ, Y m3ð Þð �g½½½½ (43)

In general, the knowledge stored with ES knowledge base are represented by
semantic networks (SNWs), while partial rules might be compared with partial
SNWs, complex rules might be compared with ordinary SNWs and development
trends (DevlTrend) might be compared with superior SNWs. This approach will
be discussed within Case study in more details and applied when designing and
implemented an appropriate knowledge-based or expert system as well.

204

Operations Management - Emerging Trend in the Digital Era

4.3 Derivation of BPF functionality rules

4.3.1 General overview

In general, a horizontal structure of any business process (BP) is being created
via appropriate set of business process functions (BPFs), while the BPF seems to be
the principle component of any business process. On the other hand, any BPF might
be quantified via multi-layer linguistic set, while at the first layer three significant
linguistic subsets might be observed:

• {[BPF_TR (i, j1)]} – a content of which create rules, which regulate a progress
related to transformation of BPF inputs into pre-defined outputs

• {[BPF_TT (i, j2)]} – a content of which create transformation functions, which
provide transformation of BPF inputs into pre-defined outputs

• {[BPM (i, j3)]} – a content of which create subsets closely related to
BPF6external and internal metrics, while BPF external metrics linguistic
set and

• [BPFEM (i, j1)]} deals with BPF external metrics and consists of [BPINP
(i, j11)] subset the content of which is created by elements closely related to
BPF inputs and [[BPOUTP (i, j12), the content of which is created by elements
closely related to BPF outputs (see also formula (14) and the {[BPFIM (i, j2)]}
deals with BPF internal metrics with respect to formula (15)

However, both the above-mentioned linguistic sets are very closed to {[BPF_TT1
(i, j1)]} the content of which is created by elements closely related to transforma-
tion of BPF inputs to predefined BPF outputs as well.

4.3.2 BPF inputs versus BPF outputs

Let us consider the {[Petx (i, j1)]}, which contains a finite number of
elements denoted as pt.(i, 1), pt.(i, 2), … pt.(i, m1), while each of them is
created by the element average and element extend of variations value (see also
formula (44).

pt.(i, j1), = ((pt(i, j1)avg., (pt(i, j1)vrp)

pt: i, j2ð Þ, ¼ pt i, j2ð Þavg:, pt i, j2ð Þvrpð Þðð (44)

pt.(i, jm1), = ((pt(i, jm1)avg., (pt(i, jm1)vrp)

4.4 Case study

Let us consider a statistic file represented by Table 1 and set of statistic indica-
tors represented by Table 2.

Now, let us create a ratio set {Rs} and reference table (Table 3), which deals
with assignment of words to ratio value intervals (Table 4).

Rsf g ¼ 125n1811,1,5,1n4, 10n52,2,270n1081,1, 60n49,9
� �

¼ 0, 069, 0, 784, 0, 191, 0, 249, 1202f g
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(42)

f DevlTrendð �g ¼ T 1ð Þ, Y 1ð Þð �, T 2ð Þ, Y 2ð Þð �, … :: T m3ð Þ, Y m3ð Þð �g½½½½ (43)

In general, the knowledge stored with ES knowledge base are represented by
semantic networks (SNWs), while partial rules might be compared with partial
SNWs, complex rules might be compared with ordinary SNWs and development
trends (DevlTrend) might be compared with superior SNWs. This approach will
be discussed within Case study in more details and applied when designing and
implemented an appropriate knowledge-based or expert system as well.
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4.3 Derivation of BPF functionality rules

4.3.1 General overview

In general, a horizontal structure of any business process (BP) is being created
via appropriate set of business process functions (BPFs), while the BPF seems to be
the principle component of any business process. On the other hand, any BPF might
be quantified via multi-layer linguistic set, while at the first layer three significant
linguistic subsets might be observed:

• {[BPF_TR (i, j1)]} – a content of which create rules, which regulate a progress
related to transformation of BPF inputs into pre-defined outputs

• {[BPF_TT (i, j2)]} – a content of which create transformation functions, which
provide transformation of BPF inputs into pre-defined outputs

• {[BPM (i, j3)]} – a content of which create subsets closely related to
BPF6external and internal metrics, while BPF external metrics linguistic
set and

• [BPFEM (i, j1)]} deals with BPF external metrics and consists of [BPINP
(i, j11)] subset the content of which is created by elements closely related to
BPF inputs and [[BPOUTP (i, j12), the content of which is created by elements
closely related to BPF outputs (see also formula (14) and the {[BPFIM (i, j2)]}
deals with BPF internal metrics with respect to formula (15)

However, both the above-mentioned linguistic sets are very closed to {[BPF_TT1
(i, j1)]} the content of which is created by elements closely related to transforma-
tion of BPF inputs to predefined BPF outputs as well.

4.3.2 BPF inputs versus BPF outputs

Let us consider the {[Petx (i, j1)]}, which contains a finite number of
elements denoted as pt.(i, 1), pt.(i, 2), … pt.(i, m1), while each of them is
created by the element average and element extend of variations value (see also
formula (44).

pt.(i, j1), = ((pt(i, j1)avg., (pt(i, j1)vrp)

pt: i, j2ð Þ, ¼ pt i, j2ð Þavg:, pt i, j2ð Þvrpð Þðð (44)

pt.(i, jm1), = ((pt(i, jm1)avg., (pt(i, jm1)vrp)

4.4 Case study

Let us consider a statistic file represented by Table 1 and set of statistic indica-
tors represented by Table 2.

Now, let us create a ratio set {Rs} and reference table (Table 3), which deals
with assignment of words to ratio value intervals (Table 4).

Rsf g ¼ 125n1811,1,5,1n4, 10n52,2,270n1081,1, 60n49,9
� �

¼ 0, 069, 0, 784, 0, 191, 0, 249, 1202f g
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4.5 BPLM process designer - implementation and operation

BPLM Process Designer is considered to be the second subsystem related to the
BPLM System, while the first one is a subsystem denoted as BPLM Strategy Creator.
The BPLM Process Designer consists of three components: (a) BPLM PD_01 Master
files, (b) BPLM PD_02 Structure and (c) BPLM_PD_03 Functionality.

4.5.1 BPLM PD_01 master files

However, the BPLM PD_01 Master files component deals with master files
needed for BP quantification and modeling as well, while those master files are
concerned with production input materials, production output products (articles),
production technological devices, production technological tools and production
human resources. Each of the above-mentioned master files, which deal with pro-
duction input materials, production output products, production technological
devices and tools are represented by five subsets, which contain adequate types of
parameters: (a) general parameters material, product, device or tool identifier,
name, text description, drawing or image, (b) technical - height, volume, etc. (c)
Operational - temperature, viscosity, quantity, etc. and (d) economic -e.g. different
types of prices, and commercial ones, accessibility, vendor, reseller, etc. When

Average 1811,1 5,1 52,2 1081,1 49,9

Minimum 1760 2,5 47,6 900 20

Maximum 1885 6,5 57,6 1170 80

Extend of
variation

125 4 10 270 60

Ratio set {Rs} 0,069 0,784 0,191 0,249 1202

Source: The Authors.

Table 2.
Glass article forming -statistic file values.

Ratio value Word

0–0,3 low

0,4–0,7 middle

0,8 - 1,0 high

1,0 and more very high

Source: The Authors.

Table 3.
A reference table which deals with assignment of words to ratio value intervals.

IF Glass melt Glm_ temp Glm_ vis Glm_ quant Glart
ident

Glartgood Glartrepair Glart_waste

0,069 0,784 0,191 Vyr1 0,249 1202

low high low low very high

Source: The Authors.

Table 4.
Glass article forming rule table.
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4.5 BPLM process designer - implementation and operation

BPLM Process Designer is considered to be the second subsystem related to the
BPLM System, while the first one is a subsystem denoted as BPLM Strategy Creator.
The BPLM Process Designer consists of three components: (a) BPLM PD_01 Master
files, (b) BPLM PD_02 Structure and (c) BPLM_PD_03 Functionality.

4.5.1 BPLM PD_01 master files

However, the BPLM PD_01 Master files component deals with master files
needed for BP quantification and modeling as well, while those master files are
concerned with production input materials, production output products (articles),
production technological devices, production technological tools and production
human resources. Each of the above-mentioned master files, which deal with pro-
duction input materials, production output products, production technological
devices and tools are represented by five subsets, which contain adequate types of
parameters: (a) general parameters material, product, device or tool identifier,
name, text description, drawing or image, (b) technical - height, volume, etc. (c)
Operational - temperature, viscosity, quantity, etc. and (d) economic -e.g. different
types of prices, and commercial ones, accessibility, vendor, reseller, etc. When

Average 1811,1 5,1 52,2 1081,1 49,9

Minimum 1760 2,5 47,6 900 20

Maximum 1885 6,5 57,6 1170 80

Extend of
variation

125 4 10 270 60

Ratio set {Rs} 0,069 0,784 0,191 0,249 1202

Source: The Authors.

Table 2.
Glass article forming -statistic file values.

Ratio value Word

0–0,3 low

0,4–0,7 middle

0,8 - 1,0 high

1,0 and more very high

Source: The Authors.

Table 3.
A reference table which deals with assignment of words to ratio value intervals.

IF Glass melt Glm_ temp Glm_ vis Glm_ quant Glart
ident

Glartgood Glartrepair Glart_waste

0,069 0,784 0,191 Vyr1 0,249 1202

low high low low very high

Source: The Authors.

Table 4.
Glass article forming rule table.
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considering HR master files, they contain records closely related to personality
dispositions, theoretical knowledge and practical skills.

4.5.2 BPLM PD_02 structure

The BPLM PD_02 Structure component deals with modeling of business process
static aspects, like business process (BP) transformation rules, BP transformation
tools and BP external and internal metrics [30]. Because of that the BPLM Process
designer is considered to be the aim oriented knowledge based system (expert
system) and the knowledge stored within its knowledge base are represented with
the use of appropriate semantic networks and (SNWs) and reference databases
(RDBs), the SNWs and RDBs play a role of principle importance within that com-
ponent. However, the above-mentioned categories create appropriate subordinated
modules as well, while they will not be discussed in more details within that
contribution. The principal layout of BPL PD_02 component is shown in Figure 3.

4.5.3 BPLM PD_03 functionality

However, the BPLM PD_03 Functionality component deals with modeling of
business process dynamic aspect modeling as well, while two modules play a role of
principle importance: (a) Static model, which deals with establishment of new
business process or with selection of BP to be modeled from existing business
processes (b) Dynamic model, which deals with modeling of primary and second-
ary external and internal metrics and derivation of transformation rules closely
related to selected BP and adequate BPFs. The selected BP and BPFs are considered

Figure 3.
Principal layout of BPL PD_02 component. Source: The Authors
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to be outputs from BPLM PD_02 Structure component and module Static model.
The principal layout of BPL PD_02 component - module Static model is shown in
Figure 4.

5. Discussion

We have developed a BPLM Process designer conceptual model, which creates
basis for development of tool for analysis and design of business process (BP)
models. The conceptual model respects the ARIS methodology, however that
methodology is being modified an extended as well, while it operates with business
process function (BPF), which creates basis of any BP horizontal structure and

Figure 4.
Principal layout of BPL PD_02 component – Module static model. Source: The authors.
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(RDBs), the SNWs and RDBs play a role of principle importance within that com-
ponent. However, the above-mentioned categories create appropriate subordinated
modules as well, while they will not be discussed in more details within that
contribution. The principal layout of BPL PD_02 component is shown in Figure 3.

4.5.3 BPLM PD_03 functionality

However, the BPLM PD_03 Functionality component deals with modeling of
business process dynamic aspect modeling as well, while two modules play a role of
principle importance: (a) Static model, which deals with establishment of new
business process or with selection of BP to be modeled from existing business
processes (b) Dynamic model, which deals with modeling of primary and second-
ary external and internal metrics and derivation of transformation rules closely
related to selected BP and adequate BPFs. The selected BP and BPFs are considered

Figure 3.
Principal layout of BPL PD_02 component. Source: The Authors
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to be outputs from BPLM PD_02 Structure component and module Static model.
The principal layout of BPL PD_02 component - module Static model is shown in
Figure 4.

5. Discussion

We have developed a BPLM Process designer conceptual model, which creates
basis for development of tool for analysis and design of business process (BP)
models. The conceptual model respects the ARIS methodology, however that
methodology is being modified an extended as well, while it operates with business
process function (BPF), which creates basis of any BP horizontal structure and

Figure 4.
Principal layout of BPL PD_02 component – Module static model. Source: The authors.
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seems to be an elements, which provides the BPF input conversion and pre-defined
output generation. When quantifying the BPF with use of adequate linguistic set
{[BPF (i, j)]}, three subordinated sets (subsets) might be postulated: (a) BPF trans-
formation rule (b) BPF transformation function and (c) BPF external and internal
metrics subset, while two types of transformation rules might be postulated:
(a) rules overtaken from the firm or company internal or external environment and
postulated via text in natural language - overtaken rules and (b) rules postulated
based on BPF functionality evaluation – derived rules. This is the first extension of
ARIS methodology. The second one is closely related to BP model views. The ARIS
methodology postulates functional, process, data and organizational model view,
however the BPLM methodology postulates information and knowledge-based
support view (Figure 5). When comparing an information support view with
standardized data view two principle differences might be observed. The first dif-
ference is closely related to BPF external and internal metrics, while there is defined
so called primary BPF external and internal metrics and secondary one, while the
primary BPF external and internal metrics deals with detailed data gained within

Figure 5.
Principal layout of BPL PD_02 component - module d ynamic model. Source: The authors.
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evaluation of BP and BPF functionality and the secondary BPF external and internal
metrics deals with aggregated data gained as s result of statistic evaluation the above-
mentioned detailed data, while that data create basis for derivation of rules within
BP and BPF knowledge-based support, which seems to be the next extension of
previous BP and model views. However, the second difference is closely related to
existence of reference databases (RDBs), which create basis for knowledge represen-
tation within BP or BPF knowledge-based support view as well, while the RDBs and
semantic networks created based on secondary BPF external and internal metrics data
might generate knowledge stored in the expert system (ES) knowledge base (KB)
and the ES seems to be an application utilized for BP linguistic modeling purposes.

6. Conclusion

The conclusion facts are concerned with modifying and extension of previously
developed ARIS methodology and are described within discussion section. We
would like to stress the main practical contribution of that system, which deals with
a possibility or transformation rule derivation and presentation in form of TNL text,
which might read the business analysts and BP managers as well, what generates an
easier communication among them too.

Of course, the reader will not find any facts related to BP and BPF simulation
and optimization, while those problems are closely related to our research work in
the near future. The same is concerned with BP configuration and execution prob-
lems being solved within BP implementation and controlling. All the above-
mentioned aspects represent objectives of the research work in the near future.
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Chapter 10

Project Management Concepts
Vittal S. Anantatmula

Abstract

This chapter covers fundamentals of project management. It introduces project 
management concepts and provides a system view of project management plan and 
processes with which they are implemented. The knowledge areas include scope, 
time, cost, quality, and risk. The chapter will also emphasize on the interrelated 
nature of these knowledge areas. In addition to introducing these knowledge areas, 
the chapter will attempt to develop an understanding of these concepts and the 
important role of project teams in managing projects successfully. This chapter will 
also discuss similarities and differences between the plan-driven and change-driven 
(Agile) project methods.

Keywords: project management, risk management, schedule network, project plan, 
project teams, agile projects

1. Introduction

It is common that every business faces a situation that compels a change. Some 
of these changes usually are starting a new office, launching a new product or 
service, improving an existing work process, installing a new computer system, 
merging with another company, moving to a new location, entering a new market, 
meeting a social need and so on. These changes are necessary to meet operational or 
strategic goals of an organization. And these goals are accomplished using projects. 
Further, the primary objective of an organization is to create value for its stock-
holders and it is achieved when the organization creates a healthy profit through 
the achievement of its strategic objectives [1]. And projects are the instruments by 
which an enterprise accomplishes its strategic objectives [2].

Organizations design and execute projects that can be classified as internally and 
externally funded projects based on the nature of their business. In organizations 
that conduct externally funded projects for a fee (of sorts) on behalf of external 
clients, efficiency in the conduct of projects is the means by which the amount 
of real profit is enhanced [2]. If the primary line of business of the organization 
is service, manufacturing, or research; the projects in the organization are prob-
ably internally funded, and the missions of project teams are to create increased 
operational efficiency, new products, or new markets. Internally funded projects 
also play an important role in the profit margin, albeit indirectly. In the case of a 
nonprofit organization, the projects are executed either internally or externally 
and are conceived to serve its main purpose, which is a social cause and not profit. 
However, the underlying project management principles of effective and efficient 
use of resources are still valid and important to expand their services for social 
cause without increase in their resources [3].
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cause without increase in their resources [3].
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1.1 So, what is a project?

PMBOK® defines project as a temporary endeavor to create a unique product, 
service, or result [4]. It uses the word, temporary, which sometimes implies nega-
tive connotation and low importance. One must remember that “temporary” does 
not influence the length of the project duration. Also, PMBOK definition does 
not introduce the concept of value and its contribution to organization’s strategic 
goals. Value can be tangible (e.g., cost savings) or intangible (e.g., increased brand 
equity). However, value is always associated with benefit. A project must provide 
value to all its stakeholders; if not, project will not receive adequate support [5].

A project can be seen as a new time-bound effort with several related and/
or interdependent tasks to create a unique product or service that adds value. As 
it is a new effort, often, we do not have complete knowledge or experience about 
planning and executing the project. Needless to say, projects are characterized with 
unknown factors and ambiguity, which delay the development of detailed scope 
and specifications to later stages of project planning. Further, any project requires 
resources such as materials, tools, equipment, and people to execute it. Considering 
these additional facets of a project and to extend the definition of a project further, 
project can be considered as a complex, non-routine, one-time effort limited by time, 
budget, resources, and performance specifications designed to meet customer needs and 
add value to all key stakeholders.

1.2 Distinction between project and process

It is important understand the distinction between a project and process. Process 
is repetitive in nature with clearly defined procedures and outcomes. A process 
will yield the same result be it a product or a service. Project, on the other hand, is 
unique and new by definition. So, outcome of a project would always be new and 
unique. However, project is executed through project management processes and 
project deliverable-oriented processes.

Projects are conceived, created, and managed because an individual or organiza-
tion other than the project manager or project team identifies a need [6]. As stated 
earlier, projects are always aimed at fulfilling organizational objectives and/or 
strategic needs such as market demand, customer request, technological advance, 
legal requirements, a social need (for non-profit organizations), crisis situation, 
and obsolete technology or equipment.

1.3 Project characteristics

A project is time-bound, i.e. it has definite beginning and definite ending. 
However, it does not mean that project is of a short duration, which may vary from 
10 days to 10years. However, “temporary” does not apply for the project deliverable. 
It is interesting to note that project team is certainly temporary (Table 1).

- Unique
- Defined start and end
- Transient teams
- Little precedence
- Unknowns

- Revolutionary improvements
- Change
- Risky
- Complex
- Uncertain
- Level of difficulty is high

Table 1. 
Project characteristics.
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Project outcome can be a product, service, or result.

• product: iPhone, power plant

• service: online banking, Google search

• result: decision to pursue Tokyo airport expansion

• unique: something or some aspect that is not repetitive

Progressive elaboration is another characteristic of a project. As requirements 
are not clear at the initiation stage. Developing the project scope in steps and 
continuing by increments is a common aspect of a project and it goes through stages 
such as: scope – scope definition – project plan – detailed WBS. All these project 
characteristics present a challenge to manage projects successfully.

2. Project management

Managing a project includes identifying requirements, establishing clear and 
achievable objectives, balancing competing demands of quality, scope, cost, and 
time, adapting specifications, plans, and approach to meet expectations of all key 
stakeholders including the client and the end-user. We define project manage-
ment as the art and science of using experience, knowledge, skills, tools, and techniques 
efficiently and effectively to meet stakeholder expectations.

Current trends in the project suggest that organizations manage several projects 
simultaneously.

Long-term success in managing projects requires proven and established project 
management practices and processes and several successful projects to emulate [1]. 
Therefore, organization-wide resource allocation becomes necessary to succeed, which 
may not always be possible. Also, required skills and expertise are always not available 
locally. Consequently, virtual teams are becoming common for project execution. PM 
tools increasing in complexity and usefulness. Managing project involves:

• identifying requirements

• establishing clear and achievable objectives

• balancing the demands of time, cost, scope, and quality

• adapting to expectations of all stakeholders

Thus, project management is an approach to accomplish project objectives 
within organizational structural and resource constraints for internal projects. For 
external projects, political, social, legal and environmental constraints may also 
have to be considered.

Project is an organization-level effort associated with complexity,  uncertainties, 
and unknowns. Consequently, it requires continual involvement of several 
 functions. Obviously, integration, coordination, and accountability assume greater 
importance. Project Management tools and techniques will help to accomplish 
these integration and management functions. Uncertainties and unknowns affect 
requirements to change dynamically and the project manager has to meet these 
requirements while meeting the expectations of all the project stakeholders.



Operations Management - Emerging Trend in the Digital Era

216

1.1 So, what is a project?
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- Unique
- Defined start and end
- Transient teams
- Little precedence
- Unknowns

- Revolutionary improvements
- Change
- Risky
- Complex
- Uncertain
- Level of difficulty is high

Table 1. 
Project characteristics.

217

Project Management Concepts
DOI: http://dx.doi.org/10.5772/intechopen.93766

Project outcome can be a product, service, or result.

• product: iPhone, power plant

• service: online banking, Google search

• result: decision to pursue Tokyo airport expansion
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stakeholders including the client and the end-user. We define project manage-
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efficiently and effectively to meet stakeholder expectations.

Current trends in the project suggest that organizations manage several projects 
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management practices and processes and several successful projects to emulate [1]. 
Therefore, organization-wide resource allocation becomes necessary to succeed, which 
may not always be possible. Also, required skills and expertise are always not available 
locally. Consequently, virtual teams are becoming common for project execution. PM 
tools increasing in complexity and usefulness. Managing project involves:
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• establishing clear and achievable objectives

• balancing the demands of time, cost, scope, and quality

• adapting to expectations of all stakeholders

Thus, project management is an approach to accomplish project objectives 
within organizational structural and resource constraints for internal projects. For 
external projects, political, social, legal and environmental constraints may also 
have to be considered.

Project is an organization-level effort associated with complexity,  uncertainties, 
and unknowns. Consequently, it requires continual involvement of several 
 functions. Obviously, integration, coordination, and accountability assume greater 
importance. Project Management tools and techniques will help to accomplish 
these integration and management functions. Uncertainties and unknowns affect 
requirements to change dynamically and the project manager has to meet these 
requirements while meeting the expectations of all the project stakeholders.
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2.1 Necessity for project management

Managing project is fast becoming a standard way of executing business 
 strategies. Some of the reasons for deploying project management practices are:

• knowledge economy

• increased competition due to free market philosophy

• constraints of cost, time, and scope (quality)

• client focus

• resource constraints

Nature and frequency of projects determine whether an organization requires an 
informal or formal project management practices. Some of the following questions 
will help determine the requirement of a formal project management in organizations.

• Is the effort associated with complexity and uncertainty?

• Are external and technical environments dynamic to compel changes in the 
organization?

• Is it governed by constraints such as time, budget, scope, and quality?

• Are there multiple functions involved?

Affirmative responses to some or all of these questions will determine the 
extent to which project management is required to be formalized. However, project 
Management (PM) needs investment in resources and consequently demands results. 
Also, organizations are required to train people at all levels. On the positive side, PM 
facilitates effective and efficient use of resources. PM also provides an opportunity 
for senior management to realize strengths and weaknesses of an organization.

In many organizations, PM demands changes in policies, practices, and proce-
dures. Further, PM will also influence the function of finance because project-based 
financial control systems are routinely implemented. PM tools and techniques aid 
productivity and help us deal with complexity [7].

2.2 Key drivers of project performance

Projects, by definition are new and learning new is associated with change in 
behavior. Thus, working in teams, integrating, learning, and collaborating are 
essential characteristics of the project teams. Consequently, effective communica-
tion assumes great importance for its success. As a general rule, with the increase 
in project size, the number of people involved in the project will also increase. 
Consequently, effective communication becomes complex with the increase in 
project size. Based on extensive research, the following are identified as the key 
drivers of project performance and they are also considered success factors [7]. It is 
the primarily the responsibility of the project manager to:

• define project processes and roles

• implement consistent processes
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• communicate expectations and outcomes to all stakeholders

• create clarity in communications

• facilitate organizational support

• establish trust

• manage outcomes be developing performance measures

• PM Maturity and success

Project management maturity is a state determined by fully developed standards 
and processes, which lead to repeatable success in managing projects. PM maturity 
ultimately should lead to developing best PM practices. However, you should 
remember that project success factors are different for different stakeholders. For 
example, a project, in spite of experiencing time and cost overruns, may still be 
considered successful by the client.

The distinction between project success and project management success must 
be understood. Project success is measured against the overall project objectives 
whereas project management success is a measure of managing project within time, 
cost, and meeting the scope requirements [8]. Success of a project should be mea-
sured by considering three different areas: project meeting its own cost-duration 
targets, the deliverable meeting enterprise strategic objectives, and the deliverable 
meeting the enterprise financial objectives.

3. Strategic alignment

Projects are means to accomplish strategic objectives and goals of organizations. 
Project Management (PM) is an integration of several academic disciplines such 
as accountancy, decision sciences, economics, finance, and management. It uses 
systems approach in integrating these disciplines. PM will continue to grow in its 
importance because it is how business is done, in the present global economy.

Project selection should be based on the corporate strategic plan and investment 
strategies [1]. Thus, each project must have a business objective that is aligned 
with the strategic plan; it will serve as the foundation for the project investment 
proposal. In addition, a project must conform to a broader purpose than a set of 
internally derived objectives. It must support overarching strategies of their parent 
company or its clients. To be successful, the project manager and the team should 
clearly understand the vision and mission of their clients; such understanding 
is more likely to deliver products and services that meet demanding customer 
 requirements, which eventually results in customer satisfaction.

4. Scope management

Project Scope must include all the work required, and only the work required 
by the client [6]. Scope management is concerned with defining and controlling 
the scope. It assumes greater importance than all other knowledge areas of project 
management. The scope should define the project by what should and should not be 
planned, budgeted, staffed and executed. Project scope also identifies the boundar-
ies separating excluded activities or resources from those, which must be included 
for the project execution.
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sured by considering three different areas: project meeting its own cost-duration 
targets, the deliverable meeting enterprise strategic objectives, and the deliverable 
meeting the enterprise financial objectives.

3. Strategic alignment

Projects are means to accomplish strategic objectives and goals of organizations. 
Project Management (PM) is an integration of several academic disciplines such 
as accountancy, decision sciences, economics, finance, and management. It uses 
systems approach in integrating these disciplines. PM will continue to grow in its 
importance because it is how business is done, in the present global economy.

Project selection should be based on the corporate strategic plan and investment 
strategies [1]. Thus, each project must have a business objective that is aligned 
with the strategic plan; it will serve as the foundation for the project investment 
proposal. In addition, a project must conform to a broader purpose than a set of 
internally derived objectives. It must support overarching strategies of their parent 
company or its clients. To be successful, the project manager and the team should 
clearly understand the vision and mission of their clients; such understanding 
is more likely to deliver products and services that meet demanding customer 
 requirements, which eventually results in customer satisfaction.

4. Scope management

Project Scope must include all the work required, and only the work required 
by the client [6]. Scope management is concerned with defining and controlling 
the scope. It assumes greater importance than all other knowledge areas of project 
management. The scope should define the project by what should and should not be 
planned, budgeted, staffed and executed. Project scope also identifies the boundar-
ies separating excluded activities or resources from those, which must be included 
for the project execution.
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As stated earlier, projects are characterized by unknown factors and ambiguity, 
which delay the detailed development of scope and specifications to later stage  
of the project. Consequently, the scope of the project continually changes through-
out the project. Sometimes, the original objective of the project may also change 
as the project progresses and we learn more about what is needed, what is possible, 
and what the costs are going to be. All these changes will impact on the project 
scope and its management.

Despite these changes, a clearly defined scope is crucial to developing a project 
plan, which provides a baseline for managing the schedule, the budget, and the 
detailed work of the project. Without a clearly defined scope, we have no basis for 
tracking progress on the project as defined or for altering schedule and cost criteria 
should the client request changes in the original project plan.

Once a project has been initiated, the project manager and an early-stage project 
team begin scope management by creating a preliminary scope statement based on 
the project charter. The preliminary scope statement formalizes between the project 
and its customer an agreement regarding quantifying project/product objectives 
and clarifying specific deliverables.

While the preliminary scope statement sets objectives at a higher level of abstrac-
tion, these objectives must be defined in as much detail as possible before explicit 
schedules, budgets, and work plans can be developed during the planning phase 
of the project management life cycle [9]. At this point, historical information and 
expert opinion are applied within the constraints and assumptions of the present 
project to create a body of requirements necessary for guiding project execution. This 
body of requirements is the foundation of scope definition, which subdivides the 
major project deliverables into smaller, more manageable components. It is important 
to translate requirements of the client into specifications, which denote finality and 
clear definition of project outcomes with specific quality parameters and measures.

This preliminary scope statement document sets various product performance 
criteria, delineates the initial project organization, boundaries, assumptions and 
constraints, while providing a high-level WBS and order of magnitude cost esti-
mates [2, 6]. Below is an example of deliverable-oriented WBS (Figure 1).

Figure 1. 
Deliverable-oriented WBS.

221

Project Management Concepts
DOI: http://dx.doi.org/10.5772/intechopen.93766

This preliminary will be refined into the formal scope statement as the project 
moves into its planning phase. This refinement comes in the form of WBS. It pro-
vides a cornerstone of the scope management plan, which lays out how objectives 
and deliverables will be administered and how scope changes will be integrated into 
the project.

5. Cost management

WBS identifies all project activities to be executed but it does not include 
estimates of time, resources, or project costs. WBS should be initially developed 
at a higher level and expanded to include more specifications as you incorporate 
additional requirements of the project. As a next step, you will develop first two or 
three levels of the WBS, which essentially contain deliverables. These higher-level 
work elements are broken down into smaller and smaller work packages so that you 
can have manageable tasks to complete at any given point in the project [6]. The 
work package list is both inclusive and exhaustive. Preferably, these tasks should 
be at level 3 or lower. Remember that a good WBS encourages a systematic plan-
ning process, reduces the possibility of omission of key project work elements, and 
simplifies the project by dividing it into manageable units.

5.1 Cost estimating

To estimate cost for a work element, we need the following information:

• Resources required (people, equipment, tools, materials)

• Duration of usage (time unit)

• Cost rate for time unit

Duration may not be relevant for materials, which are absorbed for  completing 
the work. Number of resources for each resource multiplied by its duration and 
the rate will provide an estimate of that resource cost. Adding all the resource 
costs will give you an estimate of the activity cost. We sum up all these activity 
costs of the project to determine the total estimated project cost. These costs must 
then be managed and controlled along with the schedule throughout the project 
 execution phase.

The most accurate and most reliable estimate for a project can be developed when 
all of the elements of the WBS have been identified with a reasonable degree of reli-
ability and when the resource breakdown structure (RBS) has been defined with the 
desired degree of certainty [2]. This estimate is referred to as the bottom-up estimate 
and it is derived from detailed information that is contained in the WBS and RBS at 
the time of the estimate. Resource Breakdown Structure (RBS) is similar to WBS. 
By resources we mean everything that will cost money to obtain and are necessary 
for the completion of the project (labor, materials, equipment, licenses, taxes). RBS 
follows the WBS structure of hierarchy and we can classify resources into major 
categories such as:

• People

• Materials and installed equipment
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• Cost rate for time unit

Duration may not be relevant for materials, which are absorbed for  completing 
the work. Number of resources for each resource multiplied by its duration and 
the rate will provide an estimate of that resource cost. Adding all the resource 
costs will give you an estimate of the activity cost. We sum up all these activity 
costs of the project to determine the total estimated project cost. These costs must 
then be managed and controlled along with the schedule throughout the project 
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The most accurate and most reliable estimate for a project can be developed when 
all of the elements of the WBS have been identified with a reasonable degree of reli-
ability and when the resource breakdown structure (RBS) has been defined with the 
desired degree of certainty [2]. This estimate is referred to as the bottom-up estimate 
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• Tools, machinery

• Fees, licenses

To be useful, RBS should be accurate and reliable, so it needs to be updated 
periodically. An example of RBS is provided below (Figure 2).

Detailed and accurate estimates require substantial definitive information 
about the project. Further, they require a relatively large block of time and effort 
for the estimating task. Therefore, one needs to strike a balance between the 
time spent on estimating, the accuracy of the results, and the degree of accuracy 
required by the stakeholders at the point in the project life. Project management 
methodologies recognize various tools and strategies to support project cost 
estimating.

Analogous estimating is a top-down approach where managers create estimates 
based on expert judgment, data from similar projects, industry benchmarks, 
published or interpersonal research sources. This approach is typically less accurate 
than bottoms-up estimates, but it may be quicker and less costly to develop.

Parametric estimating uses mathematical models to predict costs. These methods 
may include specialized computerized estimating tools. Specific metrics may appli-
cable to particular industry sector such as cost per line of code, and square footage 
construction cost.

Bottoms-up estimating is a method in which the people and other resources 
assigned to the activity create the cost and schedule estimates. This approach creates 
optimal commitment from the performing team, and is effective when the team 
contains appropriate subject matter expertise (domain specific knowledge) and 
adequate experience to accurately forecast duration estimates. Of all the estimates, 
this approach tends to be more accurate. An example of bottom-up estimate is 
shown below (Figure 3).

Figure 2. 
RBS sample.
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Once the costs of all work packages have been estimated, supplementary infor-
mation documented, and cost accounts assigned, then these costs are rolled up to 
highest level of the WBS to determine project cost. This is a process of progressively 
totaling the work package estimates to their higher levels of detail.

6. Time management

Time Management is required to accomplish timely completion of the project 
and organizes it into six components, five of which occur during the planning phase 
of project lifecycles:

• Activity Definition: identify and document activities to produce the WBS elements

• Activity Sequencing: identify and document interactive logical WBS 
relationships

• Activity Resource Estimating: determine what and when resources quantities are 
needed

• Activity Duration Estimating: develop activity durations from scope and 
resource information

• Schedule Development: determine start and finish dates for activities

• Schedule Control: manage and control changes to the schedule

In general, scheduling tools include:

• Milestone charts

• Flowcharts

Figure 3. 
Bottom-up estimate.
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• Bar (Gantt) Charts

• Network Diagrams

Of these, the network diagram shows interdependencies of all tasks and 
 illustrate the workflow of the project and assumes greater importance.

6.1 Network diagram

Network diagrams have evolved as a de facto standard for building project 
schedules because of their emphasis is on activity dependencies. They depict entire 
projects, or subprojects, as visual maps that portray activities in their required 
order of execution. These diagrams can be developed in one of the following two 
forms:

• Activity-on-Arrow (AOA), also called Activity-on-Line (AOL) or Arrow 
Diagramming Method (ADM)

• Activity-on-Node (AON) also called Precedence Diagram Method (PDM)

AOA diagramming is almost never seen today in popular software programs due 
to the fact that additional memory is needed to program the dummy activities.

6.2 Activity on the node (AON) diagramming

AON or precedent diagramming was developed in the late 1960’s specifically to 
“do away” with the dummy activity. In this form of diagramming, the arrow repre-
sents “precedence;” it simply identifies what activity must be completed before the 
next can begin, with the arrowhead representing direction of flow through the net-
work. In precedent diagramming the arrow does not represent work accomplished. 
Instead, work is represented on the node of the network – and in this case the node is 
represented by a rectangle with the name of the activity within the rectangle. Other 
information may also be entered into the rectangular node, including early start, 
early finish, late start, late finish, duration, cost, etc. The IT industry has adopted 
precedent diagramming as its predominant form of network diagramming.

6.3 Rules and accepted practices

Network diagramming is a scheduling technique fundamental to the skills of any 
project manager. There are a few basic rules, or accepted practices, that apply to all 
network diagrams:

1. An arrow is a straight line and the arrows showing precedence may have right 
angles built into them. Good practice requires that all such bent arrows be bent 
at right angles, and only at right angles, so that we can clearly identify that the 
bend was intended.

2. An arrow is always directional, with the arrowhead demonstrating the 
 direction. There must be an arrowhead on each arrow to indicate its direction.

3. The arrows cross each other frequently – but when good practice is used these 
arrows will cross each other at right angles. The purpose of this is to help us 
 follow the arrows without getting sidetracked onto another arrow.
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4. In well-formatted network diagrams, arrows may proceed from the left to 
the right, they can proceed up, or they can proceed down on the paper. In the 
 absence of arrows, one can assume that the activities proceed from left to right.

Every project has one, and only one, starting point; and one, and only one, 
ending point. This is easily accomplished in the AOA format, but it is an accepted 
practice that is frequently violated in AON networks. The way to correct this error 
in AON formats is to add two additional nodes, one labeled “start” and the other 
labeled end. Then, all of your initial activities are initiated from the start node and 
all of your hanging activities will be tied in to the end node. Of course, the duration 
of both the start and end nodes will be zero.

6.4 Activity duration estimating

PERT (Program Evaluation Review Technique) has an emphasis on meeting 
schedules with flexibility on costs and it can be drawn only on an AOA diagram, and 
therefore, can have dummies.

1. Has 3 estimates per activity: Optimistic (O), Pessimistic (P), and Most likely (M)

2. PERT calculates an estimated time using the following equation: 
((P + 4 M + O)/6)

3. These estimates can be used to describe a Beta Distribution. You are probably 
familiar with a Normal Distribution (similar to the shape of a Bell and used in 
Six Sigma Quality Management). A Beta Distribution has a different shape as 
shown in Figure 4.

Notice how there is a long tail to this distribution making different than a 
normal distribution where the m would be an equal distance between the a and the 
b and would represent the 50/50 mark of a distribution (50% of sample times falls 
to the left of m and 50% of sample times falls to the right of m).

6.5 Critical path method (CPM)

Although this technique may use the words critical path, it does not refer to 
 finding the critical path. It refers to estimating based on one time estimate per 
activity.

Figure 4. 
Estimation.
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• The critical path is the longest path in the network diagram.

• There may be more than one critical path.

• Allows you to identify potential points where project can go “off schedule” 
and slack or “float time” that allows you to delay some tasks that are not on the 
critical path.

6.6 Monte Carlo simulation

This method will create a project duration that is closer to reality than CPM 
or PERT. This method uses computers to simulate the outcome of a project based 
on PERT estimates and the network diagram, but does not use the PERT formula. 
Simulation can tell you the probability of completing the project on any specific 
day, probability of completing the project for any specific amount of cost, probabil-
ity of any task actually being on the critical path, and overall project risk.

The network diagram shows the sequence of work elements required to reach 
project completion. Note that the initial stage of the network diagramming does not 
require time or cost estimates. We simply determine the most logical and technically 
viable approach to completing the project and use the network format to visualize 
this scenario. You must remember that initial network diagram logic is dictated 
by work-related constraints only; you should not introduce resource and time 
 constraints at that time.

Once the network illustrating a logical flow of work elements in the project is 
developed, you can assign (or assume) resources to each activity and develop initial 
task time estimates. These estimates are then aggregated across the network to 
calculate its critical path, and the slack times associated with each activity. These 
calculations are based on a forward pass to compute the earliest start and finish 
times for each activity, and then a backward pass to determine the latest start and 
finish times of the activity. Then the difference between the earliest and latest times 
for any activity gives us its slack time. All activities with slack times of zero duration 
constitute the critical path(s) for the project.

7. Quality management

Quality management refers to the processes required to ensure that projects 
satisfy the needs for which they are undertaken. These processes should make 
certain that a project does not deviate from agreed-upon specifications. Quality 
management requires accurate assessment of stakeholder needs and requirements 
during both project planning and implementation. It is important to remember that 
quality must be planned in as opposed to inspected in. Without adequate quality 
management, projects may face the risk of increased costs while compromising the 
project team morale and customer satisfaction.

Quality planning makes use of some quality management tools and techniques 
project outcomes (products and tangible deliverables) and project management 
processes. This is an important distinction to understand.

• Quality related to project outcomes (deliverables or services) is determined 
during the planning phase when requirements and specifications are defined. 
Quality assurance and control processes are implemented as we develop these 
project deliverables during the project execution phase. This aspect of quality 
is primarily the responsibility of the project manager and the project team.
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• Quality related to project management processes is influenced by the organi-
zation’s knowledge and maturity in managing projects. However, proper 
implementation of quality assurance remains the responsibility of the project 
manager and the project team.

One of the most important tasks a project manager must focus on when planning 
quality is to define quality and how it will be measured (i.e., What defines Project 
Success?). When developing these metrics, Project Managers should remember to 
include both quantitative (benchmark specifications, experiments, and financial/
cost metrics) and qualitative (subjective assessment) metrics. Cost of Quality 
includes consideration of conformance costs (both prevention and appraisal) and 
non-conformance or failure costs (both internal and external). Non-conformance 
costs tend to be higher.

Quality Assurance is about evaluating overall project performance on a regular 
basis to provide confidence that the project will satisfy the relevant system of 
 quality standards.

Quality Control is monitoring specific project results to determine their con-
formance to specific quality metrics and identifying ways to eliminate the causes 
of unsatisfactory performance. During Quality Control quantitative analysis is 
applied to specific processes and project protocols. When processes operate beyond 
predetermined limits, adjustments will have to be swiftly implemented to bring the 
operations back into conformance with project-defined quality standards. Quality 
Control tools include:

• Control charts: Determines process stability.

• Cause and Effect Diagrams: Illustrates how various factors might cause 
 problems or effects.

• Pareto diagrams: Identifies quantity of defects assigned by category and cause.

• Statistical sampling: Narrows a population of study to a representative sample.

• Run Charts: Show the history and pattern of variation.

• Trend analysis: Assesses non-conformance over time.

It is important that you understand how these tools operate. Most of these tools 
are not specific to project environments. They have been developed and utilized to 
enhance better products and processes in continuous manufacturing environments.

8. Risk management

Risk is an exposure to a situation that is usually associated with unfavorable 
outcome [10]. Project risk is an uncertain event or conditions that, if occurs, has a 
positive or a negative effect on at least on one of the project objectives. The possible 
result of a risk is either loss or gain. If left unaddressed or ignored, specifically, 
the negative risk, it could potentially interfere with the successful completion of 
the project and may result in time and cost overruns, or diminished quality of the 
product or service. Risk is integral to a project as it is a new effort that is associated 
with unknowns and uncertainties. In general, when you try something new, risk is 
inevitable.
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inevitable.
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It is important to make a distinction between a risk and a problem. A prob-
lem is identified and known in a current time-frame and it is a certain event. 
Therefore, it demands an immediate solution. A risk is a probable and a potential 
event that may occur in future. Even when a risk event takes place, its conse-
quences are uncertain [10]. A risk is also known or unknown event. Risks are 
problems that have not occurred yet. A risk can become a problem if it is not 
planned or managed. Occurrence and assessment of a project risk is a combina-
tion of an event which is unanticipated or unwanted, likelihood of its occurrence 
and its impact on project execution. So, identifying, analyzing, and responding 
are the essential elements of risk planning.

Managing project risk is inevitable and important to project performance. Risk 
management is the art and science of identifying, analyzing, and responding to risk 
factors throughout the life of a project and in the best interest of project objectives 
and metrics for project success. The purpose of risk management is to address risks 
associated with projects in a systematic manner. If not addressed comprehensively 
and completely, risks can lead to failure of projects in terms of cost, scope, and 
project deliverables [11]. The goal of risk management is to maximize the results of 
positive events and minimize the consequences of negative events. Sources of a risk 
in a project can be understood from the risk breakdown structure (Figure 5).

A formal or informal approach to planning and managing risks within a proj-
ect depends on the impact of risks on project objectives such as financial targets, 
timely and successful completion of the project. However, it is critical that we 
understand the formalized approach to risk management. In taking a more formal 
approach to this process, the PMBOK defines risk management as consisting of 
(1) Plan risk management (2) Identify risks, (3) Perform qualitative risk analysis, 
(4) Perform quantitative risk analysis, (5) Plan risk responses, and (6) Control 
risks. In this learning module, we will focus on the first five of these processes, 
leaving (6) control risk to be covered later in the program. Various strategies for 
managing risk are:

Figure 5. 
Risk breakdown structure.
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• Accept: absorb the potential damages

• Mitigate: develop protective measures

• Transfer: re-route the risk to someone else

• Avoid: use an entirely different approach

The risk management plan is a complex process, influenced significantly by 
organizational and project context, the cultural and operational styles of the 
performing organizations, as well as the individual perceptions and risk tolerances 
of management and of the other project stakeholders. Understanding management 
and stakeholder risk tolerances is critical: customers, sponsors and senior manage-
ment are expected to have different perceptions of what constitute acceptable risks. 
Risk management plan should address each of the above considerations in a man-
ner, which is relevant to the individual project and its unique environment.

9. Importance of project teams

Projects are executed in teams. In general, projects are managed using teams in a 
work environment that is complex for two reasons: first, each project is unique, and 
second, conditions for team selection and motivation are often far from ideal [3]. 
In addition to uniqueness and complexity, unfamiliarity is often described as one 
of the characteristics of projects and as a result, projects are often associated with 
change. Consequently, successful project performance requires strong leadership, 
which provides vision and ability to cope with change.

Projects, by definition, are unique and are often associated with uncertainties 
and unknowns. It is reasonable to assume that in project management, it is not if 
the plans will change, it is when, what will change, and by how much. If anything 
is constant in a project, it is the change. When changes are significant in a project, 
which is often the case, leadership role assumes greater importance. Leadership has 
its efforts directed towards convincing people about the need to change, aligning 
them to a new direction, and motivating people to work together to achieve project 
objectives under difficult and demanding work environments [12].

Motivating the project team involves getting the team members to do the tasks 
that need to be done, not because they have to do them but because they understand 
the value of their work to the overall success of the project and they want to do 
them. If people want to do what we need to have them do, their commitment is 
bound to be greater, and the job is likely to be accomplished much better than if 
they were being forced to do the work.

Project managers must understand the personal aspirations of project team 
members and support them. The project manager’s leadership skills play an impor-
tant role in motivating and guiding the project team to grow as professionals while 
accomplishing project goals at the same time. In essence, project managers should 
ensure that both personal and project goals are accomplished and that the conflict 
between these two goals is minimized [7].

The project manager’s job is to get others to do what the project manager needs 
them to do, not because they have to but because they want to. Empowerment 
means providing freedom to people (not control) so that they can successfully do 
what they want to do. This is very different from making them do what you want 
them to do. Empowerment makes sense on projects. Projects typically employ 
a multidisciplinary approach, requiring subject matter experts from different 
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functional areas. Each person brings unique expertise, and experience to the project 
team. By letting project team members make decisions and set goals pertaining to 
their roles and functions, the project manager can empower the team.

10. Plan-driven vs. change-driven projects

Plan-driven or traditional project management presents a transformation view 
of production. It is based on principles of: managing the project as planned, using 
the plan for execution, monitoring and for control. The plan includes measures 
for monitoring progress and completion. The plan-driven or traditional approach 
is suitable when we can define the scope and specify deliverables precisely. In this 
approach, uncertainties and unknowns may still exist but they may not be challeng-
ing or disruptive to the project deliverable [13]. However, the traditional or plan-
driven project management approach may be challenged if a project is complex and 
changes are major.

When a project lacks complete understanding of the project deliverables or 
outcomes, or when a project is associated with fast-paced technological changes, 
or needs of the client are unclear, change-driven or Agile method is preferred. 
These projects are associated with uncertainties and change. The client may reveal 
functional outcomes incrementally as the project makes progress and results are 
assessed. The project adapts change-driven approach and project team’s immediate 
focus is on generating value to the client.

The main difference between the plan-driven and change-driven approaches is 
that instead of freezing specifications early and developing a fixed plan, the Agile 
approach adapts flexibility to modify and alter project plans to address critical and 
changing business needs [13].
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functional areas. Each person brings unique expertise, and experience to the project 
team. By letting project team members make decisions and set goals pertaining to 
their roles and functions, the project manager can empower the team.

10. Plan-driven vs. change-driven projects

Plan-driven or traditional project management presents a transformation view 
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the plan for execution, monitoring and for control. The plan includes measures 
for monitoring progress and completion. The plan-driven or traditional approach 
is suitable when we can define the scope and specify deliverables precisely. In this 
approach, uncertainties and unknowns may still exist but they may not be challeng-
ing or disruptive to the project deliverable [13]. However, the traditional or plan-
driven project management approach may be challenged if a project is complex and 
changes are major.

When a project lacks complete understanding of the project deliverables or 
outcomes, or when a project is associated with fast-paced technological changes, 
or needs of the client are unclear, change-driven or Agile method is preferred. 
These projects are associated with uncertainties and change. The client may reveal 
functional outcomes incrementally as the project makes progress and results are 
assessed. The project adapts change-driven approach and project team’s immediate 
focus is on generating value to the client.

The main difference between the plan-driven and change-driven approaches is 
that instead of freezing specifications early and developing a fixed plan, the Agile 
approach adapts flexibility to modify and alter project plans to address critical and 
changing business needs [13].
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Maintenance Prioritization of 
Medical Equipment
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Abstract

Maintenance is a crucial topic in the life cycle management of medical equipment. 
Evidence-based maintenance consists of continuous monitoring of equipment perfor-
mance, starting from evidence—the current state from the point of view of fault his-
tory—and improving its efficiency through the necessary modifications. This process 
is very important for optimizing the use and allocation of the resources available by 
the clinical engineering departments. Maintenance of medical equipment consists of 
two basic activities: scheduled maintenance and corrective maintenance. The purpose 
of this chapter is to present document-based methods to evaluate every aspect of 
the medical equipment maintenance process and to provide a correct, objective and 
standardized approach that supports clinical engineering activities. Following the 
analysis, the results show that the combination of the use of the two methods provides 
an overview, in a periodic manner, of maintenance performance that indicates the use 
of the most appropriate procedures.

Keywords: medical equipment, maintenance strategies, life cycle, health technology 
management, prioritization

1. Introduction

Within the large and modern hospitals, an increasingly common problem is the 
efficient management of the maintenance of the medical equipment, the quality of 
the assistance and the profitability. If effective management of medical equipment 
maintenance is to be applied, the management structure should apply appropriate 
planning, management and implementation processes. This is essential for provid-
ing quality health services while saving resources. Medical equipment management 
includes inspection and preventive and corrective maintenance operations [1].

The efficient management of maintenance and repair work must be planned 
and implemented using appropriate maintenance strategies to keep the devices safe 
and functional in accordance with the basic functional specifications. In addition 
to the high initial investments, medical equipment requires continuous and costly 
maintenance during its useful life. The issue of maintenance is the main point 
of discussion of the management of medical devices. Studies have shown that 
the most frequent cause of stopping of medical equipment is poor maintenance, 
planning and management. To solve this problem, it is necessary to establish 
and regulate an adequate system for the proper maintenance and use of medical 
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equipment. Perfect maintenance is the equation of performance, risk, resources 
and costs to achieve this goal [2, 3].

The first maintenance policies developed consist of interventions on equipment, 
which run until it stops accidentally (breakdown) in place due to wear or because of 
defects. The intervention is considered satisfactory as long as the equipment/system 
is operating at a minimum acceptable level (reactive maintenance). The develop-
ment and increase of the complexity of medical equipment and devices have led to 
modernizing and updating maintenance techniques and policies. Depending on the 
costs related to the spare parts and materials, respectively to the losses due to the 
time spent in repair, several types of maintenance policies have been developed [4].

Due to the way the health services are organized, the technical staff in the health 
units should not only perform maintenance and repair work but also be actively 
involved in the acquisition and management of the equipment. For example, they 
can plan equipment services and manage stocks; they can provide technical con-
sultancy for procurement and can develop technical cost estimates. I can also make 
budget forecasts regarding the maintenance costs of medical equipment.

2.  Maintenance organization: objectives and responsibility for medical 
equipment

In providing high-quality health services, medical equipment plays an essential 
role, because when the equipment is not used or properly maintained human dam-
age can occur. In many situations, noncalibration, modification or repair of medical 
equipment by unqualified personnel can result in injury to the patient or loss of 
medical record. Preuse testing, preventative maintenance, malfunction reports 
(and incident reports) and repair procedures are just a few of the necessary actions 
prior to performing the medical act, to avoid injury caused by the use of medical 
equipment.

Even if the medical equipment used in the hospital is purchased, rented or 
borrowed, the commitment to safety is an essential element of any process related 
to the use of medical equipment. Proper maintenance and proper use of medical 
equipment ensures maximum efficiency and increased availability of equipment, at 
optimal costs and under satisfactory conditions of quality, safety and environmen-
tal protection [5].

In order to make the process of maintenance of the medical equipment more 
efficient, it is necessary to consider the use of a maintenance program of the equip-
ment that takes into account its characteristics and the defects that appear to the 
medical equipment. The application of such a program of maintenance of medical 
equipment could be effective in applying correct maintenance strategies for the 
management of the older technological devices and the new high-tech devices, due 
to their different characteristics.

Maintenance was long considered as a subordinate function, entailing an inevi-
table waste of money. There was a tendency to lump it together with troubleshoot-
ing and repairing machinery that was subject to wear and obsolescence. However, 
hospitals today are realizing that maintenance is not merely a ‘partner’ in medical 
services: it is an indispensable requirement for quality medical services [6]. Its 
relation with equipment performance is a question of integrated strategy at senior 
management level. As such, the maintenance function becomes a management 
responsibility.

The structure that determines the goals and objectives of maintaining medical 
equipment is very important. If the goals and objectives are progressive, then the 
maintenance structure is recognized as a contributor to the hospital’s foundation 
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line, and thus, variations can be used on some of the more conventional organiza-
tional structures.

Objectives of maintenance management: the more specific objectives of mainte-
nance management are as follows [7]:

• To optimize the reliability of equipment and infrastructure

• To ensure that equipment and infrastructure are always in good condition

• To carry out prompt emergency repair of equipment and infrastructure so as to 
secure the best possible availability for medical use

• To improve operational safety

• To train medical personnel in specific maintenance skills

• To advise on the acquisition, installation and operation of medical devices

• To ensure medical environmental protection

Within the clinical engineering department of any hospital, a crucial aspect 
of the activities is the activity of maintenance and preventive maintenance of the 
medical equipment, because it involves significant human and financial resources. 
Therefore, the optimization of the use of the resources available in the clinical 
engineering departments is done by evaluating the efficiency of the preventive 
maintenance programs of the medical equipment [8].

Forms of maintenance:

Maintenance has three major forms:

a. Design-out maintenance

b. Preventive maintenance, which includes systematic (periodic) maintenance 
and condition-based maintenance

c. Corrective maintenance

These are illustrated in Figure 1.
Maintenance can also be divided into planned and unplanned maintenance (or 

scheduled and unscheduled) (Figure 2). The following chart highlights the relation 
to the previous chart.

Table 1 briefly explains the terms used in the two charts.
The seven forms of maintenance distinguished above are the main types cur-

rently used in practice. Although preventive and predictive maintenance strategies 
differ in many ways, a maintenance program comprising both strategies yielded 
positive results. The maintenance strategy evaluation demonstrated that strategies 
based on performance verification and safety testing results and the manufacturers’ 
recommendations led to a significant reduction in equipment failures and a signifi-
cant increase in corrective maintenance.

An efficient strategy in the correct application of the maintenance of medical 
devices consists of the use of a maintenance strategy for older devices and another 
strategy for high-tech devices. We must keep in mind that older medical devices 
to which only corrective maintenance has been applied cannot be included in 
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Maintenance Maintenance is the function whose objective is to ensure the fullest availability of 
production equipment, utilities and related facilities at optimal cost and under 
satisfactory conditions of quality, safety and protection of the environment.

Design-out 
maintenance

This is also known as plant improvement maintenance, and its object is to improve the 
operation, reliability or capacity of the equipment in place. This sort of work usually 
involves studies, construction, installation, start-up and tuning.

Preventive 
maintenance

The principle of preventive maintenance is anticipation. It is put into practice in two 
forms: systematic (periodic) maintenance and condition-based maintenance.

Corrective 
maintenance

This is also called breakdown maintenance, palliative or curative maintenance. This 
form of maintenance consists of the following:

• Troubleshooting machines whose poor condition results in stoppage or in opera-
tion under intolerable conditions

• Repairs

Figure 1. 
The forms of maintenance.

Figure 2. 
Planned and unplanned forms of maintenance.
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preventive maintenance strategies, such as new high-tech devices. Maintenance 
costs would increase greatly if we also reported old devices in the maintenance 
process [9, 10].

The access today is put on performance verification and safety testing in the use 
of medical equipment, which leads to a change in the maintenance strategies of the 
devices without necessarily taking into account the manufacturer’s recommenda-
tions. Also, the decision-making in the management of medical equipment should 
be based on all the results of medical equipment malfunctions and the existence of 
a detailed history for each medical device.

3.  Performance measurement and maintenance productivity in medical 
equipment

Performance measurement is a key management tool. In terms of maintenance 
management, an essential issue is to ensure that the planned and executed main-
tenance activities have given the expected results. Efficient use of indicators can 
facilitate this fact. Such an indicator, represented by key performance indicators 
(Kpi) is able to evaluate important aspects of the maintenance function. To this 
end, it has been shown that the measurement of maintenance performance is domi-
nated by delay indicators (equipment, maintenance costs and safety performance).

The reduced use of the peak indicators in the maintenance process can also 
be observed. The obtained results did not show direct correlations between the 
maintenance objectives pursued and the Kpi used. Subsequent analyzes revealed 
that only a small part of the companies involved have a high percentage of decisions 
and changes caused by the use of Kpi and only a few are satisfied with their perfor-
mance measurement systems. By analyzing the correlation, a strong positive linear 
relationship was identified between the degree of satisfaction and the changes/deci-
sions of the process that are triggered by the use of Kpi, the people least satisfied 
with the least decisions and changes triggered by the use of Kpi. These observations 
indicate some inefficiency of performance measurement systems in improving 
driving performance [11].

The components of a system, such as pumps, electric or hydraulic motors, 
transmission systems, etc. as integral parts of it, must operate at optimal param-
eters to ensure that the overall performance of the device is achieved. Addressing 

Systematic 
maintenance

This consists of servicing equipment at regular intervals, either according to a time 
schedule or on the basis of predetermined units of use (hours of operation or distance 
traveled). The aim is to detect failure or premature wear and to correct this before a 
breakdown occurs. The servicing schedule is usually based on manufacturers’ forecasts, 
revised and adjusted according to experience of previous servicing; this information 
is recorded in the machine’s file. This type of maintenance is also called periodic 
maintenance.

Condition-based 
maintenance

This type of maintenance of the medical equipment is easy to apply because it does not 
require the disassembly of the equipment, the same technique based on the inspection 
by listening to the equipment involved. Predictive maintenance requires continuous 
observation of equipment to detect possible faults or to monitor its condition.

Planned 
maintenance

This is maintenance that is known to be necessary sufficiently in advance for normal 
planning and preparation procedures to be followed.

Unplanned 
maintenance

This is maintenance that is not carried out regularly as the need for it is not predictable; 
it is sometimes called unscheduled maintenance.

Table 1. 
Short description of the terms of maintenance.
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the maintenance problems and establishing the procedures and the maintenance 
strategy for equipment must therefore take into account both monitoring and 
diagnosing at the level of each component, but also the influence of the system 
variables. Most of the time, the cause of a defect is found in the variations of the 
process parameters, and a nonintegrative approach to monitoring and diagnosing 
the system can lead to inefficient actions. Thus, in addition to the most popular 
techniques of monitoring and diagnosis (vibration monitoring, thermography 
and tribology), other parameters of a system such as flow rates, voltages, currents, 
temperatures, etc. must be considered.

In systems equipped with computer control or semiautomatic control, most 
of these parameters are purchased and used in the command and control process. 
Their type and number vary from system to system, but the algorithm for applying 
the monitoring and diagnostic procedure is similar. The collection of these param-
eters, together with the application of the traditional technologies of predictive 
maintenance, will provide all the necessary data for the analysis of the state and the 
performances of the system [12].

Since a large part of the equipment used in the medical field belongs to the cat-
egory of electromechanical systems, the analysis of the maintenance technologies 
will focus on these, from the simplest (examples: electric motor-pump type drive 
systems) to complex devices.

It should be kept in mind that, in any system, the maintenance program will 
focus on its critical components. A critical component is defined as the element 
directly involved in the proper functioning of the device, on which the entire 
system depends, its efficiency and, last but not least, the quality of the product.

Some of the technologies for monitoring and diagnosing the state of a system are 
set out in the following. Vibration analysis is one of the most widely used detection 
methods to diagnose defects in electromechanical systems. This method measures 
the vibrations of the system, usually with an accelerometer, and then examines the 
frequency spectrum generated to identify significant frequencies from the point 
of view of the state of the equipment. Certain frequencies are typical of the system 
in normal operation. Changing the amplitude of certain harmonics, for example, 
can mean the presence of a defect. The data can be collected periodically, using a 
portable system, or continuously, by installing a continuous monitoring system. A 
major advantage is that the measurements are fast and noninvasive, and the func-
tioning of the tested system is not disturbed [13].

Another key parameter that can provide information about one’s status of 
equipment/system is temperature. This is an important indicator of the mechanical, 
electrical or load conditions applied to a component. Thermography is a predictive 
maintenance technique that uses instruments that can monitor infrared energy 
emission to determine operating conditions.

Infrared scanning is recommended as a regular maintenance procedure in many 
situations, extracting solid results as quickly as possible and without interrupting 
process flow, a key benefit to the industry, regardless of the age of the equipment. 
As an advantage of scanning a large area in a very short time, the ease with which 
data can be stored and processed for further analysis of images, the high mobility of 
the thermography camera that can be positioned at any time and place, the thermo-
graphic evaluation that is done uninterrupted and equipment inspection staff who 
are out of danger are emphasized.

Lubrication fluid analysis can be used to determine mechanical wear, lubrica-
tion or fluid condition. The presence of metallic particles in the lubricating fluid 
suggests the existence of a wear, their analysis providing information on the part 
subjected to wear. For fluid analysis, it uses complex equipment, which is why this 
method is not so often used in practice.
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This strategy prioritizes the training of technicians to maintain an optimal 
number of actions, very important for essential medical equipment frequently used 
in medical institutions.

4.  Classification and prioritization of medical equipment for 
maintenance activities

Prioritization of medical equipment maintenance should be performed for 
each new type of device during the inspection received when the device is added to 
the inventory. The device will then be assigned a test frequency. Subsequently, the 
maintenance history of the device will be monitored to evaluate the effectiveness of 
the maintenance program.

The end point of providing an organizational tool to the biomedical or clinical 
engineer would ensure the safe and efficient performance of medical equipment. 
The system must be evaluated on criteria such as:

• Data management for medical devices, manufacturers and suppliers

• Acquisition conditions

• Implementation and management of quality and safety protocols and proce-
dures, including necessary documentation and data

• Carrying out corrective maintenance activities

• Routine procedure planning, such as acceptance testing, preventive mainte-
nance, quality and safety inspections

• Management and monitoring of training provided by manufacturers or techni-
cal staff including biomedical engineer or clinical engineer [14]

The risk assessment was divided into four main areas: clinical function, failure 
avoidance probability, history of incidents and regulatory or manufacturer require-
ments. Devices would be evaluated on the aforementioned criteria and be assigned 
a score. The values would be added and a cumulative score is given for each device 
type. The total score would act as a quantifiable indicator for the maintenance pol-
icy. A total score of 12 or more would indicate a semiannual testing, a score between 
9 and 11 would require annual testing, whereas a score of 8 or less would suggest 
a lesser necessity for annual testing, either biannual or no schedule, depending on 
clinical use. The end result would be an increase in the cost-effectiveness of the test 
program, less equipment downtime leading to improved patient care and a higher 
financial return to direct patient care activities.

To illustrate the applicability of risk assessment criteria, we evaluated two types 
of devices extensively used in healthcare: the defibrillator and the enteral feeding 
pump. Defibrillators are devices that correct or prevent arrhythmias (e.g., ventricu-
lar fibrillation and ventricular tachycardia) by sending an electrical impulse to the 
heart. External defibrillators, in particular, send high electrical impulses through 
the thoracic wall, stopping the independent action of the individual myofibers, so 
that the intrinsic pacemaker can take over. A set charge, between 0 and 360 J, is 
generated and delivered through paddles or disposable electrodes through the chest 
wall to the heart, determining a global contraction. Most defibrillators include an 
electrocardiograph to monitor the patient’s rhythm, while others even include the 
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the maintenance problems and establishing the procedures and the maintenance 
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electrocardiograph to monitor the patient’s rhythm, while others even include the 



Operations Management - Emerging Trend in the Digital Era

240

pacer function. The clinical use is typically for emergency heart pacing such as 
severe bradycardia, asystole, pacemaker failure or ventricular fibrillation.

For this particular type of device, the assessment should include electrical safety 
evaluation—ground wire resistance, chassis and lead leakage—and inspection 
of parameters’ performance, which includes measuring the energy output of the 
defibrillator throughout its range. This would include determining the value output 
at the lowest, midlevel and highest settings. The range of error should be with 15% 
of the set energy level (for 360 J, the output should be ranging from 206 to 414 J). 
Other performance tests would be determining the output levels at maximum set-
ting for 10 charge cycles. The final output should still be within 15% of the recom-
mended setting and charge time should not exceed 15 seconds. The appraisal for 
functional assessment frequency would be twice a year (Table 2) [15].

Enteral feeding pumps are used in patients who have gastrointestinal complica-
tions and who cannot consume adequate nutrients for certain reasons. The feeding 
solutions are transmitted to the patient through temporary feeding tubes or surgi-
cally implanted. These pumps can precisely control the flow of liquid supply solu-
tions that are administered entirely through the digestive tract. These pumps are 
based on a pump mechanism such as a rotary peristaltic pump, a linear peristaltic 
pump or a volumetric pump. Most pumps record the dose frequency, dose settings 
and volume infused into memory. Audible and visual alarms alert the user to flow 
changes or malfunctions.

The quantity of volume delivered must be within 10% of the established 
volume. Thus, for a set volume of 10 ml, the measured volume must be between 

Criteria Risk Score

Clinical function

No patient contact 1

Device may make contact with the patient who is noncritical 2

Device is used for patient diagnosis or direct monitoring 3

Device is used to deliver direct treatment to the patient 4

Device is used for a life support 5 5

Problem avoidance probability

Maintenance would not impact reliability of the device 1

Common device failure modes are unpredictable 2

Common device failure is predictable and can be avoided by preventive 
maintenance

3

Specific regulatory requirements dictate preventive maintenance or testing 4 4

Incident history

No history 1

A significant history of incidents exists 2 2

Manufacturers/regulatory requirements for specific schedules

No requirements 1

There are requirements for testing 2 2

Total 13

Times per year tested 2 (hight level)

Table 2. 
Sample risk assessment for defibrillator.
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9 and 11 ml. The measured occlusion pressure must be within 1 psi of the pump 
occlusion pressure. For an occlusion pressure of 20 psi, the measured pressure 
must be between 19 and 21 psi. The recommended frequency of the functional 
test is annually (Table 3).

Before returning the equipment to medical personnel, it must be ensured that it 
has been adjusted to the original specific settings. Make sure that the volume of the 
audible alarms is loud enough to be heard under normal operating conditions [15].

5. Maintenance optimization models

Maintenance costs represent a large part of total cost functioning of health 
systems. Depending on the specifics of each device, the costs of maintenance can 
represent from 15 to 60% of the value of the expenses. For the situation in which 
the equipment works in safe conditions until a certain level of wear or a defect in 
the initial state has been established, we discuss about preventive and predictive 
maintenance. In such cases, the equipment will be stopped at an early date, and the 
repair will only be done where needed. This type of maintenance allows the early 
detection, localization and identification of the defect or the worn part, as well 
as the calculation of the operating life in safe conditions of the device. The activ-
ity of preventive and predictive type makes possible the planning of the stop, the 
preparation of the intervention team, the provision of the necessary spare parts and 
respectively the minimization of the parking time for repair [16].

Criteria Risk Score

Clinical function

No patient contact 1

Device is in contact with the patient who is not critical 2

Device is used for patient diagnosis or direct monitoring 3

Device is used to deliver direct treatment to the patient 4 4

Device is used for a life support 5

Problem avoidance probability

Maintenance would not impact reliability of the device 1

Common device failure modes are unpredictable 2 2

Common device failure is predictable and can be avoided by preventive 
maintenance

3

Specific regulatory requirements dictate preventive maintenance or testing 4

Incident history

No history 1 1

A significant history of incidents exists 2

Manufacturers/regulatory requirements for specific schedules

No requirements 1 1

There are requirements for testing 2

Total 8

Times per year tested 1 (normal)

Table 3. 
Sample risk assessment for enteral feeding pump.
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must be between 19 and 21 psi. The recommended frequency of the functional 
test is annually (Table 3).
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has been adjusted to the original specific settings. Make sure that the volume of the 
audible alarms is loud enough to be heard under normal operating conditions [15].

5. Maintenance optimization models
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the equipment works in safe conditions until a certain level of wear or a defect in 
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Table 3. 
Sample risk assessment for enteral feeding pump.
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Predictive maintenance represents a superior qualitative leap in a modern 
maintenance system, regardless of the domain or the specific production, because it 
offers all the information needed for the following:

• Early detection of the defects

• Location

• Diagnosis of defects

• Calculation of the operating life in safe conditions of the medical equipment

The common premise from which the predictive maintenance starts is that the 
periodic or continuous monitoring of the mechanical, electrical or other indicators 
of the functioning of the systems or processes can provide the data necessary to 
ensure the maximum interval between the repair and maintenance works, respec-
tively, to minimize the cost of interruptions of maintenance. Unplanned mainte-
nance can be the cause of possible failures, sometimes major. However, predictive 
maintenance is more than that. It is in fact the means of improving and increasing 
the productivity, product quality and overall efficiency of the systems in question. 
Predictive maintenance is actually a philosophy or attitude that, based on operating 
conditions, allows the optimization of the entire medical system. A comprehensive 
management of predictive maintenance uses the best methods to obtain the operat-
ing parameters of the component subsystems of a medical system, on the basis 
of which it will schedule maintenance and repair activities. Including predictive 
maintenance in the general maintenance program optimizes the availability of 
devices and equipment and greatly reduces maintenance costs. By using the records 
of the entire care of historical repair components and maintained maintenance, we 
can make a mathematical prediction model for the entire world.

Classifications of different types of failures and the establishment of policies 
for analysis involve three different levels: system level, failure peak and compo-
nent level. Results analyzed can be set for a model for optimizing maintenance/
inspection.

5.1 Rejects detection model

It is considered a continuous process so that it can be put into operation or 
rejected (scrap). The way of monitoring the functionality is as follows: first, check 
each product; continue checking until the consecutive k linear products are reached 
(full inspection). From this point, the inspection of the equipment is no longer 
deterministic, “piece by piece”; they will be chosen randomly, independently of the 
other, with probability α. Continue random monitoring (partially verified) until 
a defect is discovered, and then revert to previous monitoring and so on. Suppose 
the probability of a product being defective is q. It is understood that if a problem is 
found, the item is removed temporarily or permanently.

    
  (  1 _ p  )    

k
  − 1
 _ q  ,  where  p = 1 − q  (1)

Average of all relevant product cycle is equal to:

   P  1   =   
  (  1 _ p  )    

k
  − 1
 _ q   +   1 _ 𝛼𝛼q    (2)

243

A Modern Approach for Maintenance Prioritization of Medical Equipment
DOI: http://dx.doi.org/10.5772/intechopen.92706

It can be shown that the proportion of undetected defective items is given by:

   P  2   =   q (1 −  P  1  )  _  (1 −  qP  1  )     (3)

Another model that offers good results when used in this field is known as 
“replacing a durable good.” This is based on the assumption, for example, that 
the service life of the equipment is represented by a continuous random variable 
with the distribution function H and the density h and that a policy to replace the 
good says that it will happen if it has a major failure or if it is still in operation, it 
is acceptable to reach a certain “age,” say the T years. We assume that the price of 
similar new equipment is C1, and when the equipment fails, we seriously consider a 
C2 amount, corresponding to the provision of the equipment.

The average length of a life cycle of equipment can be expressed as:

 ∫ 0    T    xh (x) dx + T [1 − H (T) ]   (4)

Depending on the distribution of H, which is usually uniform (0, T0), where 
T0 is a standard period, depending on the case, for example 10 years and costs 
C1 and C2, one can estimate the value of T, which will reduce to a minimum the 
cost of having an older, optimizing device. As in the field of health care, failure 
prevention is more effective than focusing on remedying them. Repairs are almost 
always expensive, requiring overspecialized personnel and often expensive parts. 
However, corrective maintenance is a permanent component of medical technology 
management.

Corrective maintenance allows a device to maintain its full performance of func-
tions, through effective interventions at the time of a problem. However, this action 
must be well planned, because it acts not only on the level of symptoms, but also on 
the level of finding and solving the cause of the defect itself.

6. Life cycle of medical equipment

Users and technical staff have the obligation to maintain medical equipment at 
a level of safety as high as possible, compared to other types of usual equipment. 
Most complex medical equipment works, for example, in the intensive care unit. 
They have an electrical connection that in certain situations of first defect can cre-
ate injuries or even death of the patient by electric shock. Patients connected to such 
medical equipment are not able to respond to dangerous conditions or pain. Other 
types of medical equipment work to support life, and a problem, sometimes even 
minor in some respects, can lead to the death of the patient when the equipment 
is used incorrectly or is poorly maintained. The life cycle of medical equipment, 
from the point of view of media technology management, comprises 4 stages and 9 
themes according to current standards (Figure 3) [17–20].

An important stage in the life of medical equipment is that of maintenance and 
repairs that involve certain assumptions and challenges.

Some assumptions are as follows:

• Maintenance culture exists and is respected by the technicians, users and other 
staff.

• Technical staff are present, trained and know how to maintain and repair the 
equipment.
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• Preventive maintenance schedules exist and they are performed regularly.

• Technicians have access to spare parts, on stock in the hospital or ordered in 
and spare parts are delivered within 24 hours if necessary.

• Technicians have access to and know how to use test equipment to calibrate and 
test medical equipment.

7. Maintenance control system

A maintenance system of medical equipment should be considered as a simple 
system with inputs/outputs. Inputs to the system are data of defective equipment, 
materials and spare parts, consumables, data and information on its use, local and 
global policies and procedures. The result is reliable and well-configured medical 
equipment that can be achieved only by efficient planning of maintenance and 
service. The system to be functional has a set of rules that must be implemented. 
These activities include planning, scheduling, executing and controlling.

The control is performed having as objective the organization and functioning of 
the maintenance system. The objectives coincide with the organization’s objectives and 
include equipment availability, costs and quality. An important role is played by the 
feedback that is used to improve the performance of the medical system/equipment [21].

The existence of an effective maintenance control system improves the reli-
ability of the equipment and increases its service life without having unscheduled 
shutdowns. Maintenance control contains a set of activities, tools and procedures 
used to coordinate and allocate maintenance resources, including those for special-
ized personnel, to achieve the objectives of the system, including the following:

1. Work control

2. Quality control and processes

3. Cost control

Figure 3. 
Life cycle of the medical equipment.
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8. An efficient reporting and feedback system

An essential element of maintenance control is the work order system used for 
planning, executing and controlling maintenance work. The work order system 
consists of the necessary documents and the well-defined workflow process. The 
documents provide means for planning and collecting the information needed to 
monitor and report maintenance work.

Currently, the process of controlling the maintenance of medical equipment 
involves four stages:

1. Concrete and coherent setting of objectives and standards: the control process 
begins with planning; the objectives and performance standards to be pursued 
are established. Performance objectives must be clear results that must be 
achieved.

2. Methods of measuring effective performance: the purpose is to accurately 
determine the results of performance (output standards) and/or performance 
efforts (input standards). Quantification must be accurate to identify signifi-
cant differences between what was actually achieved and what was originally 
planned at the beginning of the process [22, 23].

3. An important role is played by the comparison of the results obtained follow-
ing the measurements with imposed objectives and standards. This stage is 
expressed by the control equation: Need for action = Desired performance − 
Actual performance. Sometimes, a comparison with data from the history of 
equipment use, data collected from the medical device file, can be taken into 
account for an evaluation of current performance. Or you can use a relative 
comparison that tracks the performance of other equipment in the same mod-
el, meeting the same standard, used by people with similar training. In com-
parison, maintenance standards are scientifically established by methods such 
as time and motion studies. Preventive maintenance routines, for example, are 
measured in terms of expected time in each routine performed, depending on 
operating hours or time intervals.

4. Carrying out corrective actions: the last step in the control process is to take all 
necessary measures to correct problems, nonconformities or improvements. 
Effective management is one that pays attention to situations that show the 
greatest need for correction. It saves time, energy and other valuable resources, 
focusing on critical and priority areas. Maintenance managers must pay special 
attention to two types of situations: a problematic situation in which the real 
performance is below the imposed standard and a second situation, of oppor-
tunity, in which the real performance is above the standard.

9. Maintenance strategies

The oldest and most common maintenance and repair strategy is “fix it when it 
breaks.” The appeal of this approach is that no analysis or planning is required. The 
problems with this approach include the occurrence of unscheduled downtime at 
times that may be inconvenient, perhaps preventing accomplishment of committed 
production schedules. These problems provide motivation to perform mainte-
nance and repair before the problem arises. The simplest approach is to perform 
maintenance and repair at preestablished intervals, defined in terms of elapsed or 
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are established. Performance objectives must be clear results that must be 
achieved.

2. Methods of measuring effective performance: the purpose is to accurately 
determine the results of performance (output standards) and/or performance 
efforts (input standards). Quantification must be accurate to identify signifi-
cant differences between what was actually achieved and what was originally 
planned at the beginning of the process [22, 23].
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expressed by the control equation: Need for action = Desired performance − 
Actual performance. Sometimes, a comparison with data from the history of 
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comparison that tracks the performance of other equipment in the same mod-
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measured in terms of expected time in each routine performed, depending on 
operating hours or time intervals.
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necessary measures to correct problems, nonconformities or improvements. 
Effective management is one that pays attention to situations that show the 
greatest need for correction. It saves time, energy and other valuable resources, 
focusing on critical and priority areas. Maintenance managers must pay special 
attention to two types of situations: a problematic situation in which the real 
performance is below the imposed standard and a second situation, of oppor-
tunity, in which the real performance is above the standard.

9. Maintenance strategies

The oldest and most common maintenance and repair strategy is “fix it when it 
breaks.” The appeal of this approach is that no analysis or planning is required. The 
problems with this approach include the occurrence of unscheduled downtime at 
times that may be inconvenient, perhaps preventing accomplishment of committed 
production schedules. These problems provide motivation to perform mainte-
nance and repair before the problem arises. The simplest approach is to perform 
maintenance and repair at preestablished intervals, defined in terms of elapsed or 
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operating hours. This strategy can provide relatively high equipment reliability, 
but it tends to do so at excessive cost (higher scheduled downtimes) [24]. A further 
problem with time-based approaches is that failures are assumed to occur at specific 
intervals. The only way to minimize both maintenance and repair costs and prob-
ability of failure is to perform ongoing assessment of machine health and ongoing 
prediction of future failures based on current health and operating and mainte-
nance history [25–27].

This is the motivation for prognostics: minimize repair and maintenance costs 
and associated operational disruptions, while also minimizing risk of unscheduled 
downtime. Preventive maintenance is the strategy organized to perform mainte-
nance at predetermined intervals to reduce the probability of failure or performance 
degradation. It can be classified into constant interval, age-based or imperfect 
maintenance:

1. Constant interval maintenance: as the name suggests, it is done at fixed 
intervals (in addition to any maintenance prompted by failure that is per-
formed when it manifests). Intervals are selected to balance high risk of 
failure with long intervals and high preventive maintenance costs with short 
intervals.

2. Age-based maintenance: in this strategy, preventive maintenance at fixed in-
tervals is carried out only after the system has reached a specific age.

3. Imperfect maintenance: in the above to be restored to its original condition 
after a preventive maintenance. However, it may be the case that the condi-
tion of the system is in between good (original) and bad (failure). This is the 
premise of imperfect maintenance strategies, which take into consideration 
the uncertainty of the current state of the equipment while scheduling future 
activities [28–29].

10. Conclusions

Providing quality medical services involves correct and efficient resource man-
agement and planning. An important element in achieving this is a balance between 
costs involved in the investment of new equipment and its maintenance. Proper use 
and proper maintenance of medical equipment must be supported by a clear policy 
in the field, technical guidance and practical tools for maintaining the functional 
parameters of media equipment. By using functional medical equipment, it will be 
possible to significantly improve the quality of the medical act and the efficiency 
of such a service. Consistent management practices in this area will help increase 
efficiency in the field of health.

An analysis of the maintenance of medical equipment is made to assess the 
lifespan of that equipment, which can be extended or shortened depending on the 
actions taken. Equipment maintenance is crucial for its lifespan. If maintenance 
periods are not met, on time and on a regular basis, medical equipment will be 
damaged to the point where it will cost more to repair than to replace. If no deci-
sions are made at all in the maintenance of medical equipment, it will degrade 
irreparably. The importance of maintenance activities consists in the efficient 
management of the equipment; this task requires extensive information about the 
medical device. Thus, it is necessary to know the history of the equipment, how it 
has been exploited in the past, to say if the situation is improving and to learn from 
previous situations.
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Chapter 12

Operations Knowledge
Management in Health Care
Ann Svensson and Eva Hedman

Abstract

The aging population of the western world poses a medical challenge for the
society of today and the future. The pressure on health care and its organization is
increasing as the demand for health care is growing at the same time as the costs are
continuously rising. There seems to be consensus regarding bottlenecks in health-
care production systems, and that knowledge is needed in order to increase insights
about operational decisions. This chapter is based on a qualitative case study
conducted at a hospital in western Sweden. Eleven CEOs together with their
production controllers were interviewed. The chapter aims to analyze knowledge
management mechanisms in the infrastructure of a health-care organization. The
analysis shows how mechanisms have significant impacts on the knowledge man-
agement practice in the operations management. A learning and knowledge crea-
tion culture, together with an organizational architecture for adaptive and exaptive
capacity, and a business model for knowledge capitalization could support the
production of smooth and effective health care in society, which is of high quality.

Keywords: health care, knowledge management, operations management,
capacity planning, health-care sector, hospital

1. Introduction

Management of health care has received attention over some years [1], and the
interest in this topic has increased during the last years, both in practice and in the
literature. The COVID-19 pandemic, especially, has brought immediate focus to the
capacity of resources in health care and its processes that are required to provide
efficient and effective health care. The aging population of the western world also
poses a medical challenge for the society of today and the future [2, 3]. The pressure
on health care and its organization is increasing as the demand for health care is
growing at the same time as the costs are continuously rising [4]. In hospitals,
which is the focus of this study, health-care professionals aim to provide health care
of high quality using the limited resources available, even though community-based
services could be involved in the provision of health care for the inhabitants in a
society. As such, a hospital can be described as a “network of service units with
finite capacity through which patients are flowing” [5].

Operations management (OM) refers to the planning and control of processes
that transform inputs into outputs. The term also applies to management of health
care where patients who have requested health care are diagnosed, referred to a
further service, or cured [6]. Resources at the hospital have to be managed to
transform inputs to outputs. It is challenging to manage the health-care processes in
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order to ensure an effective health care that uses the available resources efficiently
[7]. Moreover, it is challenging to balance resources with fluctuating and uncertain
demand as in health care [8]. There seems to be a consensus regarding bottlenecks
in health-care production systems, and that knowledge is needed in order to
increase insights about operational decisions [8]. There are, however, flaws in the
understanding and management of the variations in demand and capacity [9]. Some
studies claim that problems exist due to poor demand and capacity management
practices [10, 11]. Even though the planning and management of health care has
gained more interest during the last 20 years, both within research and practice,
very few concrete steps have been take in order to improve the OM in health-care
practice [1]. Appropriate knowledge about accessibility, demand, and capacity var-
iations could improve patient processes [12] as well as planning and modeling
processes [13]. Knowledge management (KM) in the health-care sector is intended
to support the operation of planning, performance, and control of health care.
Health-care systems need to be designed to achieve smooth flow of patients so that
timely and appropriate care can be provided [14].

Massaro et al. have identified a research gap regarding KM in the public sector
[15], even though organizational and managerial knowledge processes in health care
have been increasingly studied during the past 20 years [16, 17]. Fugate et al. [18]
claim that effective communication and KM play key roles in OM and the improve-
ment thereof. However, most of this literature has not affected the development
and organizational goals in the health-care sector, even though health-care organi-
zations have adopted KM strategies to a certain extent [16]. The main success
factors that influence the implementation of KM in the health-care sector are
considered to be the infrastructure capability (such as information technology,
organizational culture, and organizational structure) as well as the performance
evaluation and measurement [16]. Developing an appropriate KM infrastructure is
considered crucial for the improvement of quality in the health-care sector [19].
Few studies have, to this date, explicitly addressed the specific mechanisms in the
KM practice systems in the health-care sector that are related to the infrastructure
at the organizational level. Therefore, this chapter contributes with a qualitative
analysis of the KM mechanisms in the infrastructure of a health-care organization.
The analysis shows how mechanisms have significant impacts on the KM practice in
the OM.

The remainder of this chapter is structured as follows: Section 2 provides a
literature review of the OM and KM in the health-care sector. Section 3 provides the
empirical setting and describes the methods used for data collection and data anal-
ysis. Section 4 presents the results of the study, which are discussed in Section 5.
Section 6 concludes the chapter, together with the suggestions of a few topics for
future research.

2. Literature review

2.1 Operations management in health-care organizations

OM is an interdisciplinary field that often uses mathematical modeling, analytic
methods, and statistics to create production and capacity plans for controlling and
improving an organization’s ability to reinforce rational and meaningful manage-
ment decisions at all levels [7]. Historically, these models and methods have mainly
been used in the manufacturing industry. Recently, however, such models and
methods have begun to be widely applied in the public sector as well, not least in the
health-care sector. Production and capacity planning processes involve
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communication and coordination of information between hierarchical and horizon-
tal levels. Planning and control involve deciding in advance which activities to do,
how to do the activities, who should do what, when activities should be done, and
what capacities are needed. A variety of decisions related to the hospital health care
have to be made based on medical resource and financial aspects [20]. Decision-
making in production and capacity planning requires coordination and manage-
ment of information and knowledge at different hierarchical levels and in different
time frames. Thus, management of information and knowledge is also needed
between various health-care services within a hospital, as well as between other
health-care providers, at a horizontal level. Capability of KM adds value to opera-
tions performance and in effective use of knowledge through acquiring, sharing,
and applying knowledge across various health-care services [21].

Within a health-care organization, there is need to balance the available capacity
of various resources. The resources also need to be coordinated to manage different
types of medical activities and treatments. Departments are also sharing resources,
and the demand and availability is fluctuating and uncertain [8]. The resources and
the available capacities need to be managed in order to match the demands. The
goal is to deliver health care of high quality, using the limited resources available.
Designing and organizing health-care processes implicates planning and controlling
activities. The process of designing and organizing in turn also implies setting goals
for the activities and planning and controlling the operations. Planning requires
information and knowledge at different organizational levels. Planning and man-
agement in health care can, for example, refer to the planning of operating rooms,
the need for nurses and scheduling patients [22]. Dexter [23], among others, has for
example studied planning and scheduling of operating rooms. The management and
planning of health care thus comprise dimensioning, planning, scheduling, moni-
toring, and controlling resources [7]. However, there is an apparent gap between
the demand and the available capacities [8, 10, 24].

The efficiency of health-care processes is a result of planning and management
at different managerial levels. Developing effective plans for using resources and
capacities requires understanding and knowledge of the dynamics in the hospital
system and the flow of patients through it [8]. The quality of decision-making in
each department depends on the information available for planning and decision-
making, also, in relation to other departments in the hospital system. Managers and
professionals who are planning and making decisions need to have knowledge about
many different aspects within the organization, even beyond departmental borders.
Sub-optimization is also a threat against effective planning and management, as
decisions are made within different departments. Hulshof et al. [7] found that
higher efficiency can be achieved if decisions are made from a more integrated
perspective. The integrated planning and management of health care also faces
challenges as different departments can have different goals, and conflicts can exist
between different goals. Complex relationships between decisions within different
departments exist, and this complexity has been identified as the most significant
hindrance to effective OM. Hulshof et al. [7] claim that models are still missing for
the management of health-care processes, for example flows of patient between
different departments. Therefore, models for OM and KM need to be created
[22, 25], also for the infrastructure that should be the basis for the processes [16].

2.2 Knowledge management in health-care organizations

Knowledge-intensive and professional organizations as hospitals are complex in
their nature and require attention to aspects relating to their complex dynamics
[26, 27]. Traditional management and leadership models are no longer entirely
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zations have adopted KM strategies to a certain extent [16]. The main success
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at the organizational level. Therefore, this chapter contributes with a qualitative
analysis of the KM mechanisms in the infrastructure of a health-care organization.
The analysis shows how mechanisms have significant impacts on the KM practice in
the OM.

The remainder of this chapter is structured as follows: Section 2 provides a
literature review of the OM and KM in the health-care sector. Section 3 provides the
empirical setting and describes the methods used for data collection and data anal-
ysis. Section 4 presents the results of the study, which are discussed in Section 5.
Section 6 concludes the chapter, together with the suggestions of a few topics for
future research.

2. Literature review

2.1 Operations management in health-care organizations

OM is an interdisciplinary field that often uses mathematical modeling, analytic
methods, and statistics to create production and capacity plans for controlling and
improving an organization’s ability to reinforce rational and meaningful manage-
ment decisions at all levels [7]. Historically, these models and methods have mainly
been used in the manufacturing industry. Recently, however, such models and
methods have begun to be widely applied in the public sector as well, not least in the
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communication and coordination of information between hierarchical and horizon-
tal levels. Planning and control involve deciding in advance which activities to do,
how to do the activities, who should do what, when activities should be done, and
what capacities are needed. A variety of decisions related to the hospital health care
have to be made based on medical resource and financial aspects [20]. Decision-
making in production and capacity planning requires coordination and manage-
ment of information and knowledge at different hierarchical levels and in different
time frames. Thus, management of information and knowledge is also needed
between various health-care services within a hospital, as well as between other
health-care providers, at a horizontal level. Capability of KM adds value to opera-
tions performance and in effective use of knowledge through acquiring, sharing,
and applying knowledge across various health-care services [21].

Within a health-care organization, there is need to balance the available capacity
of various resources. The resources also need to be coordinated to manage different
types of medical activities and treatments. Departments are also sharing resources,
and the demand and availability is fluctuating and uncertain [8]. The resources and
the available capacities need to be managed in order to match the demands. The
goal is to deliver health care of high quality, using the limited resources available.
Designing and organizing health-care processes implicates planning and controlling
activities. The process of designing and organizing in turn also implies setting goals
for the activities and planning and controlling the operations. Planning requires
information and knowledge at different organizational levels. Planning and man-
agement in health care can, for example, refer to the planning of operating rooms,
the need for nurses and scheduling patients [22]. Dexter [23], among others, has for
example studied planning and scheduling of operating rooms. The management and
planning of health care thus comprise dimensioning, planning, scheduling, moni-
toring, and controlling resources [7]. However, there is an apparent gap between
the demand and the available capacities [8, 10, 24].

The efficiency of health-care processes is a result of planning and management
at different managerial levels. Developing effective plans for using resources and
capacities requires understanding and knowledge of the dynamics in the hospital
system and the flow of patients through it [8]. The quality of decision-making in
each department depends on the information available for planning and decision-
making, also, in relation to other departments in the hospital system. Managers and
professionals who are planning and making decisions need to have knowledge about
many different aspects within the organization, even beyond departmental borders.
Sub-optimization is also a threat against effective planning and management, as
decisions are made within different departments. Hulshof et al. [7] found that
higher efficiency can be achieved if decisions are made from a more integrated
perspective. The integrated planning and management of health care also faces
challenges as different departments can have different goals, and conflicts can exist
between different goals. Complex relationships between decisions within different
departments exist, and this complexity has been identified as the most significant
hindrance to effective OM. Hulshof et al. [7] claim that models are still missing for
the management of health-care processes, for example flows of patient between
different departments. Therefore, models for OM and KM need to be created
[22, 25], also for the infrastructure that should be the basis for the processes [16].

2.2 Knowledge management in health-care organizations

Knowledge-intensive and professional organizations as hospitals are complex in
their nature and require attention to aspects relating to their complex dynamics
[26, 27]. Traditional management and leadership models are no longer entirely
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suitable for such knowledge-intensive organizations as health-care organizations
[28]. In order to effectively create sustainable operations performance in health
care, developments in knowledge capability is important [18, 21]. KM adds value to
operations performance in organizations concerning cost, quality, flexibility, and
delivery. Thus, knowledge is a strategically significant resource. KM can be viewed
from two perspectives: process and infrastructure [21, 29, 30]. The process per-
spective reflects the capability in an organization, but the process is based and
dependent on the infrastructure. The infrastructure perspective defines the tech-
nology, structure, culture, and mechanisms that enable the configuration of
resources and operational routines in the organizational processes [21].

Technology has made it easier to transmit information in organizations, and is
an important part of the infrastructure [18]. Many sophisticated information sys-
tems are used within health care, and they have a tremendous impact on the
complex organizational context. Information systems also include different struc-
tures of their own. Information systems thus create structures for how people
perform their work, and how they interact with the systems [20, 31]. By under-
standing the complex relationships between the health-care organization and the
information systems that are used, it is possible to get a better understanding of how
information systems can support OM and KM [32]. However, effective communi-
cation and a shared interpretation of the knowledge are critical for the performance
of a health-care organization.

Three mechanisms for KM practice systems have been identified by Loon [33];
(1) learning and knowledge creation culture; (2) organizational architecture for
adaptive and exaptive capacity; and (3) “business model” for knowledge capitali-
zation and value capture. Learning and knowledge creation culture is based on culture
theories, in which learning is seen as a set of values among a group of professionals,
which underpin their behavior in creating knowledge. Those values are shaped by
organizational structures. This mechanism influences the importance placed on
formal and informal learning in the organization, and includes reward schemes,
coaching programs and other formalized KM-specific roles and operations that
strengthen the learning and knowledge creation culture. The organizational knowl-
edge architecture for adaptive and exaptive capacity consists of the design of organi-
zational systems, technologies, practices, skills, and behaviors, that for example
facilitate sharing of knowledge. This mechanism shapes the orientation of technol-
ogy use, to primarily codify knowledge or to use technologies to connect people to
exchange tacit knowledge. Appropriate and relevant structures, technologies, and
processes have to be developed to allow knowledge to be stored, transformed, and
exapted to facilitate the performance of the organization. The business model for
knowledge capitalization and value capture describes how an organization benefits
from its KM practice system. This mechanism is directing how new knowledge is
embedded in the organization’s value proposition, as the organization has to be
aware of how newly created knowledge will be characterized as useful and appro-
priate for its outcomes and defined goals.

3. Research method

3.1 Empirical setting

This study was conducted at a hospital in the western part of Sweden. The health
care produced at this hospital consists of both acute and planned health-care ser-
vices, divided in three different medical areas, each of which is further subdivided
into smaller units; 17 in total. Acute and planned health care respectively, call for
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different planning methods. The patients’ paths through the different health-care
departments of the hospital is also planned and controlled, regardless of whether
the health care is of an acute or planned character. The possibility for booking each
patient is set by the detailed planning in each health-care department. To achieve a
patient path that is as smooth and effective as possible, coordination of plans
between different departments is often needed.

The mission, orders, and economical frames of Swedish hospitals are decided by
the political governance. A document called “the health-care agreement” prescribes
the overall assignments for the hospitals. This framework has to be transformed
into terms that are useful for the planning and control processes within the hospi-
tals, and communicated to the hospitals [20]. The admission of patients is also an
important aspect that determines the need for resources and capacity. Moreover,
there are databases of waiting lists with different patient groups, and different
economical efforts at regional and national levels that affect the production of
health care at the hospitals. Other regional health-care organizations, as well as the
home health care conducted in the municipalities, also affect the production of
health care at the hospitals.

At the studied hospital, the planning and control process generates forecasts,
production plans, capacity plans, etc. The forecasts and plans aim to balance the
needs for care within the frames given by the political governance. The different
plans are then broken down through the organization, into more details
regarding time horizons, care services, and resources at each department and
service unit [20].

The processes of creating production plans differ to some extent between dif-
ferent levels in the organization. The collection of data and the elaboration of plans
are performed by staff members with different positions in the organization. At the
operations level, nurses often collect the data, create the plans, and book the
patients. At the clinical department level, the manager and the production control-
ler create the production plans. The plans cover one financial year and are adopted
at the clinics board meetings once per year. At the hospital level, the production
controllers from the different hospital departments together with the hospital’s
chief economic controller are responsible for creating the plans. The plans are
adopted at the hospital board meeting once per year. The follow-up is normally
done routinely each month, both at the levels of departments and hospital. Differ-
ent actions are then taken when there are deviations from the defined production
plans.

3.2 Data collection

A qualitative approach was used in this case study [34, 35]. The qualitative case
study approach is a strategy often used in studies of the use of information systems
and KM within organizations [36, 37]. The case study produces context-dependent
knowledge and experience without any attempt to make generalizations based on
the collected data [38]. The study focuses on the planning and control of the
production and capacity within the hospital health care as the case. Since the study
focuses on a specific work practice, it is of great importance to use a methodological
strategy that is adapted for research of the applied nature of the empirical setting
[39]. The approach was to interpret the social phenomena in order to show what is
socially constructed by the health professionals in their natural work practice.

Data were collected through qualitative interviews that focused on views and
experiences expressed by people [37]. What types of managerial actions were
performed within planning and control of hospital health care and how the work
was conducted were of interest in this study. The data collection focused on
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suitable for such knowledge-intensive organizations as health-care organizations
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Technology has made it easier to transmit information in organizations, and is
an important part of the infrastructure [18]. Many sophisticated information sys-
tems are used within health care, and they have a tremendous impact on the
complex organizational context. Information systems also include different struc-
tures of their own. Information systems thus create structures for how people
perform their work, and how they interact with the systems [20, 31]. By under-
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information systems that are used, it is possible to get a better understanding of how
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Three mechanisms for KM practice systems have been identified by Loon [33];
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zation and value capture. Learning and knowledge creation culture is based on culture
theories, in which learning is seen as a set of values among a group of professionals,
which underpin their behavior in creating knowledge. Those values are shaped by
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formal and informal learning in the organization, and includes reward schemes,
coaching programs and other formalized KM-specific roles and operations that
strengthen the learning and knowledge creation culture. The organizational knowl-
edge architecture for adaptive and exaptive capacity consists of the design of organi-
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facilitate sharing of knowledge. This mechanism shapes the orientation of technol-
ogy use, to primarily codify knowledge or to use technologies to connect people to
exchange tacit knowledge. Appropriate and relevant structures, technologies, and
processes have to be developed to allow knowledge to be stored, transformed, and
exapted to facilitate the performance of the organization. The business model for
knowledge capitalization and value capture describes how an organization benefits
from its KM practice system. This mechanism is directing how new knowledge is
embedded in the organization’s value proposition, as the organization has to be
aware of how newly created knowledge will be characterized as useful and appro-
priate for its outcomes and defined goals.

3. Research method

3.1 Empirical setting

This study was conducted at a hospital in the western part of Sweden. The health
care produced at this hospital consists of both acute and planned health-care ser-
vices, divided in three different medical areas, each of which is further subdivided
into smaller units; 17 in total. Acute and planned health care respectively, call for
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different planning methods. The patients’ paths through the different health-care
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into terms that are useful for the planning and control processes within the hospi-
tals, and communicated to the hospitals [20]. The admission of patients is also an
important aspect that determines the need for resources and capacity. Moreover,
there are databases of waiting lists with different patient groups, and different
economical efforts at regional and national levels that affect the production of
health care at the hospitals. Other regional health-care organizations, as well as the
home health care conducted in the municipalities, also affect the production of
health care at the hospitals.
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needs for care within the frames given by the political governance. The different
plans are then broken down through the organization, into more details
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at the clinics board meetings once per year. At the hospital level, the production
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and KM within organizations [36, 37]. The case study produces context-dependent
knowledge and experience without any attempt to make generalizations based on
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acquiring a deep insight into the planning and control of production and capacity of
the health care provided at the hospital. A semi-structured interview guide was
constructed based on a literature review of OM as well as the knowledge and
experience that one of the authors has gained from her ordinary work practice of
OM at the hospital.

Eleven interviews were held with 11 chief executive officers (CEOs) and their
respective production controllers. The interviews lasted for about 2 hours each.
Each CEO is responsible for one health-care service unit at the hospital, and they all
collaborate with a production controller. Each production controller works at about
four to five different health-care service units, and each health-care service unit
consists of several departments. The 11 CEOs were chosen from units that need to
cooperate with other units in some way. In total, six more CEOs work at the
hospital, but their activities are less extensive, and a few have no direct contact with
patients. By collecting data through interviews, it was possible to maximize the
exploration of different perspectives and activities within the planning and control
of production and capacity. The interviews were used as the primary data source. In
addition, internal documents used in the planning and control of production and
capacity were requested and used as a secondary data source. Both authors
conducted all the interviews, which were tape-recorded and afterwards transcribed
verbatim.

3.3 Data analysis

Thematic analysis was used for the qualitative analysis of the collected data [40].
This method was used to interpret the various aspects of KM mechanisms in the
infrastructure of the health-care organization and its OM. By using a deductive
thematic analysis, different codes were found in the empirically collected data.
Then, a detailed analysis of the specific data that mapped to the aim of the study
was conducted. Since the analysis focused on the specific theoretical aspects of the
collected data, there is a clear connection between the analysis method and the
theoretical perspective [39]. The aim was to analyze the collected data in depth as
the data contain meanings that the respondents expressed as their experiences of
the work practice rather than measure data quantitatively.

The coding process aimed to fit the theoretical preconception of the study. As
such, the coding was theory driven, as we searched in the transcripts for codes
within the predefined theory-based themes. The analysis resulted in codes at both a
semantic and a latent level. Codes were identified both in the explicit meanings of
the data and in the underlying ideas and assumptions. The latent codes are thus
based on interpretations of the data during the analysis [40]. The analysis was
inspired by a constructionist perspective since it was assumed that meanings and
experiences are socially constructed within the context.

Based on the aim of the study, three different KM mechanisms were analyzed in
the collected data: (1) learning and knowledge creation culture, (2) organizational
architecture for adaptive and exaptive capacity, and (3) “business model” for
knowledge capitalization and value capture.

4. Results

The health care provided at the hospital is based on needs, forecasts, and the
division of resources between the departments. The operations at each of the three
areas at the hospital affect each other. Different activities, together with the culture
and infrastructure, affect the outcomes of the OM, and knowledge is thus managed
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in different ways. Figure 1 shows the OM planning process where knowledge
mechanisms have to be in place for a smooth work.

4.1 Learning and knowledge creation culture

Middle managers would like to have data about the performance in real time, in
order to be able to take appropriate actions if the situation starts to be worse,
instead of saying the following day that: “oh well, now this was damn crazy yester-
day”. It should be possible to follow up and document lead times at the triage work,
if it is going up and down. This is now just recognized based on experience of the
staff. Thus, there is a prevalent culture where the staff adapts to changes in the
admission of patients. Moreover, knowledge of how to match the schedule to the
needs is important and it makes the planning much smoother. Knowledge and
experience of where there are shortcomings and what needs to be changed in the
planning saves a lot of resources. However, professionals need a lot of education to
acquire such knowledge. The departments also have whiteboards for planning and
following up on the daily management. The resource utilization can also be
reassessed if anyone anticipates changes in the workload. Moreover, oral analyses
are made at the departments on a daily basis. These analyses focus on what worked
and what did not work, deviations and so on, and aim at learning and creating
knowledge for the future operations and capacity planning at the department.
These oral analyses are however not documented and deeper analyses are some-
times needed. Moreover, the results from the previous day are sometimes more or
less obvious. There is a desire at the hospital to work with, and follow up, based on
real-time data, instead of using data from the day before, in order to learn and
create more appropriate knowledge, and be able to put in efforts a little earlier. A
suggestion is to have a visual and real-time based monitor that shows the inflow, the
operations, and outflow of the hospital as support for the daily planning.

Since the operations at the emergency department cannot be planned in
advance, resources are allocated based on historical numbers of patients. It is some-
what unclear how many patients the emergency department can handle, as there is
no defined assignment. The professionals work toward a goal of shortening the
waiting times at the emergency department based on requirements from the
regional level. Forecasts are dependent on whether someone discovers changed
patterns in an ad hoc basis. It is difficult to compare outcomes since there have been
so many changes at the hospital during the last years.

A certain number of operating rooms with staff and other resources must be
available at the hospital. The planning of resources is not directly related to which
operating activities will be conducted in these operating rooms. Instead, the oper-
ating rooms with staff and other resources are prepared for immediate use. The
number of prepared operating rooms is measured in retrospect, based on how much
the operating rooms were actually used at a specific time, or a specific day. The

Figure 1.
Schematic view of OM for health-care planning at the hospital.
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managers have discussed whether they could do as much in 10 rooms as they do in
12 rooms, so it is not only a matter of the number of rooms. The dimensioning of
capacity is thus not only based on knowledge about needs: traditions are also crucial.
Different doctors or departments are, for example, used to be in one specific
operating room, and may not want another doctor or department to use it. There
are huge discussions about how the scheduling of the operating rooms should be
arranged, and how the availability and the use of the operating rooms can become
more effective. There are some ideas about how to solve this situation. As doctors
often have other things planned at the same time, and the time is not clearly set
aside for the operation, the schedules for doctors could be more strict. Learning how
to manage the required resources has to improve.

Even though collaboration and knowledge sharing with other health-care orga-
nizations is highly prioritized, as it contributes to decreasing the emergent inflow of
patients, the extent of collaboration and knowledge sharing within and between
departments largely depends on staff availability. A coordinator at each department
is responsible for having daily meetings with other coordinators, in order to gather
knowledge from the doctors and distribute knowledge to the departments about
what is going on at the moment, and what inflow and outflow of patients to expect
during the day.

There is a test package for each group of disease, such as X-ray, blood tests and
other screening activities. These tests need to be taken from each patient and
analyzed. However, there is no follow-up if those standardized test packages are
needed every time. Thus, the knowledge about the effectiveness of such test pack-
ages is not acquired at the hospital. This is one example of an area for improvements
in the learning and knowledge creation culture, where the health-care OM could be
more appropriate.

The learning and knowledge creation culture does not seem so formally struc-
tured in the organizational culture at the hospital. Planned activities that support
learning and knowledge creation, especially activities that could contribute to
improving the performance of the organization, do not seem to exist. KM practices
do not seem to be an implicit assumption that guides how the professionals act. The
interviewees did not discuss any specific or formalized KM-specific roles or opera-
tions which suggest that any formal KM initiatives exist. Yet, there are different
informal learning and knowledge creation activities going on. Therefore, the learn-
ing and knowledge creation culture is not at all missing at this hospital.

4.2 Organizational architecture for adaptive and exaptive capacity

Three different IT systems are used for forecasting, planning, and follow-ups,
however, they are used in different ways at different departments. The emergency
department uses one more IT system that makes it possible to compare numbers in
all the regional emergency departments, also at other hospitals. One IT system
together with Excel sheets are used for scheduling the staff. Since the IT system
alone does not give a clear picture of the schedule in order to plan, Excel sheets are
also used. Information about activities conducted in relation to the patients is
registered in another IT system. Some information is also registered in the patients’
medical record system. These IT systems are not integrated and do not have all the
functions that are actually needed. Since the staff must always be reminded of
manual routines, the statistics cannot always be trusted. The data quality thus partly
depends on how well the professionals remind each other to register information.
For example, doctors have to manually register when meeting a patient in a planned
visit and for how long time. This system also makes it difficult to detect deviations
in the reported information and what has happened in reality.
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The production of health care at the hospital depends on how the professionals
are scheduled to work, as patients have planned visits to a specific department or
visit the emergency department. This is a way of production, capacity planning, and
dimensioning that is based on old traditions. Different amount of time is devoted to
scheduling the staff, depending on how experienced the planning staff is in identi-
fying shortcomings. The staff should have knowledge to schedule their own work,
but sometimes a manager has to decide. Based on experience, the number of
patients, and how their medical needs have to be followed up, the situation is
monitored based on what is working and what is not working at each department.
Managers want to follow up the daily work in order to analyze the performance, but
this is only done occasionally based on knowledge about a normal situation. Since
there are no routines for documenting the work performance, analyses and follow-
ups are not documented.

Forecasts are reviewed once per year. The health-care agreement specifies a
number of admissions; a number which is independent of the number of average
admission days. The number of admissions is monitored and communicated to the
decision makers. The use of resources cannot be estimates based on the specified
number of admissions, since admissions can last from 1 day to a few months. This
situation puts pressure on physicians to discharge patients before they are fully
investigated. Activities related to patients with planned visits to specific depart-
ments need to be considered and planned to ensure a smooth workflow with
appropriate capacity each day.

Readmissions do not take into account on what medical basis the patient was
previously admitted, and there are no regulations of how readmissions are defined
at or between hospitals. The health-care professionals have to use their own knowl-
edge and experience in order to share knowledge about the medical status of the
patient, and if the patient seems to be readmitted, or admitted for the first time.
There are also daily meetings about the current situation among all the depart-
ments. Each discharge of a patient needs to be planned right from the time of the
admission. Since many patients are frail elderly who need interventions from the
municipality health care and the primary health care at home, other health-care
providers need to be involved in planning the discharge.

The departments within each area have one daily meeting where the managers
and coordinators meet for their common planning. It is important to exchange
information about the discharge of patients, in order to reach the goals for the
outflow. Both the common inflow and the common outflow are important to mon-
itor within each area. Especially, the flow of patients at a medical elderly health-care
department is important. At the same time, as a patient is admitted, the staff has to
plan the discharge of the patient, and therefore it is important to quickly estimate
the number of admission days for the patient. The coordinators also have contact
with the physicians in order to allocate the patients between the different depart-
ments depending on their medical needs. Whether the patient is still admitted at a
department related to the medical needs is also followed up after 1 day. Knowledge
about the patients, their medical status, and number of admission days, is continu-
ously shared. Knowledge about the status of the patients is also shared with nurses
and other professionals in the municipalities where the patients live in order to plan
for supporting them in their homes after discharge.

Improvement work, for example, regarding more effective working methods, is
primarily initiated by department managers. Ideas often come from the staff. The
ideas that come directly from the professionals are often the best ideas. A lot of
brainstorming takes place at department meetings, and there are well-established
routines and professional skills for how to transform the organization and achieve
knowledge diffusion.
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4.3 Business model for knowledge capitalization

The middle managers normally follow up on the statistics on a monthly basis.
This could, however, in some situations be changed. Especially, if changes have
been made, follow-ups could be done more often. The departments follow up on
both a daily and a weekly basis, especially the number of discharges. Three different
IT systems are used to follow up. In the case of warnings, or if the staff recognizes
bottlenecks, analyses of what is happening and follow-ups will be conducted. Of
course, all follow-ups result in some learning, but the knowledge is not diffused and
implemented in the organization in a predefined way. However, the analyses fur-
ther guide how the capacity is dimensioned. People at all levels, from the political
and management levels, to the staff level at the hospital, who all naturally want to
contribute to developing and improving the health care, get support from the data
that the IT systems provide. Especially, the internal work is much in focus, to avoid
queuing of patients.

The regional administration orders the amount of health care that should be
produced at the hospital. The provision of health care is measured by the number of
admission sessions rather than the number of admission days. This indicator does
not say much about the resources needed and used, because each admission session
can vary considerably in length. This indicator also makes it very difficult for the
hospital managers to follow up on the situation, and it provides little information
that is relevant for the dimensioning of resources and capacity. To make sure the
admitted patients receive effective health care and improve the economic figures, it
is important to plan the discharge already when the patients are admitted. Implic-
itly, this means that the hospital gains financially if the number of days per admis-
sion is low, and the number of readmissions increases instead. However, this also
increases the risk for low quality of the health care. For example, a low degree of
readmissions of frail elderly patients shows that the hospital has successfully
transitioned the patients to other health-care providers close to patients’ homes. It is
unclear what measure to use to estimate resource use: number of admissions, or
average admission time. This will in turn affect how long time the patients are
admitted at the hospital, and the number of admissions says very little about the
need for, and use of, resources.

A lot of work is dedicated to decreasing the number of visits at the emergency
department. The work involves a lot of collaboration with the ambulance depart-
ment, the primary health care, the municipality health care, the special department
for frail elderly people, and the department for guidance of people via telephone.
All those collaborative activities are believed to affect the inflow of patients in a
positive way, so that fewer patients seek emergency health care at the hospital.

Information from the registered data is used by politicians and decision makers
at the hospital. Politicians use the data to get knowledge about the health care in
order to allocate money to different areas and specialties. The health-care depart-
ments use the data to get knowledge about their performance, in order to develop
and improve the health-care activities and processes. Especially, readmissions of
patient are followed up, in order to get knowledge about to what extent the transi-
tions to other health-care providers are successful. At the moment, the departments
follow up their performance once a week, and the politicians intend to follow up
once a month.

The top managers at the hospital scan the statistics a few times per year. Once
per year, they decide how many patients each department could take care of, for
each group of disease. In that way, they choose how to distribute the health-care
beds and other resources among different patient groups. The total number of
patients who are considered in the dimensioning is decided at the regional level, as a
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total budget for production of health care at each hospital. This dimensioning then
affects whether patients need to be rejected or referred to another health-care
provider, maybe to another health-care level, such as a primary health-care center.

4.4 Summary of results

For each of the three themes, the key results are presented in Table 1.

Learning and
knowledge creation
culture

• Desire to have performance data in real time to learn and take appropriate
actions

• Planning and following up part of the daily management
• Ad hoc-based recognitions of changes can cause a reassessment of

resources
• Staff adapts to changes in admission of patients
• A fixed number of operating rooms based on availability determines the

resources
• A need to manage required resources better
• Historical numbers are used for the emergency department
• Coordinators from different departments meet to exchange knowledge

about inflow and outflow
• A fixed set of standardized test packages is sometimes used for each group

of disease
• Desire to have knowledge to match the staff schedule with the needs
• Knowledge of shortcomings could save a lot of resources
• Oral analyses at departments on a daily basis to learn and create knowledge
• No formally structured learning and knowledge creation

Organizational
architecture for
adaptive and exaptive
capacity

• Many different IT systems are used in parallel and in different ways
• Excel sheets are used for scheduling and planning
• Manual routines that the staff have to be reminded of
• Difficult to rely on manually registered data
• Dimensioning of resources is needed for planned visits
• Scheduling needs to be done by experienced staff
• Follow-ups on an occasionally basis
• Analyses and follow-ups are not documented
• No routines for documenting work performance
• Number of admissions in the care agreement, but each admission can vary

in number of days
• Collaboration with other health-care providers is needed for frail elderly

patients
• Monitoring of inflow and outflow of in-patients
• Professionals share knowledge about the status of patients at daily

meetings
• Brainstorming for improvements is conducted at department meetings

Business model for
knowledge
capitalization

• Middle managers follow up on the statistics at least on a monthly basis
• Department managers follow up on a daily and weekly basis
• In the case of warnings, follow-ups and analyses are conducted
• Analyses guide the dimensioning of capacity, especially to avoid queuing

of patients
• An ordered amount of health care should be produced
• The number of admissions says very little about the resources needed
• Unclear how to estimate resource use: based on number of admissions or

average admission time
• One goal is to decrease the number of visits at the emergency department
• Politicians use statistics to allocate money to different health-care areas
• The total number of patients is decided at the regional level
• Departments use statistics to improve their activities and processes
• Knowledge is not diffused in a predefined way

Table 1.
The three themes analyzed in the study and the results.
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once a month.

The top managers at the hospital scan the statistics a few times per year. Once
per year, they decide how many patients each department could take care of, for
each group of disease. In that way, they choose how to distribute the health-care
beds and other resources among different patient groups. The total number of
patients who are considered in the dimensioning is decided at the regional level, as a
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total budget for production of health care at each hospital. This dimensioning then
affects whether patients need to be rejected or referred to another health-care
provider, maybe to another health-care level, such as a primary health-care center.

4.4 Summary of results

For each of the three themes, the key results are presented in Table 1.

Learning and
knowledge creation
culture

• Desire to have performance data in real time to learn and take appropriate
actions

• Planning and following up part of the daily management
• Ad hoc-based recognitions of changes can cause a reassessment of

resources
• Staff adapts to changes in admission of patients
• A fixed number of operating rooms based on availability determines the

resources
• A need to manage required resources better
• Historical numbers are used for the emergency department
• Coordinators from different departments meet to exchange knowledge

about inflow and outflow
• A fixed set of standardized test packages is sometimes used for each group

of disease
• Desire to have knowledge to match the staff schedule with the needs
• Knowledge of shortcomings could save a lot of resources
• Oral analyses at departments on a daily basis to learn and create knowledge
• No formally structured learning and knowledge creation

Organizational
architecture for
adaptive and exaptive
capacity

• Many different IT systems are used in parallel and in different ways
• Excel sheets are used for scheduling and planning
• Manual routines that the staff have to be reminded of
• Difficult to rely on manually registered data
• Dimensioning of resources is needed for planned visits
• Scheduling needs to be done by experienced staff
• Follow-ups on an occasionally basis
• Analyses and follow-ups are not documented
• No routines for documenting work performance
• Number of admissions in the care agreement, but each admission can vary

in number of days
• Collaboration with other health-care providers is needed for frail elderly

patients
• Monitoring of inflow and outflow of in-patients
• Professionals share knowledge about the status of patients at daily

meetings
• Brainstorming for improvements is conducted at department meetings

Business model for
knowledge
capitalization

• Middle managers follow up on the statistics at least on a monthly basis
• Department managers follow up on a daily and weekly basis
• In the case of warnings, follow-ups and analyses are conducted
• Analyses guide the dimensioning of capacity, especially to avoid queuing

of patients
• An ordered amount of health care should be produced
• The number of admissions says very little about the resources needed
• Unclear how to estimate resource use: based on number of admissions or

average admission time
• One goal is to decrease the number of visits at the emergency department
• Politicians use statistics to allocate money to different health-care areas
• The total number of patients is decided at the regional level
• Departments use statistics to improve their activities and processes
• Knowledge is not diffused in a predefined way

Table 1.
The three themes analyzed in the study and the results.
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5. Discussion

Different professionals have roles and work with management, creation, and
sharing of knowledge within the planning of production and capacity, as part of the
operations at the hospital. A complete and overall articulated architecture for this
work would be fruitful. As each department now has its own way of how to conduct
the planning and knowledge work, a common architecture could better support the
collaboration and coordination between departments. Obviously, different depart-
ments have their own characteristics that should be considered, but an architectural
base could be designed and implemented at the hospital. The departments could
then adapt the architecture to the extent that is needed at each department or
health-care service unit based on their specific requirements. KM and OM could in
this way be smoother and more effective, and better support the overall processes
that support health-care work. Even though KM processes in operations is exam-
ined in the literature, see for example Fugate, et al. [18], the infrastructure for KM
in health care does not seem to be fully analyzed in existing research, except in
studies related to infrastructure for health-care systems and telecommunication, see
for example Von Lubitz, Patricelli and Palma [41]. KM depends on the availability
of both work routines and staff, to have defined processes that could fit into the
knowledge-based architecture. Now, there are variations in the planning among the
different departments from ad hoc-based and resource-based KM and OM to fixed
plans and experience-based planning [20].

With an appropriate KM architecture in place, the OM can be smoother and
more effective, as the planning of resources and capacity can be adjusted closer in
time to when different health-care processes are conducted, and more detailed and
correct information can be used to plan the capacity. This will create conditions for
more flexibility and give better compliance between supply and demand of health
care [7]. It is also important to establish routines for learning and knowledge
creation within and between the departments and the health-care service units. The
emphasis on cooperation, collaboration interaction, and work within groups of
individuals can be seen as crucial for creation of knowledge [42].

It will be challenging to design and implement an overall infrastructure that
could function as a basis for making changes in the learning and knowledge creation
processes and support the OM. Changing the planning from a scheduling perspec-
tive, to a perspective based on the patients’, often emergent, needs of health care,
requires an OM based on “just-in-time.” This also requires coordinated planning on
a horizontal level, where knowledge can be integrated and shared, in order to plan a
smooth overall health care. The managers, with the responsibility for planning and
managing the health care, need to have the right information and knowledge and
access to staff with competence and experience in production planning in order to
design the health-care processes and related activities in detail. The practical and
managerial implications are summarized in Table 2.

Practical
implications

• Formal structures for learning and knowledge creation could save resources
• Documenting analyses could support future learning
• Documenting follow-ups could improve the planning and dimensioning of resources
• Following up on the appropriateness of activities can make health care more effective
• Integrating IT systems could increase data quality

Managerial
implications

• Performance data in real time could make the planning smoother
• Use of more reliable data could improve the planning and dimensioning of capacity

and staff

Table 2.
Practical and managerial implications.
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6. Conclusions

This chapter contributes with a qualitative analysis of infrastructural KM mech-
anisms that have significant impacts on the OM in a health-care practice at a
hospital.

A learning and knowledge creation culture is important for the use of knowledge
that is prevalent in the health-care organization. Such a culture could improve the
real-time planning processes and better guide how the professionals act. Deviations
could be documented, and learning and knowledge creation could be based on these
experiences. The organizational architecture for adaptive and exaptive capacity
supports the structure for information systems, technologies, and practices. Inte-
gration of these parts could improve the planning of capacity and make it smoother
and more effective, as real-time information could also be used. The regular
improvement work could also be supported by changing practice to increase the use
of information systems for dimensioning of resources. A business model for knowl-
edge capitalization is important in order to derive benefits from the knowledge in
the health-care organization. Knowledge diffusion and collaboration in planning
with other health-care providers will impact the overall dimensions of health care.
This could also provide smoother and more effective health care in the society,
which does not use more resources than necessary and is of high quality.

For future research, we suggest to further study the OM in health care and to
analyze the complex system of processes and resources that is needed. It is of vital
importance to have detailed and reliable data that could be aggregated to make
better decisions in the OM. To develop methods for OM is important under normal
conditions and even more important in pandemic situations, when the capacity of
health care is under great pressure. In this complex system of OM, AI can also be an
interesting topic to study.
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Chapter 13

Artificial Intelligence and  
Bank Soundness: A Done  
Deal? - Part 1
Charmele Ayadurai and Sina Joneidy

Abstract

Banks soundness plays a crucial role in determining economic prosperity. 
As such, banks are under intense scrutiny to make wise decisions that enhances 
bank stability. Artificial Intelligence (AI) plays a significant role in changing the 
way banks operate and service their customers. Banks are becoming more mod-
ern and relevant in people’s life as a result. The most significant contribution of 
AI is it provides a lifeline for bank’s survival. The chapter provides a taxonomy of 
bank soundness in the face of AI through the lens of CAMELS where C (Capital), 
A(Asset), M(Management), E(Earnings), L(Liquidity), S(Sensitivity). The tax-
onomy partitions opportunities from the main strand of CAMELS into distinct 
categories of 1 (C), 6(A), 17(M), 16 (E), 3(L), 6(S). It is highly evident that 
banks will soon extinct if they do not embed AI into their operations. As such, 
AI is a done deal for banks. Yet will AI contribute to bank soundness remains to 
be seen.

Keywords: bank, bank soundness, financial sector, Artificial Intelligence (AI), 
CAMELS

1. Introduction

The Global Financial Crisis (GFC) showcased that banks driven solely by 
profit, earnings and share price maximisation alone would fail. Although, success 
or failure of banks is highly dependent on the bank’s ability to make money, it 
is not the only determinant of bank soundness. Amongst the equally important 
success factors lies in adequate capital and liquidity holdings, quality assets 
and making sound management decisions, that leads to the creation of value. 
As such, Capital (C), Asset (A), Management (M), Earning (E), Liquidity (L) 
and Sensitivity (S) (CAMELS) are important determinants of bank’s health and 
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Chapter 13

Artificial Intelligence and  
Bank Soundness: A Done  
Deal? - Part 1
Charmele Ayadurai and Sina Joneidy

Abstract

Banks soundness plays a crucial role in determining economic prosperity. 
As such, banks are under intense scrutiny to make wise decisions that enhances 
bank stability. Artificial Intelligence (AI) plays a significant role in changing the 
way banks operate and service their customers. Banks are becoming more mod-
ern and relevant in people’s life as a result. The most significant contribution of 
AI is it provides a lifeline for bank’s survival. The chapter provides a taxonomy of 
bank soundness in the face of AI through the lens of CAMELS where C (Capital), 
A(Asset), M(Management), E(Earnings), L(Liquidity), S(Sensitivity). The tax-
onomy partitions opportunities from the main strand of CAMELS into distinct 
categories of 1 (C), 6(A), 17(M), 16 (E), 3(L), 6(S). It is highly evident that 
banks will soon extinct if they do not embed AI into their operations. As such, 
AI is a done deal for banks. Yet will AI contribute to bank soundness remains to 
be seen.

Keywords: bank, bank soundness, financial sector, Artificial Intelligence (AI), 
CAMELS

1. Introduction

The Global Financial Crisis (GFC) showcased that banks driven solely by 
profit, earnings and share price maximisation alone would fail. Although, success 
or failure of banks is highly dependent on the bank’s ability to make money, it 
is not the only determinant of bank soundness. Amongst the equally important 
success factors lies in adequate capital and liquidity holdings, quality assets 
and making sound management decisions, that leads to the creation of value. 
As such, Capital (C), Asset (A), Management (M), Earning (E), Liquidity (L) 
and Sensitivity (S) (CAMELS) are important determinants of bank’s health and 
wellbeing [1–3].

AI is expected to deliver additional global economic output of $13 trillion a 
year [4]; contribute $15.7tr. to the global economy by 2030 [5] and is expected to 
increase productivity gains by 20–40% [6]. Several initiatives have emerged as 
a result where approximately $1 trillion in costs is expected to be exposed to AI 
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transformation in financial services sectors by 2030, out of which $450 million 
of this is in banking [6]. While, European Commission has increased its annual 
investments in AI by 70%. AI market is expected to be worth $16.06 billion by 2022, 
growing at 62.9% compound annual growth rate [7].

The numerous efforts and initiatives in AI investment suggests that AI is here, 
and it is here to stay. As such, the chapter looks to critically assess how able are 
banks to effectively deploy AI into their daily operations to improve CAMELS from 
a bank’s perspective. The chapter discusses opportunities proposed by AI that could 
influence bank soundness.

The chapter contributes to literature in several ways. The earlier research-
ers have emphasised on the application of AI on the financial sector as a whole 
[6, 8, 9] or comparative analysis of AI applications in specific areas as service 
providers such as credit evaluation, portfolio management, financial prediction 
and planning [10–13] or by examining customer experience [5, 6, 8]. Therefore, 
these studies are not sufficient to understand the opportunities proposed by AI 
from a bank’s sole perspective. To fill this gap the chapter has taken a holistic 
approach in scrutinising the opportunities relished by banks solely in deploying 
AI. By doing this the chapter provides a significant insight into the important 
opportunities that AI technology can offer the banking industry to ensure its 
survival. The chapter also further considers bank soundness with the application 
of AI from various aspects of Capital (C), Asset (A), Management (M), Earning 
(E), Liquidity (L) and Sensitivity (S) (CAMELS) determinants of bank sound-
ness. To the best of our knowledge, this chapter is the first reviewing deploy-
ment of AI in banking operation in light of CAMELS. Earlier research [1–3] has 
only emphasised on bank soundness from the CAMELS perspective. The chapter 
also more specifically focuses from both the service provider and customer end, 
providing further insight from a holistic perspective. Most importantly, the 
intention is to examine through the lens of CAMELS how sound are banks hav-
ing applied AI into their processes.

The chapter is organised as follows: the next section presents a brief theoreti-
cal discussion on the importance of embracing AI. Section three introduces the 
literature gathering and research method. Section four presents result and discus-
sions on the opportunities relished by banks on application of AI from CAMELS 
perspective. The last section concludes the chapter and highlights insight on 
further research.

2. Literature review

The banking sector is the heartbeat of the economy. Yet, despite central banks 
efforts to keep banks afloat by recapitalization, cash injections amongst other 
measures banks are still underperforming, failing, with one or two microfinance 
banks disappearing annually [14]. On top of this, The GFC worsened the situa-
tion by causing many more bank failures leading to concentration in the financial 
markets. To promote economic growth governments lowered entry barriers to 
encourage more players to enter and stimulate competition in the financial mar-
kets. In UK, new banks could enter the market with reduced capital and liquidity 
requirements [8]. This led to the growth of Fintech, technology-based companies 
that offer financial products at competitive rates. As well as Challenger banks 
whose competitive advantage lies in its digital technology build on Machine 
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Learning (ML) outperforming UK’s five big banks through fierce competition and 
subsector domination in the field [8, 15]. Studies have confirmed the sluggishness 
and weaknesses in the banking industry rest in the banks’ inability to tap into AI 
solutions. Thus, the biggest game-changer for banks lies in its rapid adoption of 
AI technology. AI is a competitive advantage for banks. As it not only helps banks 
to remain competitive, but also to fight off weak profitability [5, 16–18]. As such, 
AI is no more an enabler or enhancer of productivity but a necessity that ensures 
survival and sustainability.

The incoming and future customers of banks are Millennials and Generation 
Z. These generations are more in tuned to technology-based services, and thus, 
demand more choices, flexibility, and control over banking. As such, banks need to 
embed AI into their operation to cater for the 21st century customers’ expectations 
offering a range of services, in seconds, 24/7.

Banks also work with large volumes of data. As such, it is inhumanly impos-
sible to process, find patterns, make fast and accurate decisions in a timely 
manner. AI on the other hand, is capable and has the capacity to conduct the job 
effortlessly in real time with increased data storage at a lower cost. The constant 
advancement in AI technology is also enhancing AI capabilities and capaci-
ties making it limitless [9] enabling banks to offer extraordinary services to its 
customers.

The GFC and the opaqueness of the banking industry has led to increased 
scrutiny and regulation on banks. This makes digital platforms a necessity. Digital 
platforms ensure all data are consistently and systematically recorded in a logical 
and meaningful manner, making processes more transparent, increasing the reli-
ability and confidence in the banking system [5, 12].

It is apparent that banks cannot exist without the help of AI in moving  
forward.

3. Research methods

The research is conducted as a conceptual chapter with the aim to provide a 
deeper understanding of the opportunities parted by AI from a service provider 
and customer perspective. To answer the research question on how able banks 
are to effectively deploy AI into their daily operations to improve CAMELS from 
a bank’s perspective, a systematic review of the literature and objective observa-
tions were undertaken to examine banks through the lens of bank soundness 
determinants of CAMELS. The observations found in existing literature are gath-
ered to assemble a framework categorized by  CAMELS Figure 1. The literature 
was gathered through the Scopus database as a main source of finding existing 
literature. The database offers a wide range of management and business-related 
studies relevant for the topic of research. In addition, other databases such as 
Google Scholar, Social Science Research Network (SSRN), SpringerLink and IEEE 
Xplore were also examined. Journal articles since the period 2000–2020 were 
extracted using the prescribed keywords of Bank, Bank soundness, Financial 
Sector, Artificial Intelligence (AI), CAMELS. Only articles that were available in 
full text, published in scholarly, peer reviewed journal were chosen to be closely 
examined. The search was also conducted using the backward and forward 
approach where reference list of articles was utilised to find further research 
papers.
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platforms ensure all data are consistently and systematically recorded in a logical 
and meaningful manner, making processes more transparent, increasing the reli-
ability and confidence in the banking system [5, 12].

It is apparent that banks cannot exist without the help of AI in moving  
forward.

3. Research methods

The research is conducted as a conceptual chapter with the aim to provide a 
deeper understanding of the opportunities parted by AI from a service provider 
and customer perspective. To answer the research question on how able banks 
are to effectively deploy AI into their daily operations to improve CAMELS from 
a bank’s perspective, a systematic review of the literature and objective observa-
tions were undertaken to examine banks through the lens of bank soundness 
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ered to assemble a framework categorized by  CAMELS Figure 1. The literature 
was gathered through the Scopus database as a main source of finding existing 
literature. The database offers a wide range of management and business-related 
studies relevant for the topic of research. In addition, other databases such as 
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Sector, Artificial Intelligence (AI), CAMELS. Only articles that were available in 
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approach where reference list of articles was utilised to find further research 
papers.
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4. Findings and discussion

This section presents an overview of the opportunities relished by banks in 
deploying AI in their daily back office operations to customer services prescribed 
from the CAMELS perspective (see Table 1 in the Appendix).

Figure 1. 
Taxonomy of opportunities posed by AI on Bank soundness - a classification based on the determinants Bank 
soundness of CAMELS.
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4.1 Capital

Bank capital acts as a core determinant for bank’s survival. Capital absorbs losses 
during adversity and insufficient capital holdings can cause banks to collapse. AI 
with its limitless abilities and capabilities helps banks to hold robust capital holdings 
through stress testing.

Basel requires banks to demonstrate their ability to remain adequately capitalised 
especially during dips in the economy, stressful scenarios and most importantly 
during crisis. As AI works with big data, real time, real world scenarios, it is able to 
help banks immensely with detail capital-planning processes ensuring its robust-
ness and forward looking. Citigroup successfully applies ML techniques to model 
Comprehensive Capital Analysis and Review (CCAR), thus, meeting its stress test-
ing requirements [19–21]. ML algorithms could also project CCAR losses [21].

4.2 Asset

Asset quality is measured by the level of credit risk contained in bank’s assets 
[22]. Therefore, a bank that can detect, measure, monitor and regulate credit risks 
will hold higher quality assets [23]. The GFC showcased that credit risk is the most 
challenging risk to manage and control as it not only absorbs profits but exposes 
banks to failures as well. AI helps banks to clearly assess and evaluate customers’ 
risk, eliminating ambiguity, biasness while improving loan processes and.

As most finance related data are text heavy it can be a challenge to track data 
systematically and consistently. Intelligent Trading Systems screen both structured 
(databases, spreadsheets, etc.), unstructured (social media, news, etc.) data [12] 
and apply ML with improved analytics and data modelling [24, 25] to offer mean-
ingful insights on the ability of customers to pay back their loan undertakings. 
Studies have also confirmed that the use of unstructured data can boost the number 
of eligible loan customers [9].

Banks apply credit scoring to issue loans, make investment and risk management 
decisions. As credit risk is evaluated through credit scoring, the accuracy of credit 
scoring is necessary for bank’s earning as even a 1% improvement in the accuracy of 
prediction could lead to significant decrease in losses to financial institutions [26]. 
As AI supersedes traditional statistical scoring models with its ability to work with 
big data, nonlinear relationships, improving accuracy of prediction [26, 27] and 
thus, a better evaluator and predictor of credit risk, reducing significant losses from 
non-performing loans [26, 28–30]. ML measures credit risk detect patterns in data 
identifying and notifying banks on good and bad borrowers, [30, 31] detect high-
risk loan applicants [32], identify customers that are being over/under charged for 
credit risk paying higher/lower credit risk premiums to gain market share/reduce 
losses. These customers can be offered lower price loans/denied loan request [15]. 
AI applies logical deduction to differentiate between high default risk applicants 
and credit applicants who are credit-worthy but do not have a comprehensive credit 
history [12].

Advance machine learning algorithms with an increase in number of transistors, 
increased computing power, improved speed of central processing units as well as 
increase in processing power has enabled algorithms to analyse data and process 
information much faster, improving processes, enabling faster loan origination, and 
contributing to the accuracy in decision making [9, 17, 25]. Besides, Robo-advisers 
and online broker community combined efforts have helped to further quickened 
the credit checks and loan evaluation processes [8]. JP Morgan Chase uses Contract 
Intelligence (COIN) to interpret commercial-loan agreement faster as it takes law-
yers and loan officers 360 000 hours each year [15, 33] and is also able to extract 150 
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relevant attributes from commercial loan agreements quickly [21]. Bank of America 
and Merrill Lynch apply ML through Intelligent Receivables Solution to improve 
reconciliation of incoming payments that help post its receivables faster [21].

Credit scoring is evaluated based on 5Cs: the character of the consumer, capital 
held, collateral offered, the capacity of the customer and the economic conditions. 
However, the rise in number of applicants, makes it impossible to conduct the work 
manually for each and every customer [26]. AI in the form of ML not only can 
perform challenging tasks such as sifting through floods of data from repayment 
history to collaterals, but also simultaneously process, understand, discover use-
ful patterns or relationships, extracting valuable information and analysing large 
volumes of information from large datasets, making right loan decisions based on 
customer’s affordability, at record speeds, accurately, in a fair and objective manner 
[8, 9, 13, 15, 30]. Thus, improving quantity and quality of loan approvals.

Manual underwriting task requires full attention to detail, sound judgement 
from each and every department to produce a quality outcome. Loan officers rely 
on their own experiences, experiential knowledge, intuition, checklists of bank 
rules and conventional statistical methods to evaluate loan applications. Yet, loan 
officers are humans tied to relatives and friends and are subject to emotions. As loan 
decisions are subjective, loan judgements can be inconsistent, inaccurate, or bias. 
AI can train with new examples and learn from past experience to provide better 
outputs, reducing subjectivity [30] and biasness in decision making. For example, a 
loan officer who is absolute that the results will hold a linear relationship or assumes 
an incorrect functional form [30]. Robo-advisers and online broker community 
combined efforts have also known to have shortened bureaucratic processes [8]. 
As such, AI can improve decision making process enhancing the outcome [30, 34]. 
However, in exceptional circumstances, it is important to include a human in the 
loop [30, 34]. In summary, big data, cloud and the advancement in AI is helping 
banks to be more efficient, effective, effectual, and efficacious in their operations, 
delivering world class services to customers.

The introduction of AI has allowed banks to analyse customer’s loan repay-
ment ability beyond traditional evaluation techniques of ratios, credit history 
and credit scores [8]. AI tracks customer spending habits through their shopping 
patterns, social media activities, internet searches, as well as, customer’s holidays, 
hobbies, interests, job related searches, connections, social activities, location 
consistency, network diversity…etc. [8]. This approach is particularly useful for 
customers with insufficient credit records. The new approach has successfully 
garnered 90% repayment rate [8].

4.3 Management

Banks rely heavily on management to not only generate earnings and increase 
profit margins [2] but also to keep banks alive [35]. AI helps banks to be more 
efficient, effective, effectual, and efficacious.

AI is used in risk management by designing algorithms that analyse the history 
of risk cases and identify early signs of potential future issues [12, 36].

AI applies structured and systematic approach in making decisions by ensuring 
that customers have enough understanding of investments and the mechanisms 
of the financial markets in general first before learning about the customer’s 
circumstances namely number of dependencies, type of profession, assets, and 
liabilities etc. Then questions related to investment, namely target return and risk 
levels to determine the optimal risk–return level of the investment portfolio. The 
customer respond is then checked against the application picking up inconsistencies 
and gaps are filled by asking customers to provide further explanations where and 
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when is necessary and classifying customers into different categories based on their 
risk–return profile and finally prescribing the right investment fund best suited for 
the customer. AI then provides after care service of continuous management of the 
portfolio while constantly touching base with the customer on the market changes 
and variations of asset features and its effects on the customer’s financial position 
[12, 37]. This keeps customers up to date about their finances from start to finish.

AI takes longer to learn than humans, but it is constantly learning from its previous 
decisions to improve accuracy and performance overtime. As such, in the long run AI 
outperforms humans proving to be more effective and efficient. AI is consistent, does 
not easily get distracted, able to multi-task as machines can think faster, operates with 
higher degree of precision and accuracy, programmed to work for long hours provid-
ing non-stop services i.e., automated teller machine that able to replace the working 
hours of bank clerk and auto call centres that able to pick up calls at any time [8, 12, 
15, 17, 37, 38]. Studies show that only 25% of human fund managers can outperform 
the market. Fund managers need to constantly keep up with unpredictable markets, 
constant flux in regulations, customers want, amongst other factors that influences 
decision making process [8]. While AI works with real time instantly using up-to-date 
information of all market activities when deciding on an investment advice [12].

AI is self-taught as it can acquire knowledge through observation and analysa-
tion, draw conclusions and take appropriate actions autonomously. AI also performs 
various task with little human supervision, namely ETFs, document reading through 
natural language processing is used to interpret written inputs, such as research 
documents, news stories and social media content, to create analyses that can be used 
to identify investment opportunities, simultaneously considering human behaviour 
[12, 37, 39], applying machine learning to automate data preparation, able to analyse 
complex task to develop insight and share [17, 25, 40]. AI is said to be revolutionising 
the investment industry through the application of quantitative optimisation. Where 
no human intervention is needed in managing customer’s portfolios [12].

Although AI requires high initial investment but when the cost of developing 
the system has been met, the marginal cost hereon related to each new transaction 
is relatively low [41]. Further advancement in the field of AI have lowered the 
marginal cost of acquiring, managing and analysing data further [8, 15, 26, 42]. 
As a result, the service provider benefits from economies of scale. As more cus-
tomers adopt the service, unit cost per transaction reduces considerably [15]. For 
example, services that require little management such as ETFs [37] have reduced 
management, personnel, and asset costs. The reduced price enables banks to serve 
a bigger customer group with a wider scale of market segment, expanding its scope 
globally, creating steady revenue streams [12, 37]. On top of that, AI can perform 
excruciating, repetitive and work for long hours without having to pay out high 
remunerations [8].

AI is also successfully integrated in financial institutions because of its afford-
ability. Combined reduction in cost of data storage, cost of hard drive per gigabyte, 
data identification tools such as machine learning, complete with big data input has 
led to the success of AI [17].

Studies have shown a positive and strong correlation between higher number 
of AI patents registration and bank profits [17]. There are no qualms that AI has 
significantly increased labour productivity as this is evident in European banks with 
pronounced return on assets (ROA), reduced cost, combating the persistent weak 
profits experienced by banks prior to AI adoption [17].

AI not only perform tasks which is difficult and impossible, but it also carries out 
tasks that no one enjoys, repetitive tasks which are monotonous in nature, costly, 
laborious, low added-value tasks (e.g., replies to FAQs). Thus, reducing human 
error, boosting productivity, and cutting the cost of these tasks [9, 15, 17, 38].
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when is necessary and classifying customers into different categories based on their 
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led to the success of AI [17].
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of AI patents registration and bank profits [17]. There are no qualms that AI has 
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AI not only perform tasks which is difficult and impossible, but it also carries out 
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laborious, low added-value tasks (e.g., replies to FAQs). Thus, reducing human 
error, boosting productivity, and cutting the cost of these tasks [9, 15, 17, 38].
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First National Bank of Wynne in Arkansas uses AI to migrate customer account 
information to the acquiring bank’s core system. AI possesses all the necessary skills 
to complete the task from its ability to learn fast, perform repetitive task quickly 
without mistakes, report errors to data validation. to complete the task on time 
effortlessly. The bank saved 70% conversion costs. AI not only helped the bank to 
complete the task on time and effortlessly but also with less cost.

Banks outsource repetitive task such as mass reissue of debit cards due to a breach 
[6] data entry, filling out forms, answering what if questions, to AI. This helps banks 
to reduce the demand for less-skilled labour, helping existing workers to focus on more 
interesting and creative tasks. 67% of nonexecutive bank employees believe that AI will 
improve their work-life balance while 57% expect it to expand their career prospects 
[6]. Banks could also put more effort to focus on the remaining bank staff by training 
them to improve the efficiency and effectiveness of the bank [17]. AI Debt-collectors 
handle loan collection work for most banks. As AI lack emotions AI can handle abusive 
behaviour without providing an emotional response such as getting upset, angry or 
misbehave, avoiding tense situations [6]. Customers can let off stim and yet not jeop-
ardise their relationship, paying up subsequently with a patient and understanding AI.

AI ensures all information especially legal documents and requirements of collect-
ing, processing, utilising, and categorising information is done in a systematic way 
and documented correctly, making it more efficient than human advisors [12, 37]. 
The automatic, real time record keeping ensures proper record keeping, improves 
transparency compared to traditional processes that are highly administrative, 
bureaucratic, require repetitive data entries and unnecessary paperwork [14, 17].

AI automated recorded processes helps to easily track reasons behind each deci-
sion made. AI provides consistent recommendations in a systematic, structured, 
and logical manner. Enabling easy understanding of the decisions made.

AI is connected to cloud. As such it can learn new things constantly and update 
itself but most importantly to store information cheaply in cloud for future analysis. 
Research predicts that increase adoption of AI in banks will allow large volumes of 
data to be preserved for data-driven decision making in the future [17].

Strong growth in online and mobile payments coupled with an increase in cyber-
attacks has forced banks to adopt AI. An increase in number, speed and complexity 
of the dynamic cyber-attacks carried out by intelligent agents such as computer 
worms and viruses show that conventional fixed algorithms are futile and only an 
intelligent semi-autonomous agent (such as Computational Intelligence, Neural 
Networks, Intelligent Agents, Artificial Immune Systems, Machine Learning, Data 
Mining, Pattern Recognition, Fuzzy Logic, Heuristics, etc.) is capable enough to 
detect, analyse, evaluate the entire process of attack before providing an appropri-
ate respond in a timely manner to defuse the attack as well as prioritising and pre-
venting secondary attacks [43]. On top of that, AI surpasses cybersecurity with its 
extraordinary safety features and abilities. While cybersecurity helps to the number 
of successful attacks on the system, AI wipes out attacks completely to zero [44].

AI in the form of ML techniques works with real-time in checking the cred-
ibility of credit card transactions before comparing new transactions with previous 
amounts and locations. Transactions that pose a risk are blocked immediately by 
AI. Studies have confirmed AI’s accuracy in these processes and thus works well to 
protect customer security [9, 17, 45].

UK Banks namely Santander, Barclays, RBS, and HSBC use voice recognitions 
for telephone-based customer service [8]. Studies have confirmed that banks have to 
introduce AI into their operations from the start at data input level to detect human 
involvement in cybercrimes, fraud, money laundering etc. AI seeks to chapter and 
understand human behaviour in identifying risk. AI being present at every stage of 
the process enables it to critically evaluate the data given, find unusual behaviour 
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patterns outside a person’s behavioural norm triggering alerts. AI with the aid of big 
data is able to analyse and filters through greater volume of customer transactions for 
anomalies, patterns or a series of scenarios including money laundering, illicit trans-
actions, cybercrimes [46] and security threats faster and with more accuracy [8, 9] 
that would otherwise have gone unnoticed with lower number of false positives [38].

Global banks bear more than $230 billion in misconduct costs [47]. As such, ML 
helps to closely monitor traders’ behaviour from trading patterns, email traffic, cal-
endar items and telephone calls [45]. The U.S. Securities and Exchange Commission 
applies ML to extract actionable insights to better regulate market activities, 
facilitate automated security registration processes, and assess corporate risk. The 
London Stock Exchange in partnership with IBM Watson and cybersecurity firm 
SparkCognition apply a separate type of market surveillance [21].

AI works with real time data and constantly updates itself. It also works based on 
“know your customers” processes where learning and chaptering every detail of the 
customer. As such, AI algorithms can scan client documents to check the validity 
and reliability of the information provided by comparing it with information from 
the internet. If AI algorithms identify inconsistencies, they raise a red flag and a 
more detailed check by bank employees is performed [17].

Banks have the upper hand in large datasets [15], equipped with a strong back-
up for ML, with the help of cloud storage, banks have a competitive advantage to 
make more decisions with higher accuracy.

4.4 Earnings

Banks that manage their expenses well while fully utilising their assets to generate 
constant revenue streams are most likely to be sound [2]. AI enables banks to offer 
unique selling points in products that increases customer satisfaction, boosting sales 
and revenue [8].

As customers in banks grow, opting for various services offered, with different 
periods of maturity it is difficult for banks to keep a close eye or to personally service 
each and every customer. On average banks handles five million transactions per 
day, five million individual accounts, over three million customers with hundreds 
of product types. As such most customers feel disconnected from their otherwise 
committed bank. Banks are starting to realise that reconnecting and rebuilding 
this relationship is essential not only to retain customers but most importantly to 
gather information about customers preferences to provide satisfactory product and 
services, garnering their loyalty [48].

AI is also said to be able to detect movement and understand human emotions 
while responding with simulations of emotions like joy, anger, and irritation [38]. 
AI is an indivisible virtual personal financial advisor that attends to individual 
customer’s need twenty-four hours, seven days a week [8, 9, 12, 38]. Banks can 
offer unique, extraordinary, and personalised digital experiences with personalised 
products and services to their customers as a result [5, 8]. As AI monitors each and 
every customer’s account individually, AI sends instant alerts on spending, account 
balance and budget alerts if geolocalisation services detect that customers are shop-
ping. AI is also quick to act i.e., providing advice to stop customer from getting into 
further debt if it predicts that customer will get into financial troubles. AI is also on 
standby to offer advice on credit cards, ETFs (Exchange Traded Fund), stocks and 
bonds, fixed deposit, current and saving account, personal loan, retirement plan-
ning, mortgage, ISAs, savings accounts, insurance cover if the customer is buying a 
house, car or electrical household item [8, 12, 49].

Algorithms can also develop personalised portfolios based on individual customer’s 
asset and liabilities, risk and return trade off and investment capabilities [12, 50]. 
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patterns outside a person’s behavioural norm triggering alerts. AI with the aid of big 
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“know your customers” processes where learning and chaptering every detail of the 
customer. As such, AI algorithms can scan client documents to check the validity 
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make more decisions with higher accuracy.
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of product types. As such most customers feel disconnected from their otherwise 
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gather information about customers preferences to provide satisfactory product and 
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AI is also said to be able to detect movement and understand human emotions 
while responding with simulations of emotions like joy, anger, and irritation [38]. 
AI is an indivisible virtual personal financial advisor that attends to individual 
customer’s need twenty-four hours, seven days a week [8, 9, 12, 38]. Banks can 
offer unique, extraordinary, and personalised digital experiences with personalised 
products and services to their customers as a result [5, 8]. As AI monitors each and 
every customer’s account individually, AI sends instant alerts on spending, account 
balance and budget alerts if geolocalisation services detect that customers are shop-
ping. AI is also quick to act i.e., providing advice to stop customer from getting into 
further debt if it predicts that customer will get into financial troubles. AI is also on 
standby to offer advice on credit cards, ETFs (Exchange Traded Fund), stocks and 
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ning, mortgage, ISAs, savings accounts, insurance cover if the customer is buying a 
house, car or electrical household item [8, 12, 49].
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asset and liabilities, risk and return trade off and investment capabilities [12, 50]. 
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Bank of America, Capital One, Société Générale, Swedbank, Royal bank of Canada 
together with big five Canadian banks, Danske Bank and Nordea bank in Nordic 
countries, Hong Leong Bank, RHB and CIMB in fast east Malaysia, Mitsubishi UFJ 
Financial Group Inc. and Mizuho bank in Japan are all active users of AI chat-bots 
[6, 8, 38]. Most sophisticated robo-advisory services originate from United States, 
United Kingdom and Germany [51].

Chatbots, virtual assistants and robo-advisors offer automated communication 
channels to customers in the form of personal financial advisory services. Provide 
a wider range of services, include answering simple and repetitive questions, 
handling lost or stolen bank cards, re-setting PIN numbers, perform transactions 
(e.g. order transfers, open accounts, paying bills, reload prepaid phones, checking 
account balance, interacting with customers, guide customers through disclosure 
and compliance questions more carefully than humans, collect data on customer 
preferences and interests to offer relevant, tailored and personalised products to 
customers, enable users to settle common doubts, secure product recommenda-
tions, schedules appointments via the phone according to the customer’s preferred 
date and time, processes mortgage applications and insurance claims such as 
opportunity and risk alerts, push notifications for market updates, periodic port-
folio reviews, alert customers within 24 hours via SMS on loan approvals, guides 
and support customers from start to finish through an automated financial advisory 
process empowers customers to independently make more informed consumption, 
saving, personal finance and wealth management decisions).

In other words, AI has enabled customers to access, receive guidance and advise, 
adjust their portfolios anytime of the day and recalibrate their investments empow-
ering customers [8, 9, 12, 17, 37, 38, 52, 53]. Besides, Robo-advisers and online broker 
community combined efforts have enabling loan officers to provide a more detail 
guidance to each and every customer based on their individual circumstances [8].

Chatbots can interpret and respond in various languages. Thus, can resolve 
customers’ routine questions saving human advisors’ time. Increasing efficiency 
and effectiveness of the service provided to customers increasing client base 
[12, 39]. AI works with real time information and therefore informs and updates 
itself with the most up to date information and news from connected networks 
before revising customers finances, alerting, or advising them accordingly and 
immediately [12, 17, 37].

AI automatically records every conversation, interactions, information provided 
by customers. The automatic, real time record keeping on customers historical 
records to recent transaction made, advise given are structured and organised, 
useful when handling customer complaints and helpful to decision makers to make 
fast, prompt, and accurate decisions [12].

AI’s automated processes offers a standard service to all customers, ensuring cus-
tomers are treated similarly, fairly, and equally eliminating biasness [12, 37]. More than 
70% of financial institutions in North America agree that big data offers them a com-
petitive advantage over their competitors and 90% believe big data is the determining 
success factor for banks [17]. Large global banks are turning to data mining for insight 
on customers’ preferences and choosing telemarketing clients to remain competitive in 
the digital world [17, 54]. Big data coupled with great analytical capacity of AI allows 
banks to track customer’s spending habits, preferences, developing tailor-made prod-
ucts and services, and even anticipate customers’ needs, improving user experience. 
Chatbots’ interactions are also collated to customise end products and services [9]. As 
a result, new, innovative, and tailor-made products and services are developed that are 
useful, helpful, and better suited to client preferences in the future [17].

According to World Economic Forum’s White Paper estimates that the global 
retirement savings gap, caused by longevity and insufficient savings, is projected 
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to balloon to $400 trillion by 2050 in just eight countries with some of largest 
pension markets or biggest populations namely Australia, Canada, China, India, 
Japan, Netherlands, UK, and USA. Studies agree that AI can open a new niche for 
banks to explore by offering simple, cheap, and non-judgemental financial advice 
[8]. The emergence of AI has created new set of robo-advisors designed to follow a 
low budget structure [37] creating a new niche for low-budget investor class [37]. 
Studies have also confirmed that banks are in a strong position to venture into real 
estate business by adopting a virtual real-estate agent powered by AI. AI algorithms 
coupled with customer house preference information will narrow down searches 
on viable housing options to the customer. This will provide transparency of the 
house buying process to customers, improve customers’ house buying experiences, 
increase customer satisfaction, reduce customer churn, reduce the banks opera-
tional costs and maintain its profits margins through mortgage loans and increase 
revenues from adjacent areas of sales such as insurances, personal loans, etc. [5].

The adoption of AI is allowing banks to offer wider range of services to a larger 
number of customers at affordable prices. Therefore, all customers are granted 
the same access to all financial services that might have otherwise been excluded 
(e.g. lending to customers with whom a bank had no previous relationship with or 
personalised financial advice services) promoting inclusion [9].

Lack of financial knowledge and overconfidence has led customers away from 
human advisors [55]. In Finland, approximately 76,6 billion euro are left in personal 
current accounts earning virtually no interest [12]. AIs are more open than humans 
offering a safe platform for customers to realistically understand their level of 
financial knowledge without the fear, discomfort, and embarrassment of sharing 
their vulnerability with human advisors [12]. In this sense, robo-advisors have 
helped customers who previously did not have any investments or savings before to 
increase their investment [12].

The GFC showcased the greediness, recklessness, and dishonesty of human 
decision makers in globally reputed banks namely RBS, Barclays, HBOS amongst 
others [8]. AI’s absence of self-interest ensures rules, processes as well as procedures 
are strictly adhered to [8].

As AI does not work with an agenda i.e., to be promoted or self-interest, AIs 
offers more neutral advice to customers. As a result, customers have more trust 
in Chatbots than human advisors [8, 12]. Customers feel comfortable to open and 
disclose spending habits or retirement savings to AIs for its lack of judgement 
on customer’s spending habits and retirement savings. 68% customers trusted  
robo-advice in retirement planning [8].

As human advisors are attached to their own personal agenda and interest, 
their advice can be biased. They might suggest products that gives them the highest 
incentive or commission and not necessarily helpful to the customers. In this sense, 
AI is ethical and product-neutral and offers advisory with zero conflict of interest 
[12, 55]. Besides, AIs are also more transparent in revealing all the costs customers 
are subjected to pay and keeps customers in the loop by alerting customers when 
new fees are charged [12, 56].

Humans’ decisions can be influenced and driven by emotions, cognitive 
biases, such as overconfidence, and limited cognitive abilities [55, 57], irrational-
ity [58]. However, robo-advisors have proven to make better decisions due to 
lack of emotion, strict adherence to rules, following a systemic decision-making 
process [8, 12, 59].

AI with the combined efforts of big data and ML (BD/ML) enables speedy, 
flexible, tailored, cost effective by charging reduced fee by a fraction compared to 
human advisors, convenient, creating wider range of services, making all services 
available to a broader range of users, as well as offering better services, heightening 
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to balloon to $400 trillion by 2050 in just eight countries with some of largest 
pension markets or biggest populations namely Australia, Canada, China, India, 
Japan, Netherlands, UK, and USA. Studies agree that AI can open a new niche for 
banks to explore by offering simple, cheap, and non-judgemental financial advice 
[8]. The emergence of AI has created new set of robo-advisors designed to follow a 
low budget structure [37] creating a new niche for low-budget investor class [37]. 
Studies have also confirmed that banks are in a strong position to venture into real 
estate business by adopting a virtual real-estate agent powered by AI. AI algorithms 
coupled with customer house preference information will narrow down searches 
on viable housing options to the customer. This will provide transparency of the 
house buying process to customers, improve customers’ house buying experiences, 
increase customer satisfaction, reduce customer churn, reduce the banks opera-
tional costs and maintain its profits margins through mortgage loans and increase 
revenues from adjacent areas of sales such as insurances, personal loans, etc. [5].

The adoption of AI is allowing banks to offer wider range of services to a larger 
number of customers at affordable prices. Therefore, all customers are granted 
the same access to all financial services that might have otherwise been excluded 
(e.g. lending to customers with whom a bank had no previous relationship with or 
personalised financial advice services) promoting inclusion [9].

Lack of financial knowledge and overconfidence has led customers away from 
human advisors [55]. In Finland, approximately 76,6 billion euro are left in personal 
current accounts earning virtually no interest [12]. AIs are more open than humans 
offering a safe platform for customers to realistically understand their level of 
financial knowledge without the fear, discomfort, and embarrassment of sharing 
their vulnerability with human advisors [12]. In this sense, robo-advisors have 
helped customers who previously did not have any investments or savings before to 
increase their investment [12].

The GFC showcased the greediness, recklessness, and dishonesty of human 
decision makers in globally reputed banks namely RBS, Barclays, HBOS amongst 
others [8]. AI’s absence of self-interest ensures rules, processes as well as procedures 
are strictly adhered to [8].

As AI does not work with an agenda i.e., to be promoted or self-interest, AIs 
offers more neutral advice to customers. As a result, customers have more trust 
in Chatbots than human advisors [8, 12]. Customers feel comfortable to open and 
disclose spending habits or retirement savings to AIs for its lack of judgement 
on customer’s spending habits and retirement savings. 68% customers trusted  
robo-advice in retirement planning [8].

As human advisors are attached to their own personal agenda and interest, 
their advice can be biased. They might suggest products that gives them the highest 
incentive or commission and not necessarily helpful to the customers. In this sense, 
AI is ethical and product-neutral and offers advisory with zero conflict of interest 
[12, 55]. Besides, AIs are also more transparent in revealing all the costs customers 
are subjected to pay and keeps customers in the loop by alerting customers when 
new fees are charged [12, 56].

Humans’ decisions can be influenced and driven by emotions, cognitive 
biases, such as overconfidence, and limited cognitive abilities [55, 57], irrational-
ity [58]. However, robo-advisors have proven to make better decisions due to 
lack of emotion, strict adherence to rules, following a systemic decision-making 
process [8, 12, 59].

AI with the combined efforts of big data and ML (BD/ML) enables speedy, 
flexible, tailored, cost effective by charging reduced fee by a fraction compared to 
human advisors, convenient, creating wider range of services, making all services 
available to a broader range of users, as well as offering better services, heightening 



Operations Management - Emerging Trend in the Digital Era

278

efficiency, enhancing quality, creating happy customers with raised customer 
satisfaction levels [8, 9, 21, 60, 61]. Robo-advisory systems simplifies customers’ 
user experience [12, 37], translate user interface into the language of the customer’s 
choice by welcome customers in customer’s preferred language while walking 
through products and services in the preferred language of choice [12].

4.5 Liqudity

Banks must hold sufficient liquidity funding to ensure that it is able to meet 
unforeseen deposit outflows. Banks that struggle to meet its daily liquidity needs 
will eventually fail [2]. Central banks working on larger scales overseeing the 
workings of the market use AI to sort large number of bank notes and detect 
liquidity problems.

Central bank of Netherlands applies AI to pick out potential liquidity problems 
in financial institutions [9]. In Banco de España, AI has been deployed to sort fit 
and unfit banknotes for circulation [9].

Automatic teller machines (ATMs) are the most important cash distribution 
channels for banks. Yet, banks face a constant challenge to hold sufficient supply 
of currency to meet consumer’s demand causing lost surcharge fees and increased 
expenses from emergency currency deliveries as overstocking currency would 
mean a reduced investment for banks. ATMs must work closely with the dynamic 
and constantly changing environment to derive greater efficiency in cash man-
agement. As such, to optimise cash management and to achieve efficient cash 
loads routing forecasting algorithms capture and process historical data to gain 
insight into the future. As the demand for cash lies more on the days i.e., holidays, 
weekends, starting of month, festival days etc. than time itself. Hybrid Back 
Propagation/Genetic Algorithm approach has proven to optimise cash manage-
ment of ATMS on real time with more accuracy compared to traditional ATMs.

4.6 Senstivity

Banks are subject to market risks (i.e., interest rate risk, foreign exchange risk, 
price risk etc) that can have adverse effects on bank’s earnings and capital. AI 
provides solutions to real world problems [30], through real time, enabling banks to 
keep up, adapt and respond to constant and dynamic changes in the environment. 
Thus, improving bank stability and soundness.

The constant influx in business environments, banking, credit and regulatory 
standards, bank lending strategies, marketing strategies of banks, investor require-
ments, customer demands and borrowing patterns of customers require frequent 
revisions [30, 60]. ML systems not only can execute rules and keep up with the 
change in process, but it is also able to process this information in a few milliseconds 
[13] as it works on real time.

Neural networks identify interconnected nodes through multi-layered data from 
multiple disciplines, such as statistics, computer science, biology, psychology, eco-
nomics i.e., game theory, and applies multitude techniques to derive meaning [40].

ML applies algorithms to sift through hundreds of thousands of factors to 
proficiently detect [30, 62], decode patterns and linkages in the data by continu-
ously updating “learning” [40]. Deep learning works on pools of high- data to 
identify patterns of patterns. Pattern recognition uses tools such as natural language 
processing to classify and interpret data [40].

ML uncovers relationships beyond causal i.e., relationships that is yet to be 
established by theory. Supervised ML also understands non-linear relationships 
while unsupervised ML reveals commonalities amongst different groups whilst 
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highlighting outliers. ML not only unravels hidden relationships but also provides 
additional information about the dataset which can be further used by banks and 
financial supervisors alike to understand the workings of the financial markets and 
institutions better [15, 21].

AI algorithms work with soft-computing approaches beyond parametric statisti-
cal methods (e.g., discriminant analysis and logistic regression) and nonparametric 
statistical methods (e.g., k nearest neighbour and decision trees) [10]. AI also 
works with variables that give contradicting signs, model noisy, inconsistent, or 
incomplete data [63, 64], identify both linear and non-linear relationships [30], 
work more closely with real world non-linear applications and can handle uncertain 
behaviours that changes over time [10]. AI’s accuracy surpasses traditional statisti-
cal models and is a crucial tool in decision making processes.

Advancement in AI methodologies have also enhanced the robustness of predic-
tive models, and thus, its outcomes. As such enabling users to predict future out-
comes and make decisions more effectively [62], efficiently and more accurately.

5. Conclusion

In this chapter we were keen to explore how able are banks to effectively deploy 
AI into their daily operations to improve CAMELS from a bank’s perspective. It 
has become apparent that AI contribution is limitless, and its uses are infinite 
[65–67], offering significant possibilities for banks to survive. Government are 
in joint agreement that AI will not only help banks survive but also contribute to 
better functioning markets. This is evident in their continuous efforts to fund, 
invest and support AI related projects. The chapter has successfully portrayed bank 
soundness in the face of AI through the lens of CAMELS. The taxonomy partitions 
opportunities into distinct categories of 1 (C), 6(A), 17(M), 16 (E), 3(L), 6(S). The 
results re-emphasise AI’s advantages as being countless and numerous in helping 
banks to deliver world class services to its customers through efficient and effective 
processes. However, future study should look to investigate further the use of AI in 
capital and liquidity aspects as these are the core determinants of bank survival but 
for now, AI allows banks to survive and evolve. As such, it is a done deal.

Appendix

Government Support AI & Banks

Competition and Survival
Nature of Banking Industry
Future customers
Beyond human capacity

Opportunities

Capital Stress Testing

Asset • Unstructured data help increase number of eligible customers

• Better evaluator and assessor of credit risk

• Increases processing speed

• Works with large dataset effortlessly

• Improve loan process in terms of inconsistency, inaccuracy, biasness, and 
bureaucracy

• Creditworthy assessment beyond the norm
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efficiency, enhancing quality, creating happy customers with raised customer 
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user experience [12, 37], translate user interface into the language of the customer’s 
choice by welcome customers in customer’s preferred language while walking 
through products and services in the preferred language of choice [12].

4.5 Liqudity

Banks must hold sufficient liquidity funding to ensure that it is able to meet 
unforeseen deposit outflows. Banks that struggle to meet its daily liquidity needs 
will eventually fail [2]. Central banks working on larger scales overseeing the 
workings of the market use AI to sort large number of bank notes and detect 
liquidity problems.

Central bank of Netherlands applies AI to pick out potential liquidity problems 
in financial institutions [9]. In Banco de España, AI has been deployed to sort fit 
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of currency to meet consumer’s demand causing lost surcharge fees and increased 
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insight into the future. As the demand for cash lies more on the days i.e., holidays, 
weekends, starting of month, festival days etc. than time itself. Hybrid Back 
Propagation/Genetic Algorithm approach has proven to optimise cash manage-
ment of ATMS on real time with more accuracy compared to traditional ATMs.

4.6 Senstivity

Banks are subject to market risks (i.e., interest rate risk, foreign exchange risk, 
price risk etc) that can have adverse effects on bank’s earnings and capital. AI 
provides solutions to real world problems [30], through real time, enabling banks to 
keep up, adapt and respond to constant and dynamic changes in the environment. 
Thus, improving bank stability and soundness.

The constant influx in business environments, banking, credit and regulatory 
standards, bank lending strategies, marketing strategies of banks, investor require-
ments, customer demands and borrowing patterns of customers require frequent 
revisions [30, 60]. ML systems not only can execute rules and keep up with the 
change in process, but it is also able to process this information in a few milliseconds 
[13] as it works on real time.

Neural networks identify interconnected nodes through multi-layered data from 
multiple disciplines, such as statistics, computer science, biology, psychology, eco-
nomics i.e., game theory, and applies multitude techniques to derive meaning [40].

ML applies algorithms to sift through hundreds of thousands of factors to 
proficiently detect [30, 62], decode patterns and linkages in the data by continu-
ously updating “learning” [40]. Deep learning works on pools of high- data to 
identify patterns of patterns. Pattern recognition uses tools such as natural language 
processing to classify and interpret data [40].

ML uncovers relationships beyond causal i.e., relationships that is yet to be 
established by theory. Supervised ML also understands non-linear relationships 
while unsupervised ML reveals commonalities amongst different groups whilst 
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highlighting outliers. ML not only unravels hidden relationships but also provides 
additional information about the dataset which can be further used by banks and 
financial supervisors alike to understand the workings of the financial markets and 
institutions better [15, 21].

AI algorithms work with soft-computing approaches beyond parametric statisti-
cal methods (e.g., discriminant analysis and logistic regression) and nonparametric 
statistical methods (e.g., k nearest neighbour and decision trees) [10]. AI also 
works with variables that give contradicting signs, model noisy, inconsistent, or 
incomplete data [63, 64], identify both linear and non-linear relationships [30], 
work more closely with real world non-linear applications and can handle uncertain 
behaviours that changes over time [10]. AI’s accuracy surpasses traditional statisti-
cal models and is a crucial tool in decision making processes.

Advancement in AI methodologies have also enhanced the robustness of predic-
tive models, and thus, its outcomes. As such enabling users to predict future out-
comes and make decisions more effectively [62], efficiently and more accurately.

5. Conclusion

In this chapter we were keen to explore how able are banks to effectively deploy 
AI into their daily operations to improve CAMELS from a bank’s perspective. It 
has become apparent that AI contribution is limitless, and its uses are infinite 
[65–67], offering significant possibilities for banks to survive. Government are 
in joint agreement that AI will not only help banks survive but also contribute to 
better functioning markets. This is evident in their continuous efforts to fund, 
invest and support AI related projects. The chapter has successfully portrayed bank 
soundness in the face of AI through the lens of CAMELS. The taxonomy partitions 
opportunities into distinct categories of 1 (C), 6(A), 17(M), 16 (E), 3(L), 6(S). The 
results re-emphasise AI’s advantages as being countless and numerous in helping 
banks to deliver world class services to its customers through efficient and effective 
processes. However, future study should look to investigate further the use of AI in 
capital and liquidity aspects as these are the core determinants of bank survival but 
for now, AI allows banks to survive and evolve. As such, it is a done deal.

Appendix

Government Support AI & Banks

Competition and Survival
Nature of Banking Industry
Future customers
Beyond human capacity

Opportunities

Capital Stress Testing

Asset • Unstructured data help increase number of eligible customers

• Better evaluator and assessor of credit risk

• Increases processing speed

• Works with large dataset effortlessly

• Improve loan process in terms of inconsistency, inaccuracy, biasness, and 
bureaucracy

• Creditworthy assessment beyond the norm
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Management • Risk Assessment

• Structured and systematic service from start to finish

• Outperforms humans

• Performs various important task with less supervision

• Economies of scale and scope

• Affordability

• Increased ROA/Profit margins

• Outsource boring, repetitive, physically exhausting task

• Real time, organised, systematic record keeping

• Future decision making

• Surpasses cybersecurity

• Market surveillance

• Applies real time in crime prevention

• Studies customers behaviours closely to detect crimes

• Validity and reliability of data

• Tracking decisions

• Big data

Earnings • Customer loyalty and retention

• Understand emotions

• Personal Advisor 24/7

• Respond in various languages

• Real Time updates

• Customer records

• Standardise services

• Product innovation and telemarketing through data mining

• Opening up new market niches

• Inclusion

• Improved customer decision making

• AI strict adherence to rules and regulations

• More trust

• Ethical Advise

• Better advise due to lack of emotion

• Improved end user experience

Liquidity • Sort bank notes

• Detect liquidity problems

• Optimise cash management

Sensitivity • Keep up with changes instantly

• Derive meaning

• Pattern detection and interpretation

• Identify relationships

• Process data beyond statistical methods

• Robust predictive models

Table 1. 
Taxonomy of opportunities posed by AI on bank soundness.
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Chapter 14

Artificial Intelligence and Bank 
Soundness: Between the Devil and 
the Deep Blue Sea - Part 2
Charmele Ayadurai and Sina Joneidy

Abstract

Banks have experienced chronic weaknesses as well as frequent crisis over the 
years. As bank failures are costly and affect global economies, banks are constantly 
under intense scrutiny by regulators. This makes banks the most highly regulated 
industry in the world today. As banks grow into the 21st century framework, banks 
are in need to embrace Artificial Intelligence (AI) to not only to provide personal-
ized world class service to its large database of customers but most importantly 
to survive. The chapter provides a taxonomy of bank soundness in the face of AI 
through the lens of CAMELS where C (Capital), A(Asset), M(Management), 
E(Earnings), L(Liquidity), S(Sensitivity). The taxonomy partitions challenges 
from the main strand of CAMELS into distinct categories of AI into 1(C), 4(A), 
17(M), 8 (E), 1(L), 2(S) categories that banks and regulatory teams need to con-
sider in evaluating AI use in banks. Although AI offers numerous opportunities to 
enable banks to operate more efficiently and effectively, at the same time banks also 
need to give assurance that AI ‘do no harm’ to stakeholders. Posing many unresolved 
questions, it seems that banks are trapped between the devil and the deep blue sea 
for now.

Keywords: bank, bank soundness, financial sector, Artificial Intelligence (AI), 
CAMELS

1. Introduction

The Global Financial Crisis (GFC) showcased that even banks that are well 
established, operating in robust markets and governed by tough and forceful 
regulatory frameworks can fail. Over the years banks have grown larger in size, 
have become more complex and complicated in its nature of operation making it 
opaque and incomprehensible. Bank supervisors are still struggling to demystify the 
risk undertaken by banks during the GFC. The unknown risk posed by yet another 
Blackbox in the name of Artificial Intelligence (AI) could pose identical challenges 
of increased systemic fragility, bank failures and freezing up capital markets 
evident during the GFC. As such, bank supervisors are critical of banks adopting 
AI. To move forward banks need to give assurance that banks will “do no harm”. As 
such, it is important to consider the lesson from the GFC which calls into question 
the soundness of regulations to capture the risk but most importantly to critically 
evaluate the process that is in place, in this case the efficacy of the implementation 
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of AI. It is necessary to know if AI promotes safety and soundness in the financial 
system or adds undue burdens to the markets [1]. As such, the study looks to criti-
cally assess the challenges posed by AI that could influence bank soundness from 
the light of Capital (C), Asset (A), Management (M), Earning (E), Liquidity (L) 
and Sensitivity (S) (CAMELS), determinants of bank bank’s health and wellbeing 
[2–4] while “doing no harm” to individuals, corporations and society as a whole.

The chapter contributes to literature in several ways. Earlier research has either 
focused on AI application on the entire financial sector covering banks, fintech 
companies, mortgage lenders, security companies amongst others [5–7] or have 
evaluated AI applications in the form of Machine Learning (ML), Neural Networks 
(NN) Artificial Neural Networks (ANN) in specific areas such as credit evaluation, 
portfolio management, financial prediction and planning [2, 8–10] or by examining 
user friendly experiences of end users [5, 6, 11]. Therefore, these studies are not 
sufficient to understand the challenges proposed by AI from solely a bank’s perspec-
tive. As such, the chapter fills this gap by taking a holistic approach in scrutinizing 
the challenges faced by banks solely by deploying AI. By doing this the chapter 
provides a significant insight into the significant challenges that AI technology can 
pose on the banking industry depleting its chances of survival. The chapter also 
further considers bank soundness with the application of AI from various aspects 
of Capital (C), Asset (A), Management (M), Earning (E), Liquidity (L) and 
Sensitivity (S) (CAMELS) determinants of bank soundness. This chapter is the first 
to review the challenges of deploying AI in banking operation in light of CAMELS. 
Earlier research [2–4] has only focused on bank soundness from the CAMELS per-
spective. The chapter also more specifically focuses from both the service provider 
and customer end, providing further insight to regulators on what they need to look 
into. Most importantly, the intention is to examine through the lens of CAMELS 
how sound are banks having applied AI into their processes.

The chapter is organized as follows: the next section presents a brief theoretical 
discussion on the application of AI in different sections of the bank from front, 
middle to back office operation. Section three introduces the literature gathering 
and research method. Section four presents result and discussions on the challenges 
posed by banks on application of AI from CAMELS perspective. The last section 
concludes the chapter and highlights insight on further research.

2. Literature review

Central banks worldwide have actively embedded AI into their daily operations 
from microprudential and macroprudential supervisions to information manage-
ment, forecasting and detecting fraudulent activities. Monetary Authority of 
Singapore applies AI to scrutinise suspicious transactions, while the central bank of 
Austria has developed a prototype for data validation. The central bank of Italy uses 
AI techniques to predict price moves on the real estate market [7].

Banks also have deployed AI from front office through middle-office to back 
office operations in different subsets of the banks [7, 12]. AI is not only widely used 
and applied in conventional banks it has been actively embraced in Islamic banks as 
well [13, 14]. AI in the form of Neural Networks (NN) has been used in risk man-
agement, forecasting i.e. inflation [15–18], identify complex patterns [16, 19, 20], 
predict future stock behavior, market trends, market response, real estate evalua-
tions, financial crises, bank failures, bankruptcy, exchange rates, detecting credit 
card fraud [9, 20–22].

Artificial Neural Networks (ANN) has been used to analyse relationships of 
bonds and stocks between economic and financial phenomenon, futures and 
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financial markets, loan application and overdraft check, loan scoring, credit scor-
ing, credit worthiness, mortgage choice decision, portfolio optimization, portfolio 
management, asset value forecasting, index movement prediction, exchange rate 
forecasting, global stock index forecasting, portfolio selection, portfolio resource 
allocation, forecasting, planning, generating time series, credit evaluations, bank-
ruptcy prediction, predicting thrift failures, financial distress prediction, asset 
value forecasting, and decision making [22–26].

Backpropagation neural networks (BPNN) is applied to classify loan applica-
tions from good to bad [20]. Decision Tree (DT) is applied in credit risk classifica-
tion [26]. SVM is applied in corporate credit rating [26].

Machine Learning (ML), a subfield of AI is used in customer services such as search 
engines, offering product recommendations [27], manage customer online queries, 
perform voice recognition, predictive analysis, provide financial advice, analyse risks, 
manage assets and engage in algorithmic trading [6]. ML is deployed for call-centre 
optimization, mortgage decision making, relationship management, treasury-manage-
ment initiatives, customer-credit decisions and equity trading [27, 28] where algorith-
mic trading is used to pick stocks and is able to fulfil the job specification of a portfolio 
manager [29, 30]. JP Morgan uses ML to execute trades in equity markets [31].

Big Data and Machine Learning (BD/ML) in the form of Robo-advisers use 
algorithms to deliver stock recommendations, analysing incoming information 
for investors, providing investment advice and financial planning services, make 
credit decisions [32]. Goldman Sachs uses ML platform Kensho to offer automated 
analysis of breaking news and compiling the information into regular summaries. 
Wells Fargo on the other hand, uses AIERA (Artificial Intelligent Equity Research 
Analyst), to issue buy and sell call options on stocks. While bank officers offer 
recommendations through this platform [32]. Several studies have worked with 
various ML models for credit scoring namely ensemble classifier [33–39], support 
vector machine [40–46], neural network [45, 47–52], genetic programming [53–55], 
Bayesian network [56–58] and decision tree [50, 59–61]. Automated trading where 
systems make independent decisions without human intervention or oversight is 
evident in stock markets. Nasdaq runs on autonomous trading by 75% [25].

Development in AI is moving in the direction of hybrid models where two or more 
Artificial Intelligent systems are combined to enhance performance namely with the 
application of intelligent systems which is able to integrate intelligent techniques to 
problem-solving namely the combined efforts of neural network and fuzzy system [26].

3. Methodology

The research is conducted as a conceptual chapter with the aim to provide a 
deeper understanding of the opportunities parted by AI from a service provider 
and customer perspective. To answer the research question on how able banks are to 
effectively deploy AI into their daily operations to improve CAMELS from a bank’s 
perspective, a systematic review of the literature and objective observations were 
undertaken to examine banks through the lens of bank soundness determinants of 
CAMELS. The observations found in existing literature are gathered to assemble 
a framework categorized by CAMELS (Figure 1). The literature was gathered 
through the Scopus database as a main source of finding existing literature. The 
database offers a wide range of management and business-related studies relevant 
for the topic of research. In addition, other databases such as Google Scholar, 
Social Science Research Network (SSRN), SpringerLink and IEEE Xplore were 
also examined. Journal articles since the period 2000–2020 were extracted using 
the prescribed keywords of Bank, Bank soundness, Financial Sector, Artificial 
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Intelligence (AI), CAMELS. Only articles that were available in full text, published 
in scholarly, peer reviewed journal were chosen to be closely examined. The search 
was also conducted using the backward and forward approach where reference list 
of articles was utilized to find further research papers.

4. Findings and discussion

This section presents an overview of the challenges posed by banks in deploy-
ing AI in their daily front, middle and back office operations prescribed from the 
CAMELS perspective (see Table 1 in the Appendix).

Figure 1. 
Taxonomy of challenges posed by AI on Bank Soundness - A classification based on the determinants Bank 
Soundness of CAMELS.
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4.1 Capital and liquidity

Bank capital acts as a core determinant for bank’s survival. Capital absorbs losses 
during adversity and insufficient capital holdings can cause banks to collapse. AI 
with its limitless abilities and capabilities helps banks to hold robust capital hold-
ings through stress testing.

Banks have to hold sufficient liquidity funding to ensure that it is able to meet 
unforeseen deposit outflows. Banks that struggle to meet its daily liquidity needs 
will eventually fail [3]. Central banks working on larger scales overseeing the work-
ings of the market use AI to sort large number of bank notes and detect liquidity 
problems.

AI’s ability to detect or uncover crisis depends on the quantity and quality of 
data provided and used to train the algorithms. As such if the dataset lacks impor-
tant conditions such as economic crashes, as normal periods exist more than crisis 
periods, limited crisis data could reduce AI’s predictive abilities and the output will 
have limited use in measuring or projecting future risk under stress [7, 32]. As such, 
will have little value for bank’s setting their minimum prescribed capital/liquidity 
holding (Basel accords) to remain solvent while lending through recessions [27]. 
Banks have little choice but to rely on theory of distribution of losses and para-
metric statistical structure to link normal times data to determine large losses that 
causes instability. Yet, a more accurate prediction will yield from data of distribu-
tion of losses itself [27].

4.2 Asset

Asset quality is measured by the level of credit risk contained in bank’s assets 
[62]. Therefore, a bank that can detect, measure, monitor and regulate credit risks 
will hold higher quality assets [63]. The GFC showcased that credit risk is the most 
challenging risk to manage and control as it not only absorbs profits but exposes 
banks to failures as well. AI helps banks to clearly assess and evaluate customers’ 
risk, eliminating ambiguity, biasness while improving loan processes and.

Banks are accountable for each decision that they make. As such employ 
verification and checks at several levels to weed out incorrect or weak decisions. 
As such, Loan officers should be able to provide a logical explanation on what 
grounds a loan has been accepted or rejected to their superiors, compliance 
officers, auditors, regulators and customers [5, 7, 10, 12, 64, 65]. The working 
logic of AI decision has to be traceable backwards. Customers need to understand 
the reasons why their loan application has been rejected or why AI has recom-
mended a particular product before acting on it. Keeping customers in the dark 
without proper justification will cut short the chances of them determining the 
real cause behind the rejection, finding solutions to their problems and improving 
their circumstances or proving an identity theft if it happened to them. In short, 
AI adverse decision will have a permanent detrimental effect on someone’s future 
[28, 64, 66–68].

Transparency is also important to fully trust the system through validating the 
decision made by AI, by not only detecting anomalies in the decision process such 
as biasness, mistakes, manipulations of data, deficiencies, compliance to rules i.e. 
GDPR, cybersecurity crimes linked to work processes such as dataset poisoning, 
internal network manipulation, and side-channel attacks [69] but also to detect 
clearly and precisely at which step the anomalies occurred and what information AI 
fed itself [10, 12, 64, 66–68, 70–72].

Although AI can assess customers from various angles namely with non-tradi-
tional data such as customers connection, internet searches, network diversity, etc., 
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yet how reliable is this information to make an informed decision about a person’s 
repayment ability, thus future. Does the credit score of a person increase if they 
socialise with those who are creditworthy? Borrowers may also be judged based on 
how they behave online or their dishonesty in disclosing financial data, forming 
biases and being judged unfairly [73]. Also, are customers aware that non-traditional 
data is used in the evaluation process to assess their loan repayment ability? [6].

AI that are trained based on supervised learning where both inputs and 
output are fed into the system have zero chance of biasness unless the data fed 
itself is biased. Data used to train ML algorithm must be representative of a wide 
range of customers that will apply for loans representing namely a whole popula-
tion [27, 72]. If a population is underrepresented or there are rare cases such as 
women, race, ethnicity, marital status, zero credit history and this information is 
used to train AI, AI will deliver biased results if data is highly correlated in these 
categories [7, 28, 72–74].

In unsupervised learning, AI trains itself to make independent decisions. As 
such, based on what AI trains itself with, decisions can be bias. In reinforced learn-
ing AI takes uses its own initiative to combine various decision to make an ultimate 
decision where biasness can form as well. In checking creditworthiness AI can dis-
criminate based on gender if more men are in professions or earning higher salaries, 
race if more discount stores are located near ethnic minorities, spelling mistakes 
in internet searches etc. Statistics reveal, algorithms accept white applicants and 
reject black applicants evident from the gradual reduction in black applicants’ loan 
approval in banks [64].

According to Janssen algorithms can systematically introduce inadvertent bias, 
reinforce historical discrimination, favor a political orientation or reinforce undesired 
practices [75]. Standard affordability rules such as defaults, loan-to-value, and loan-
to-income may not be applicable to all groups of borrowers [76] causing low-income 
borrowers to be marginalised. Looking from a different perspective, the contribution 
of one’s data could contribute to a whole set of minority, race, gender, marital status 
or society to be judged in a certain way, forming biases, causing more harm than 
intended. For example, algorithms picking up 20 black female who are constantly 
delinquent on their loans as a representative of the whole black female population. AI 
could also link financially vulnerable customers to mental health issues [12]. Banks 
could utilize this information to turn down loan applications causing more harm to 
the society than intended [12]. Yet, to train AI systems to replicate human decision-
making skills is a challenge. As it is difficult to transform various algorithmic concepts 
into training data to solve every problem for a range of lending products [10, 77].

4.3 Management

Banks rely heavily on management to not only generate earnings and increase 
profit margins [3] but also to keep banks alive [78]. AI helps banks to be more 
efficient, effective, effectual and efficacious.

The legal profession requires predictability in its approach i.e. contracts are 
written in a way knowing how it will be executed. As such, the legal system offers a 
predictable environment where customers can improve their lives [64]. Therefore, 
AI needs to be predictable to customers.

The GFC is the outcome of human greed, manipulation and corruption. As such, 
AI algorithms need to be robust against exploitation [64]. Discontented employees 
or external foes may learn the inner workings of the AI model to easily corrupt 
algorithms or use AI application in malfeasant ways [28]. This will strike of a worst 
catastrophe than the GFC, as the involvement of AI increases complexity and 
opaqueness of the financial systems making it is difficult to configure a solution.
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When an AI system fails at its assigned task, it is difficult to pin down who is 
to take the blame for its actions. As the AI ecosystem comprises of wide range of 
stakeholders from the philosopher, the AI researcher, the data scientist, the data 
provider, the developer, the library author, the hardware manufacturer, the OS pro-
vider, programmers, etc. Each staff has established procedures to part with AI and 
their responsibilities have been distributed widely amongst them. As such, when 
a catastrophe strikes, it would be difficult to assign liability and could be a perfect 
cover for mistakes, manipulation and exploitation [64, 72, 79]. In the pursuit of 
accumulating big data, banks could cross the boundaries to incorporate customers 
private information. As such, when any loss results from the use of AI should the 
scientists who work to tune the experience to the needs of consumers, employees 
write the content the chatbots or the algorithm provider be liable? [5, 7].

As AI systems are interconnected, hackers or malicious software can manipulate 
bank’s data by hacking client’s financial details, creating false identities, flooding 
systems with fabricated data resulting in misclassification or bad clusters causing 
incorrect decisions facing consumer backlash and regulatory repercussions [28, 72].

Algorithms are constantly looking to improve predictive power. As such are 
in the constant look out for correlations producing spurious relationships which 
eventually leads to bias conclusions [80].

Literature have pointed out the potential for AIs to act on biased data [81–92]. 
scientists have realised that ML can discriminate customers based on race and 
gender. One such example is the ‘white guy’ syndrome where men are picked over 
women. Input data is directly linked to the outcome. As every individual have their 
own biases, norms and ethics it is difficult to establish that biases will not exist even 
after AI has gone through training data [84, 93]. Also to perfect the existing biases 
under the Fair Lending Act, and to improve processes and innovation, more data 
from people with disability, colour, age, gender and creed could be incorporated 
into the system. Only if customers feel comfortable to share [12, 32].

As developing and operating AI requires extensive resources and big data, only 
large banks can be players in this field. This encourages concentration affecting healthy 
competition in the market [7]. Banks have to rely heavily on technology companies for 
AI’s critical tools and infrastructure. As such, increasing operational risk [7].

As there are only a few players in the market, operational risk could easily feed 
into systemic risk. On top of that, the widespread use of AI in similar functions such 
as provision of credit or trading of financial assets and the uniformity in data, train-
ing and methodology employed to develop the algorithms could spark off herding 
and procyclical behaviour [7].

Banks that are extensively working with AI need staff that have expertise not 
only the field of finance but also have formal training in computer science, cyber-
security, cryptography, decision theory, machine learning, formal verification, 
computer forensics, steganography, ethics, mathematics, network security, psy-
chology and other relevant fields. The challenge would be to find sufficient number 
of staff to fit this role.

AI in the form of robo-advisory services incur high development, marketing as 
well as advertising costs. As such a single client acquisition costs ranges between 
$300–$1,000 with clients at the lower end only generating $100 in annual revenues 
[9, 94]. Robo-advisors’ slim operating margin and low average account size would 
eat up the profits garnered quickly taking banks a decade or more to cover the $10 to 
$100 million in marketing costs [9, 95].

Some studies have pointed out that ML is only able to act on the primary stages 
of decision making such as data processing and forming predictions. However, at 
higher levels of judgement, action and task, requires special skills such as empathy, 
lateral thinking as well risk evaluations where AI is unable to muster [6].
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When an AI system fails at its assigned task, it is difficult to pin down who is 
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and procyclical behaviour [7].
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computer forensics, steganography, ethics, mathematics, network security, psy-
chology and other relevant fields. The challenge would be to find sufficient number 
of staff to fit this role.

AI in the form of robo-advisory services incur high development, marketing as 
well as advertising costs. As such a single client acquisition costs ranges between 
$300–$1,000 with clients at the lower end only generating $100 in annual revenues 
[9, 94]. Robo-advisors’ slim operating margin and low average account size would 
eat up the profits garnered quickly taking banks a decade or more to cover the $10 to 
$100 million in marketing costs [9, 95].

Some studies have pointed out that ML is only able to act on the primary stages 
of decision making such as data processing and forming predictions. However, at 
higher levels of judgement, action and task, requires special skills such as empathy, 
lateral thinking as well risk evaluations where AI is unable to muster [6].
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Algorithmic trading through ML could also facilitate trading errors. A single 
failure in the AI system could lead to devasting catastrophes without a chance for 
recovery resulting in flash crashes [96, 97], causing “excess volatility or increase 
pro-cyclicality as a result of herding” [98]. Besides, major financial institutions 
returned compliance software that stopped detecting trading issues from excluded 
customer trades [28]. Developers prescribe that new intelligent features embedded 
into AIs could pose unexpected and unknown risks creating new points of vulner-
ability leaving loopholes for hackers to exploit [28, 32].

If humans make mistakes, manipulated the system they can be fired instantly. 
However, if AI makes mistakes or corrupts, customers will lose hope and trust in the 
bank and its systems [5]. Robo-advisors work with several parties namely clearing 
firms, custodians, affiliated brokers, and other companies in the industry to offer 
its services to customers. While Lewis suggest that robo-advisors resolve conflict 
of interest amongst the parties [99], Jung et al. suggest conflicts remains costing 
customers [100]. If company uses brokers for an example, this cost is transferred to 
customers increasing the price of service while the robo-advisor makes profit as the 
middleman [101]. In other scenarios, robo-advisors could receive fee for order flow 
in exchange for routing trades to a clearing firm or have an equal interest in securi-
ties that customers are looking into [101].

Scripting errors, lapses in data management, misjudgments in model-training data 
can compromise fairness, privacy, security, as well as compliance [28]. As the volume 
of data being sorted, linked, ingested is large, further complicated with unstructured 
data, mistakes such as revealing sensitive information could take place. i.e. client’s 
name might be redacted from the section that is used by an AI but present in the stock 
broker’s notes section of the record thus breaching European Union’s General Data 
Protection Regulation (GDPR) or the California Consumer Privacy Act (CCPA) [28].

4.4 Earnings

Banks that manage their expenses well while fully utilising their assets to gener-
ate constant revenue streams are most likely to be sound [3]. AI enables banks to 
offer unique selling points in products that increases customer satisfaction, boost-
ing sales and revenue [6].

Studies have recorded chatbot controversy and backlash [5, 6]. AI chatbot 
Microsoft’s Tay, tweeted racist, sexist, xenophobic, and prejudiced opinions 
through learning them through tweets it read and interaction with younger demo-
graphics on Twitter upsetting customers [7, 102–104].

To increase market share and competitive positions, improving the predictive 
power of algorithms and ensuring AIs are trained properly to avoid bias decisions, 
banks need a large set of quality and diverse data. In the pursuit and pressure to 
achieve this goal, banks might share customer’s private data without their con-
sent when customers trusted the bank to keep it confidential [7, 9, 12]. Privacy is 
important to not only for customers but also banks to allow banks to remain in its 
competitive position [27].

Training AIs to exclude certain segments of customers in sales could also lead 
to discrimination and biasness [28]. AI could also weave zip codes and income of 
individuals to create target offering causing discrimination against other classes and 
groups of people [28]. Robo-advisors can provide incorrect risk evaluation if it is not 
equipped with all aspects of an investor’s financial condition to accurately access the 
overall risk. When customised questions are unable to capture unique life experiences 
such as receiving large inheritance customers are better off with human advisors [9].

Customers are more likely to rely on human advisers than chatbots and robo-
advisors to assist when it comes to more personal and sensitive matters. One example 
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is when large sums of money is involved either through wealthy customers or due 
to death and illness. Another is when there is market volatility. Customers are less 
inclined to trust new technologies and would prefer humans to handle such transac-
tions for accountability purposes [6, 9, 105, 106]. Customers are also more confident 
to gain insight from human advisors when it comes to complex financial products 
such as derivatives, discussing complicated matters or making complains [6].

AI lacks emotion quotient. As such is unable to connect, understand or react 
to human at deeper level to comprehend their emotion and to empathise, rejoice 
or sympathize with them [5, 6]. As such, some prefer front-desk receptionist to a 
chatbot or an electronic menu that needs to be navigated.

Although the equality act, that oversees the violation against race and gender 
acknowledges inequality when “a person” treats “another person” favourably. It 
does not recognise discrimination by AI’s but it recognises discrimination by other 
“non-humans” such as government agency or regulator. As such, AI cannot be taken 
to court [6].

Banks may not disclose their use of AI to customers to either benefit the bank or 
to avoid “fear factor of AI” amongst customers. Banks have to be transparent with 
their customers revealing if they are working with AI or human advisors. Although 
Swedbank and Société Générale agree it is best to be honest with customers others may 
not agree as it disadvantages the banks in many ways. As such AI are being trained to 
offer seamless interaction through training to very closely mimic humans. [6].

4.5 Senstivity

Banks are subject to market risks (i.e. interest rate risk, foreign exchange risk, 
price risk etc) that can have adverse effects on bank’s earnings and capital. AI 
provides solutions to real world problems [20], through real time, enabling banks 
to keep up, adapt and respond to constant and dynamic changes in the environ-
ment. Thus, improving bank stability and soundness.

Unsupervised ML techniques are the only ones that can be used to detect frauds 
as it is able to identify unusual transaction characteristics to then investigate and 
test further to prove the authenticity of the transaction [27, 32]. Besides, unsuper-
vised ML can also be used to closely monitor traders’ behavior enabling auditing 
[107]. Yet, as unsupervised ML is linked to blackbox decision making, it is difficult 
to point out if the decision was made fairly.

ML in the form of decision tree and logistic regression models are interpretable 
but lack accuracies [10]. AI in the form of Deep Neural Networks (DNNs) and 
ensemble models such as random-forest, XGboost and Adaboost have strong higher 
predictive power and accuracy as it works with multiple layers of hundreds and thou-
sands of parameters and neurons while applying nested non-linear structure which 
makes them opaque and a complex blackbox [10, 27, 32, 71]. Various stakeholders 
have labelled the effort of allowing black boxes to make decisions as irresponsible as 
decisions created by these blackboxes are not justifiable, not interpretable, trackable, 
legitimate, trustworthy as the decision lacks detailed explanations [71].

5. Conclusion

Investment in AI is one of the most essential and a core element in bank sur-
vival. Therefore, it is vital for banks to continue to deploy AI into their operations. 
Yet, AI suffers from a series of limitations that must be considered in assessing 
its use. Many studies have raised concerns about AI biasness, discrimination, 
violating privacy, manipulating political systems compromising national security, 
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economic stability, political stability, digital safety, and financial safety causing 
disastrous consequences from reputational damage, revenue losses, regulatory 
backlash to criminal investigation, ignores equality and fair treatment, difficult 
to evaluate decisions due to poor explainability, transparency, resulting in lack 
of trustworthiness, accountability and reliability [12, 20, 28, 108]. The chapter 
has successfully portrayed bank soundness in the face of AI through the lens 
of CAMELS. The taxonomy partitions challenges posed by AI into 1(C), 4(A), 
17(M), 8 (E), 1(L), 2(S) distinct categories. Ironically, both AI and banks are 
opaque in nature and have diminished public trust in them. Governments will be 
held accountable once again by taxpayers if markets come to a standstill as a result 
of AI. As such, banks need to provide answers on how well they are protecting 
customer’s privacy and security with a range of protocols, controls and measures. 
If a silver bullet is not found than either banks will have to disappear, or the world 
will witness yet another catastrophe created by banks but this time with the help 
of AI. As such, trapping banks further into the conundrum of being in between 
the devil and the deep blue sea.

Appendix

Government Support AI & Banks

Competition and Survival
Nature of Banking Industry
Future customers
Beyond human capacity

Challenges

Capital • Uncover crisis

Asset • Explainability

• Transparency

• Non-traditional data evaluation

• Training and learning

Management • Predictability

• Corruptibility

• Responsibility

• Cybersecurity risk

• Biasness from spurious relationship

• Concentration risk

• Systemic risk

• Operational risk

• Staff expertise

• Conflict of interest

• High cost

• Decision making

• Robo-advisor incorrect risk evaluation

• Biasness from data input

• Flash crash

• Reputational risk

• Mistakes
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Chapter 15

Implementation of Computerized
Maintenance and Management
System in Wine Factory in
Ethiopia: A Case Study
Dejene Addis Nigussie and Muralidhar Avvari

Abstract

The productivity improvement is being main concern of all industries in spite of
the type of product and amount of recourses or production system. One of the wine
factories (Awash wine factory, Ethiopia) is also struggling to achieve its expected
productivity since 1970s because of its poor maintenance management system. So
far, productivity has been achieved by implementing various methodologies exclu-
sively computerized maintenance and management system. Accordingly, the main
aim of the study is to enhance productivity through smart maintenance manage-
ment system. The current chapter emphasis on effective maintenance strategy and
management system as the solitary way of improving productivity of the case
company. The study used descriptive research design by applying both quantitative
and qualitative research approach. Maintenance strategy followed by the company
(brake down), frequent failure of critical machines, poor maintenance management
system, lack of pertinent attention on maintenance, inadequate maintenance bud-
get, considering maintenance as a cost center rather than a business center were the
foundations for the problems. Arising from these problems, this study proposed
smart maintenance strategy (Preventive Maintenance) and management system
tool (CMMS) that improves reliability of machines reduce frequency of equipment
failure, reduce breakdown time, decrease cost of maintenance, and then enhance
productivity.

Keywords: CMMS, maintenance, management, wine factory, preventive
maintenance, work flow

1. Introduction

The production system maintenance has evolved to be one of the most
important areas in the business environment since few decades [1]. The growth of
global competition caused remarkable changes in the way of production operation
and process. These changes have been affected maintenance management and made
its role even more essential in business success. Implementing maintenance man-
agement concept is one of the significant changes in production companies [2].
Consequently, maintenance management is a significant part of activities that
impacts on production performance.
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As automation and mechanization came into picture to change the production
processes are converted from manual to machines in high end [3]. Accordingly, the
global market is working in one-faced industrialization and to be competitive.
Hence, every industry is striving to improve the productivity through different
types of tools, techniques, systems, and philosophies. Improved maintenance man-
agement system is the best but unseen way that should be used by different
manufacturing industries. The role of maintenance management must change to
support the growing worldwide competition. It can no longer limit its role to
immediate reaction to emergencies and overpower problems with more bodies and
excessive overtime. In other words, maintenance should not always be reactive
rather it should be proactive. In this regard, there is a need of executing mainte-
nance more effectively.

The industries minimized the losses by locating right systems, infrastructure,
process of the product development, and all these executed in a well manner.
Hence, the operation will become stable to maximize the production output. This
type of improvement is also known as maintenance excellence. It can redefine the
roles, responsibilities of traditional, and even maintenance process is also necessary
to improve to enhance the asset useful life and cost as well [4]. It can run like any
other for-profit business and expected to meet its critical contribution to a fully
integrated plant organization. All of these results are significant reductions in
maintenance spending. It is not unusual for organizations to experience as much as
a 50% reduction in maintenance cost as a result of moving from a reactive style of
management to a preventive approach [5]. Therefore, appropriate maintenance
resembles the improved management system in industries. Accordingly, preventive
maintenance management has been introduced to repair or replacement of compo-
nents, accomplishment of servicing with information management system. All of
them are organized and implemented clearly to exploit the convenience of opera-
tional tasks in the industry.

However, productivity should be linked with maintenance management system
and then only the possible improvements are occurring effectively. Productivity is
associated with the outcomes established from the organization by what extent the
inputs are accessing into the system [6]. The link between productivity improve-
ment and maintenance management is well established. Proper maintenance man-
agement maximizes the performance and availability of machinery, which leads to
increased productivity. Equipment effectiveness is no longer restricted to availabil-
ity, but involves other factors, such as quality and efficiency. The impact of main-
tenance management on business performance aspect such as productivity and
profitability has increased indefinitely in recent times due to its role in ensuring and
improving machine availability, performance efficiency, product quality and swift
delivery, environmental and safety requirements [7]. Therefore, one of the main
areas for productivity improvement is maintenance management and so the
research focuses on how to improve the productivity of Awash Wine Share Com-
pany through effective maintenance management system.

Awash Wine Factory is Ethiopia’s longest established wine maker and supplier
starting from 1936EC. Wine is the end product of the complete/partial alcoholic
fermentation of grapes juice in many processes. Different machines and equipment
are used in the process of wine production. In the course of time, these processing
machines and equipment may fail regularly and resulted in reduction of productiv-
ity. Failures decrease production as well as erode profits off. The reduction in
productivity can arise either through maintenance cost or increasing in production
time. Higher plant-reliability leads to reductions in the frequency of equipment
failure and wastages of energy. This study focuses on the investigation of the
existing maintenance problems of the case factory and proposed the best solution
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that increase the reliability of the machinery and then enhance productivity. Con-
sideration is focused like, maintenance management system to improve the output,
machinery condition, operation standards, and reasons for failure, while simulta-
neously enhance productivity through reducing the downtime of machinery and
overall maintenance cost. Hence, possible solutions have been found to resolve the
maintenance system and its strategy to minimize the machine downtimes and the
cost for maintenance. All these can be controlled with the preventive problems at
the beginning by observing the failure root causes and also, proper leadership over
the operators, testers, and helpers in the system. Moreover, the chapter tries to find
the behavior of the industry to enhance the productivity by implementing smart
maintenance strategy and management system, which is suitable to the factory
based on its objective.

1.1 Maintenance management

Accorsi et al. [8] stated maintenance management as a business concept that
describes the successful and efficient management of maintenance issues involved in
the upkeep, operation and productivity of a factory, manufacturing facility or plant.

Maintenance management is considered as the collective actions like adminis-
trative, managerial, and technical tools, and over the product is to be produced
without failures in the factory. Also, maintenance management helps to change and
understands the state of functions or combination of its actions of the product to
perform effectively. Accordingly, maintenance management is regulating the
objectives which are given to produce a part and makes sure that the described
targets are necessary to assign carefully from the department. To fulfill the given
objectives, management methods such as strategies and responsibilities are to be
planned and controlled by supervising economical aspects in the factory. This is
closely aligned to other such notions found in modern maintenance literature.
Further definitions consider maintenance management as the management of all
assets owned by a company, based on maximizing the return on investment in the
asset.

Maintenance management may be described as the function of providing policy
guidance for maintenance activities, in addition to exercising technical and man-
agement control of maintenance programs [9]. Maintenance management system
consists evaluation and analysis of indicative control variables such as performance,
quality, equipment history and cost, and systematic implementation of programs
like planned preventive maintenance, computerized maintenance management
system, reliability improvement, cost reduction, and skill development schemes.

An effective maintenance management might be characterized as the product of
prudence. Good maintenance programs and the efficient management systems
behind them are essential for economically viable and operationally safe machinery.
But most of the factories including awash wine factory lack appropriate machine/
equipment maintenance strategy and management system.

A good maintenance management system helps to accomplish minimal down-
time [10]. The management of maintenance is equally important with performing
maintenance. A good maintenance management system makes equipment and
facilities available. If the required equipment or service is down, or if the machine
stops short of completing a job, time and money are wasted.

Literature on maintenance management has so far been very limited [11]. Basic
steps of maintenance management stated that are request, approval, plan, schedule,
performing work, recording data accounting for costs, developing management
information, updating equipment history and providing management control
reports [10]. Generally, the size of the maintenance group is determined in the
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company for achieving superior management and their control. Previously, the size
could be varied 5–10% to the operating force. Whereas, now the trend has been
changed like the size of the maintenance efforts that are increased significantly
when compared with operating force. The increment of the size is because of
advanced technologies introducing in all companies. It shows the maintenance
requirements are greater than the necessity of manual operators.

The main goal of the maintenance management is to increase productivity and
also profits from the effective operations by which many areas are to be considered
and focused in the organization. It is very important to maintain the equipment
over a prescribed schedule and plan in a company. In addition, practice of preven-
tive maintenance guidelines and warranties enhances the productivity by saving
company’s budget in maintenance costs and acquired the overall safety of the crews.

Besides, inventory management is also necessary to control the effective busi-
ness in the organization. It reduces the overhead and physical space on the stock
parts and goods for better utilization. Definitely, the company’s efficiency is
increased professionally by managing the inventory. However, maintenance
department acts at where the company is consuming bulk of its overhead costs.
Consequently, business philosophy and approaches have been adjusting according
to the management costs. Recent trends that have been developed in maintenance
technology would convince to enhance the company’s margins.

In other side, maintenance system could be seen as input to the output. Here,
manpower, equipment, management, etc. are considered as input. Whereas in
output, well equipment configuration and working conditions to operate effec-
tively. Similarly, approaches and philosophies are to be maintained when the com-
pany needs to enhance its profit margins.

A good maintenance management system makes equipment and facilities avail-
able. If the required equipment, machineries or service is down, or if the machine
stops short of completing a job, time and money are wasted. A good maintenance
management system helps to accomplish minimal downtime [9].

An effective maintenance management encompasses the following:

1.2 Maintenance policy

These are rules or set of rules describing the triggering mechanism for the
different maintenance actions. It is a question of what triggers maintenance actions.
The common maintenance policies are: failure-based maintenance (FBM),
condition-based maintenance (CBM), opportunity-based maintenance (OBM), can
be sorted in this category.

1.3 Maintenance inventory/material control

Inventory is stores of goods and stocks kept to meet future demand. In
manufacturing industries, items in inventory are called stock keeping items that are
held at a stock (storage) point. Usually, the stock keeping items are raw materials,
work-in-process, finished products, purchased parts, and supplies.

There are two types of inventories; independent and dependent demand inven-
tories. Independent demand inventories are finished products inventory, while
dependent demand inventories are inventories of raw materials and in process
goods. The demand for independent items is forecasted, while the demand for
dependent items should be calculated from the production requirements for
independent demand items [12].

The objective of inventory management system is to make decisions regarding
the approved level of inventory and changes in the level of inventory.
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Various types of inventory management systems incorporate different decision
rules toward inventory. Some are dependent on time and others on the levels of
inventory, but the essential decisions are the same.

All inventory systems can be classified as one of the three varieties based on the
above basic concept:

• Reorder point system

• Periodic review system

• Material requirement planning system

Steps such as job planning, coordinating with purchasing, coordinating with
stores, coordination of issuance of materials, and reviewing the completed job can
help reduce material related problems [13].

In the middle of the nights cannot be able to check the spare parts following an
urgent call from the operating manager. However, many large companies have been
arranged few sort of computers to control the spare parts ordering and
warehousing. But, there is no alternative to check spare parts by individual knowl-
edge like what computer can do regularly. Also, the spare parts are necessary to
check whenever it is necessary to reduce the time and cost. For this, large compa-
nies have special arrangements to major equipment spare parts storage. The boxes
have all the spare parts in an arrangement with size and stock numbers to make easy
process. It will be consumed wherever the work has been carried out and then it will
be returned with all lists of consumed parts to the warehouse.

This is also the time to check on the availability of special tools. These should be
kept in a separate box, inventoried at regular intervals, and generally treated as a
valuable spare part or essential resource.

1.4 Principles of spare part inventory

To facilitate the setting of inventory control policies, spare parts can be classified
according to their usage rates into fast moving (where the demand is greater than,
three items per year) and slow moving (demand less than three times per year).

1.5 Spare part inventory for fast moving parts

The main aim of the spare part administration activities is to control the holding
stock cost against the running out cost. Inventory techniques are used to control the
procedures which will reduce the cost of the following stocks such as running stock,
replenishing stock, and holding stock. Two basic levels are considered to control the
policies for enhancing the spares:

i. Re-order level: replenishment has been driven by the stock falling to fix the
re-order levels;

ii. Re-order cycle: stocks are reviewed and replenishment has been allowed.

In the re-order level policy, the so-called “two-bin” system (Figure 1): the
inventory policy is set in terms of a re-order level M and a re-order quantity q.
Continuous monitor has been done over the stocks, and replenishment order to a
fixed size q is ordered when the stock is on-hand falls to or below a fixed re-order
level M. Hence, re-order levels are used as reservoir which can reduce the
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possibilities of running out of stock caused from the dwell lead time and the random
variability of demand. The outcome of the stock holding is as shown in Figure 1.
Here, solid lines describe the stock held, and the dotted lines reveal about stock
on-hand.

The expression for re-order quantity is:

q ¼
ffiffiffiffiffiffiffiffiffiffiffiffi
2DCo
p

=Ch (1)

where q = reorder quantity; Co = ordering cost; D = mean demand per unit time;
Ch = holding cost.

Assume stack is re-ordered at regular time interval.
Lead time between order and delivery is negligible.
Negative stack is not allowed by the policy.
Constant rate of demand per unit.
The reordering level M is calculated as:

M ¼ DLþ Kσ
ffiffiffi
L
p

(2)

where L = lead time, σ ¼standard deviation of demand per unit time, k = normal
standard variety.

Maintenance work order system:
A work order is approved and given the directions in a separate or group vise to

carry out the tasks. In this, all maintenance activities and responsibilities are cov-
ered to control the costs and to enhance the job performance. Work order should at
least contain information such as requested and planned completion dates, work
description and its reasons, planned start date, labor and material costs, item or
items to be affected, work category, and appropriate approval signatures.

The two main parts of work order system are:

1.The documents required to facilitate work planning, execution and control,
and the work order flow process.

2.The basic documents required for the work order system include the work
order, materials and tools requisition forms, job card, maintenance schedule,
maintenance program, plant inventory, and equipment history files.

Figure 1.
Re-order level (source MTB by Alembazezwu).
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Detailed written instructions for any work or activities (job) to be carried out, in
any component or part of a plant/equipment/machinery, must be clearly shown in
the work order [14].

1.6 Equipment records

Equipment records consist the files including inventory, job performed, and
maintenance cost. All these activities are well mannered which can be done while
performing the jobs. Also, the maintenance costs are categorized in a historic profile
manner. In general, stores and accounting departments provide the information
regarding inventory. Operations, drawings, service manuals, warranties and so on
are included in the files.

1.7 Maintenance job planning

Job planning is an essential element of the effective maintenance management.
A number of tasks may have to be performed prior to commencement of a mainte-
nance job; for example, procurement of parts, tools, and materials, coordination
and delivery of parts, tools, and materials, identification of methods and sequenc-
ing, and coordination with other departments. Job planning is considered as a main
technique to make good observations and preventive maintenance. Here, the pri-
mary job is to complete what parts to be maintained and what is the best method to
enhance the performance of the jobs. Skills, talent, and good deal time are necessary
to accomplish the better procedures. However, this should be performed to gain the
good experience to train the future design engineers. But, writing skills are also an
important qualification along with practical experience in many practices. The way
of writing the language is short, concise, and clear to understand easily. All the
statements should be written clearly and the following should be followed strictly:

• Title and identification number must be given for each and every procedure.

• Mention the purpose of the task.

• List out the tools, parts, and reference documents.

• Safety precautions are displayed clearly.

• Location of the job to an operator should be stated effectively.

When the procedure is completed and turned into maintenance control, the
planner or scheduler should note any additional work required and see that it gets
done according to priority.

1.8 Maintenance scheduling

Maintenance scheduling is as important as job planning. Schedule effectiveness
is based on the reliability of the planning function. Fixed interval maintenance tasks
and schedules are generally to be considered only when the option has to control the
failures detected in advance. Hence, the planning for identifications and preventive
levels can be finalized in days, weeks, and even months together soon to make sure
that the time for production must be convenient.
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1.9 Backlog control and priority system

Maintenance management effectiveness is having many determining factors in
that one of the most promptly used factors is amount of backlog. These backlogs are
important to manage the manpower and workload necessities in the organization.
In addition, it uses in making the overtime decisions, assigning the jobs and
recruitment, subcontracting, etc.

1.10 Performance measurement

Performance measures are necessary and it has been implemented in successful
organizations so that measures can be controlled in various manners. Hence, it can
be used as powerful tool to measure all the activities before and after the tasks to
enhance the productivity of the organizations.

1.11 Maintenance strategy

Based on views, maintenance strategy includes: Corrective Maintenance (CM),
Preventive Maintenance (PM), and Predictive Maintenance (PRM) [12].

1.11.1 Corrective maintenance

This type of maintenance has been used to recollect the items in satisfactory
levels after it has a repair or after degraded below its performance. Planning is also
to be considered to maintain the tasks and for logistics which can improve the
efficiency of the company. The establishment of the maintenance and logistics
requirements is accomplished through analysis of the system’s designed-in main-
tainability and reliability features and attributes, whereas it is most expensive
approach to make the maintenance. Service levels should be generally below the
levels which can be acceptable. Sometimes, failures happen inappropriate times and
hence, interrupt the production system severely. Definitely, maintenances are most
expensive because resource planning is not been considered. But, parts need express
movement, and the cost is also in effective manner. Overall, the corrective mainte-
nance has been used in successful companies.

1.11.2 Preventive maintenance

It is “Maintenance carried out at predetermined intervals or according to pre-
scribed criteria and intended to reduce the probability of failure or the degradation
of the functioning of an item.”

PM is maintenance performed to retain a system in a satisfactory operational
condition by inspection, and subsequent repair or replacement, and by scheduled
overhaul, lubrication, calibration, etc. Poor maintenance practice will actually
degrade the condition of the system. Poorly executed preventive maintenance will
result in significantly lower operational reliability, higher maintenance cost, and
unnecessary downtime.

Preventive maintenance is any planned maintenance activity that is designed to
improve equipment life and avoid any unplanned maintenance activity. All these
levels are used to control the small failures before they arise in equipment outage.
With this PM, many potential issues can be controlled before they occur.

Preventive maintenance is considered majorly in two factors. Such as, cost of the
program and the utilization of the equipment.

Also, preventive maintenance can be characterized as follows:
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a. Scheduled Preventive Maintenance: it can be carried out on size of use and
the time schedule.

b. Predetermined Preventive Maintenance/Time Based Maintenance
(TBM): it can be carried out without considerations of previous conditions
with an interval times.

c. Condition-Based Preventive Maintenance: it is needed when the
equipment is monitored repeatedly. The main aim of the maintenance
evaluates and concludes the equipment that is necessity of the repairs and
what conditions actions to be performed without suffering a breakdown.
Many large and successful companies implemented this type of maintenance
through automation techniques like PLCs (Programmable Logic Controllers).
Respective signals to find out the failures are produced automatically using
automation. However, the initial costs and start-ups are considered as very
high when established by automation.

1.11.3 Elements of preventive maintenance

Activities of maintenance function could be either repair or replacement activi-
ties, which are necessary for an item to reach its acceptable productivity condition
or these activities, should be carried out with a minimum possible cost consists of
different activities in a given sequence.

Mentioned below are the most common preventive maintenance activities/
elements:

Inspection: periodically inspecting materials/items to determine their
serviceability by comparing their physical, electrical, mechanical, etc.,
characteristics (as applicable) to expected standards.

Servicing: cleaning, lubricating, charging, preservation, etc. of items/materials
periodically to prevent the occurrence of incipient failures.

Calibration: periodically determining the value of characteristics of an item by
comparison to a standard; it consists of the comparison of two instruments, one of
which is certified standard with known accuracy, to detect, and adjust any discrep-
ancy in the accuracy of the material/parameter being compared to the established
standard value.

Testing: periodically testing or checking out to determine serviceability and
detect electrical/mechanical-related degradation.

Alignment: making changes to an item’s specified variable elements for the
purpose of achieving optimum performance.

Adjustment: periodically adjusting specified variable elements of material for
the purpose of achieving the optimum system performance.

Installation: periodic replacement of limited-life items or the items experienc-
ing time cycle or wear degradation, to maintain the specified system.

1.11.4 Predictive maintenance

Another type of maintenance allows the forecasting of failures through analysis
of the condition of the equipment. The analysis is generally conducted through
some form of trending of a parameter such as vibration, temperature, or flow.
Predictive maintenance allows equipment to be repaired at times that does not
interfere with production schedules. This removes one of the largest factors from
the downtime cost. The equipment service level will be very high under this type of
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maintenance. The comparison in different maintenance strategies is shown beneath
in Figure 2 and Table 1.

1.12 Maintenance planning, priority, scheduling, and control system

The existing system is observed and revealed that the planning of the mainte-
nance and control system was not fully developed and carried out in a proper
manner. Hence, proper planning, Scheduling, all necessary activities can be used in
the organizations to minimize such kind of challenges/issues.

i. Maintenance planning

Planning is defined as the determination of overall all essential elements
required to perform a job before its start time in advance. Good observations and
preventive maintenance are necessary to find out the volume of size produced using
the machines/equipment in daily, weekly, monthly, and yearly. This helps the
maintenance to find the free time of the equipment and thus can save the time and
cost. The following factors need to be considered in order to make a plan and
schedule precise PM.

• Availability of storage information and required parts

• Availability of skilled labors

• Availability of necessary tools

• History of Machine and Equipment

• Working environment or condition

• Manufacturers recommendation

Figure 2.
The seven elements of preventive maintenance.
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• Criticality of machines and/or equipment

• Type of training and/or skill manpower to assist maintenance

• The task performed by the machine related to time

• Budget allocation

Strategy Depiction Payback Limitation

Preventive
maintenance

Schedule of planned
maintenance actions aimed
at the prevention of
breakdowns and failures.
Scheduling maintenance
activities based on defined
time intervals. It is assumed
that equipment condition is
directly related to time or
use.

Prevent failure of
equipment before it
actually occurs. Preserve
and enhance equipment
reliability. More accurate
and effective equipment
maintenance due to
application of recent
technological advanced
inspecting tools. Reduces
reactive maintenance and
provides a structure to
maintenance actions.
Flexible, energy savings,
cost savings over reactive.
Low cost, reduction in
failures and breakdowns,
extension of equipment life,
improved trade-in/resale
value of equipment,
increased equipment
reliability, increased plant
productivity, fewer
surprises, reduced cycle
time, increased service level
for the customer, reduction
in the number of defective
parts, and reduced overall
maintenance

Does not totally eliminate
unexpected equipment
problems. Unneeded
maintenance performed
regardless of condition.
Wastes resources/labor and
results in large inventories.

Reactive
maintenance

Remedial action carried out
due to failure or deficiencies
discovered during
preventive maintenance, to
repair an equipment/item to
its operational state. Fix or
replace a device, only after
failure. Suitable for
noncritical and low cost
equipment.

Low cost/resources
required. Little time, effort
or expense for maintenance
until absolutely necessary.

Unscheduled maintenance
action, potential safety
hazards, and increased
costs due to unplanned
maintenance and associated
downtime, overtime, spare
parts, and secondary
damage.

Predictive
maintenance

Assesses the equipment
health through diagnostics
testing and/or on-line
monitoring to find and
isolate the source of
equipment problems.

Predicts when a device is
likely to fail, minimizing
the risk of random failure.
Directs actions aimed at
failure root causes as
opposed to faults or
machine wear conditions.
Increased availability,
quality, and safety.

High investment in
diagnostic equipment and
training. Results in being
proactive in areas which
have little effect on the
plant’s operation.

Table 1.
Comparison with in the three maintenance strategy.
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ii. Maintenance Priority

When the individual pieces of equipment have been identified for preventive
maintenance, there must be a procedure for identifying the order in which they are
to be done.

Awash wine factory uses first come first serve (FCFS) principle when it makes
the maintenance action but this principle is not appropriate in such companies. The
problem with this “first come, first served” method is that the more desirable work
in friendly locations tends to get done while other equipment somehow never gets
its preventive maintenance.

Need Urgency Customer Rank Equipment Criticality (NUCREC) is the
recommended way of work scheduling. The NUCREC priority system helps to
ensure that the most important items are done first. Also, it helps to recognize the
crucial factors and enhance on the Ranking Index for Maintenance Expenditures
(RIME) in many conditions. Ratings are decided based on the priority of the cus-
tomer rank. This rating has been varied from one organization to another based
upon the needs of particular parts produced in the company.

The rating system over the scale has been recommended from number 1–4.
Generally, people will follow the numbering as number 1 is first choice to work get
it done, similarly the NUCREC system does number 1 first.

Need urgency ratings include as follows:

• Rate 1: for emergency like safety hazards with potential further damage if not
corrected immediately

• Rate 2: downtime of the equipment which produces less revenue than expected

• Rate 3: preventive maintenance and repetitiveness

• Rate 4: esthetic look and appropriate

The ranks of the customer are:

• Rate 1: top management

• Rate 2: production lines through direct revenue associations

• Rate 3: middle management, R&D, and frequent customers

• Rate 4: all others

The criticality ratings of the equipment are:

• Rate 1: effect of large areas includes utilities and safety systems

• Rate 2: major equipment with no back ups

• Rate 3: less impact on morale and productivity

• Rate 4: low, little use or effect on output

After overall ratings have been concluded, priority of the works would be
determined and the value is varied in the range of 1–64 (1 � 1 � 1–4 � 4 � 4).
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According to NUCREC principle, lowest products get the first priority. “Rate 1,” is
considered as high class emergency. Also, many of the factors are influenced to be
selected as first priority but, they can be found using availabilities of labor and
materials availability, locations, and scheduling fit. These priorities have been
decided in a regular meeting of management. Initially, PM starts with rate 3 and it
continuously increases the priority as the weeks passed and the rank will move to 2
and then rank 1. This can be done at the responsible time so that the developments
have been found in the organizations.

iii. Maintenance Scheduling

Maintenance scheduling is the successive arrangements by which repairs have
been carried out. It has a following stage like task to be achieved, who will conduct?
Where to be carried out? When to be performed? Including necessary activities and
estimated accomplishment time. Therefore, procedures of maintenance schedules
make the successful preventive maintenance in an organization. Moreover, the
amount of work to be determined for each and every craft workers is strictly
mentioned by backlogs. This can be achieved by using the following Eq. (3).

The backlog is calculated as:

Backlog ¼ total pland hour ready to schdule
true craft capacity

(3)

where:
Backlog = the amount of work that is documented as needing to be performed by

the craft.
True craft capacity = the total hours scheduled for the craft minus scheduled

interruptions.
Scheduled interruptions = average hours spent on emergencies, absenteeism,

vacations, and routine maintenance work.
An illustrative example for a week with 6 working days 8 hour/day working time

and 15 crews (permanent = 10 and contract =5) is:

Total permanent labor hours for next week (10 � 48 hours) = 480 hours.
Total contract labor for next week (5 � 48 hours) = 240 hours.
Total over time worked (average from last 3 months) = 60 hours.
Gross labor hours available = 780 hours.
Average emergency work (consider 30% from the last 3 months) = 235 hours.
Average absenteeism/week = 15 hours.
Average routine (non-back log) hours/week = 45 hours.
Average vacation hours/week/ = 05 hours.
Total deductions =300 hours.
Gross minus deduction = 780–300 = 480 hours.

These 480 hours represent what can really be expected to be completed from
backlog work for the week. This number is used to calculate the true backlog as
follows. Presume a planned hour to schedule is 3000 hours; the backlog is deter-
mined using Eq. (5.1).

backlog1 ¼ 3000
780

¼ 3:85 weeks and backlog2 ¼ 3000
480

¼ 6:25 weeks

The illustrative example shows, it seems that 3.85 weeks are enough to complete
the back log but in reality considering the constraints the back log needs 6.25 weeks
to accomplish.
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iv. Maintenance Control

Maintenance control refers to coordination and allocation of the set of mainte-
nance resources, activities, tools, and procedures utilized to achieve the objectives
of the maintenance system. For the successful accomplishment of planned mainte-
nance, it is necessary to establish the mechanism by which each planned mainte-
nance input and output activities are controlled. Maintenance is controlled based on
the following major input and output; these are:

• Cost incurred

• Work control

• Stock control

• Quality and process control

• Performance

• Safety required

• Reporting and feedback system

Cost controlling: the most neglected part in maintenance activities conducted
in AWF is the cost incurred due to improper maintenance management. Operation
department does not stop the work for preventive maintenance purpose for the sake
of time saving and short-term profit, respectively. Routine maintenance is not
emphasized in the department rather break down maintenance is done. These
problems resulted in complex maintenance work, high machine down time, and
increased maintenance costs. Maintenance costs to be controlled include:

direct maintenance cost: labor cost and material cost and indirect maintenance
costs: down time cost and overhead costs (Figure 3).

Successful cost reduction program requires:

• Approval of maintenance work before it is performed

• Planning of maintenance work according to its scope, criticality, cost, etc.

• Prioritized planned work

Figure 3.
Cost category in service and/or production sector (cost center based).
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• Scheduling of planned and prioritized work

• Scrutinization of manpower; performance to be measured, and any
questionable use of labor being justified by maintenance supervision

Work control: deals with monitoring the work status and the accomplished
work to investigate if the work is done according to standards (quality and time).
To do so, supervisors take responsibility for auditing the maintenance works either
the routine maintenance or break down maintenance. To achieve this type of
control, it is assumed that the maintenance control system includes standards that
are assigned in advance of performing actual maintenance work. Proper planning of
man-hours required is necessary to make use of optimum available human
resources and implement it accordingly. To increase availability of production
machine, use priority order as mentioned above under work order priority analysis.

Stock control: stock policies are considered as prior role to reduce the downtime
over the selection of materials and parts. Planned maintenance activities are used to
enable the giving orders of spare and consumable parts. Having the economic re-
order quantities can minimize the inventory, labor cost, and also, plant downtime
based upon the usage of the materials. Stock control based on fast moving items and
slow moving items in the factory maintenance section is essential under mainte-
nance schedule analysis as discussed in the sub-topic spare part supply.

Performance control: performance control can be seen from the technical
personnel assigned to conduct the maintenance activities and the equipment
maintained point of view. Therefore, it is essential to evaluate the whole system
which includes the productivity and service quality of every technician and entire
workshop. Moreover, the maintenance management department must consider and
include the activities as follows:

Maintenance costs: the maintenance cost is inversely proportional to the effi-
ciency of the organization.

Yearly down time: the efficiency is reduced when the downtime increases.
Service life: if the service life increases, efficiency is also increases.
The overall performance of the organization has been evaluated by cumulating

of all mentioned parameters so that the productivity and quality can act accordingly
to give promotions and incentives.

Quality and process control: the quality of the product has a direct link to the
maintenance. Accordingly, effective maintenance gives minimal scrap and also
increases the process capabilities. Scrap and repeated jobs are required to record and
repot by monthly basis to enable for determining the quality of the machines.
The corrective action will be taking place after identifying the repaired machines.

Reporting and feedback system: maintenance activities need follow-up,
reviewing, monitoring, and streamlining of practice (corrective actions) and mak-
ing continuous improvement to become a genuine part of organizational culture.
Maintenance report should be produced every week by maintenance supervisor.
The maintenance activities within a week or a couple of weeks should be evaluated
by a committee of maintenance workers, maintenance foreman, planners, and
production foreman and give solution to the problems and feedback goes to the
planner for improvement. It encourages everyone involved in the maintenance
process to be responsible for their performance efforts and accomplishments.

2. Maintenance program/cycle

Maintenance program/cycle is the maintenance type taking place in
chronological order. In other words, maintenance cycle is the period between two
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successive major overhauls. Each preventive maintenance program conducted on
each machine/equipment comprises maintenance cycles of the machine/equipment.
Maintenance programs are inputs for preparation of maintenance plan. Mainte-
nance program is the set of maintenance activities that are planned to be
accomplished in a definite interval based on the following factors:

• Manufacture recommendations

• Age of the machinery/equipment/service life of major components

• Operation conditions

• Criticality of the machine or equipment

• Maintenance history of the machine or reported data

The maintenance program/cycle for the washing machine is illustrated as follows:
Type of machine: BONY Washer Machine.
Machine made: Turkey.
Machine model: Mbt0213.
Purchased date: May 2013.
Monthly running/operating hour: 8000 hours.
Total hours to be covered before the first overhaul: 288,000 (5 years).
Preventive maintenance interval: 6000 hours.

Interval of preventive maintenance conducted in month =
Interval of Preventiv Maintenance

Monthly running hour

¼ 6000
8000

¼ 0:75month ¼ 23days

Number of maintenance program/cycle = total hour in a complet cycle
Preventive Maintenance Interval ¼ 288, 000

6, 000 ¼ 48:
Thus, the 48 preventive maintenance programs/cycles for the washer machine

to its first overhaul time isMP1-MP2-MP1-MP2-MP1-MP2-MP1-MP3-MP1-MP2-
MP1-MP2-MP1-MP2-MP1-MP3-MP1-MP2-MP1-MP2-MP1-MP2-MP1-MP4-
MP1-MP2-MP1-MP2 MP1-MP2-MP1-MP3-MP1-MP2-MP1-MP2-MP1-MP2-
MP1-MP3-MP1-MP2-MP1-MP2-MP1-MP2-MP1-MP5.

The common activities to be performed on each maintenance program (PMn)
are listed in Table 2.

The 1 year preventive maintenance program proposed to the washer machine
operates for 6200 hours and the last maintenance type performed is MP1 at the first
position in the cycle as on April 30/2019 is discussed below (Table 3).

Determination of maintenance programs, maintenance cycles, and maintenance
schedules for each machine or equipment simplify the task of maintenance plan-
ning. Maintenance planning can easily be determined (derived) from maintenance
programs and maintenance cycles.

Maintenance planning may be prepared for the life of the machine/equipment or
working budget year. Annual maintenance plan is recommended to Awash Wine
Factory. The annual maintenance plan has to be broken down to quarterly,
monthly, weekly, and daily maintenance works to be done. The above maintenance
planning samples help the maintenance department to prepare and adopt their
annual preventive maintenance plan for other machineries/equipment and instru-
ments according to the criteria already discussed.
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Maintenance program for other machineries and equipment is left to the main-
tenance staffs of the factory.

2.1 Maintenance work flow

The success of maintenance organization relays highly on workflow system. For
successful accomplishment of maintenance activities, it is necessary to develop and
implement a well understood workflow system. This simplifies the task of mainte-
nance and enhances productivity. Thus, for the case company, the suitable work

Maintenance
program

Types of maintenance activities Period

MP1 Clean parts, inspection parts, lubricate necessary
parts, clean burner chamber, etc.

Every 6000 hour or 3 weeks
whichever comes first

MP2 Perform all activities in MP1, check and adjust pump
drive belts, inspect and adjust the main chain, etc.

12,000 hour or 1 and half
months whichever comes first

`MP3 Perform all activities in MP2, check and repair:
carriers, roller rails, pipes, pump impellers, electric
motors

Every 48,000 hour or
10 months whichever comes
first

MP4 Perform all activities in MP3, check and change:
bearings, mechanical seals, bushings

Every 144,000 hour or 2 and
half years whichever comes
first

MP5 Perform PM4, check and change the main chain,
check and change the injector, check and change the
electric control panels, etc.

288,000 hour or 5 year
whichever comes first

Table 2.
Maintenance activities in a maintenance program.

PM conducting date Running hours PM program Position/cycle

May 23, 2019 12,000 MP2 2

June 16, 2019 18,000 MP1 3

July 9, 2019 24,000 MP2 4

August 2, 2019 30,000 MP1 5

September 25, 2019 36,000 MP2 6

October 18, 2019 42,000 MP1 7

November 11, 2019 48,000 MP3 8

December 4, 2019 54,000 MP1 9

December 27, 2019 60,000 MP2 10

January 20, 2020 66,000 MP1 11

February 13, 2020 72,000 MP2 12

March 6, 2020 78,000 MP1 13

March 29, 2020 84,000 MP2 14

April 22, 2020 90,000 MP1 15

May 15, 2020 96,000 MP3 16

Table 3.
Annual maintenance schedule for the washer machine with PMI 6000 hours.
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successive major overhauls. Each preventive maintenance program conducted on
each machine/equipment comprises maintenance cycles of the machine/equipment.
Maintenance programs are inputs for preparation of maintenance plan. Mainte-
nance program is the set of maintenance activities that are planned to be
accomplished in a definite interval based on the following factors:

• Manufacture recommendations

• Age of the machinery/equipment/service life of major components

• Operation conditions

• Criticality of the machine or equipment

• Maintenance history of the machine or reported data

The maintenance program/cycle for the washing machine is illustrated as follows:
Type of machine: BONY Washer Machine.
Machine made: Turkey.
Machine model: Mbt0213.
Purchased date: May 2013.
Monthly running/operating hour: 8000 hours.
Total hours to be covered before the first overhaul: 288,000 (5 years).
Preventive maintenance interval: 6000 hours.

Interval of preventive maintenance conducted in month =
Interval of Preventiv Maintenance

Monthly running hour

¼ 6000
8000

¼ 0:75month ¼ 23days

Number of maintenance program/cycle = total hour in a complet cycle
Preventive Maintenance Interval ¼ 288, 000

6, 000 ¼ 48:
Thus, the 48 preventive maintenance programs/cycles for the washer machine

to its first overhaul time isMP1-MP2-MP1-MP2-MP1-MP2-MP1-MP3-MP1-MP2-
MP1-MP2-MP1-MP2-MP1-MP3-MP1-MP2-MP1-MP2-MP1-MP2-MP1-MP4-
MP1-MP2-MP1-MP2 MP1-MP2-MP1-MP3-MP1-MP2-MP1-MP2-MP1-MP2-
MP1-MP3-MP1-MP2-MP1-MP2-MP1-MP2-MP1-MP5.

The common activities to be performed on each maintenance program (PMn)
are listed in Table 2.

The 1 year preventive maintenance program proposed to the washer machine
operates for 6200 hours and the last maintenance type performed is MP1 at the first
position in the cycle as on April 30/2019 is discussed below (Table 3).

Determination of maintenance programs, maintenance cycles, and maintenance
schedules for each machine or equipment simplify the task of maintenance plan-
ning. Maintenance planning can easily be determined (derived) from maintenance
programs and maintenance cycles.

Maintenance planning may be prepared for the life of the machine/equipment or
working budget year. Annual maintenance plan is recommended to Awash Wine
Factory. The annual maintenance plan has to be broken down to quarterly,
monthly, weekly, and daily maintenance works to be done. The above maintenance
planning samples help the maintenance department to prepare and adopt their
annual preventive maintenance plan for other machineries/equipment and instru-
ments according to the criteria already discussed.
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Maintenance program for other machineries and equipment is left to the main-
tenance staffs of the factory.

2.1 Maintenance work flow

The success of maintenance organization relays highly on workflow system. For
successful accomplishment of maintenance activities, it is necessary to develop and
implement a well understood workflow system. This simplifies the task of mainte-
nance and enhances productivity. Thus, for the case company, the suitable work

Maintenance
program

Types of maintenance activities Period

MP1 Clean parts, inspection parts, lubricate necessary
parts, clean burner chamber, etc.

Every 6000 hour or 3 weeks
whichever comes first

MP2 Perform all activities in MP1, check and adjust pump
drive belts, inspect and adjust the main chain, etc.

12,000 hour or 1 and half
months whichever comes first

`MP3 Perform all activities in MP2, check and repair:
carriers, roller rails, pipes, pump impellers, electric
motors
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10 months whichever comes
first

MP4 Perform all activities in MP3, check and change:
bearings, mechanical seals, bushings

Every 144,000 hour or 2 and
half years whichever comes
first

MP5 Perform PM4, check and change the main chain,
check and change the injector, check and change the
electric control panels, etc.

288,000 hour or 5 year
whichever comes first

Table 2.
Maintenance activities in a maintenance program.
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December 4, 2019 54,000 MP1 9

December 27, 2019 60,000 MP2 10

January 20, 2020 66,000 MP1 11

February 13, 2020 72,000 MP2 12

March 6, 2020 78,000 MP1 13

March 29, 2020 84,000 MP2 14

April 22, 2020 90,000 MP1 15

May 15, 2020 96,000 MP3 16

Table 3.
Annual maintenance schedule for the washer machine with PMI 6000 hours.
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flow system that should be followed by maintenance planner is proposed in
Figure 4 beneath.

Work orders raised from different departments will be filled on formal work
order request form and approved by department manager and submitted to main-
tenance planner. Therefore, the planner will organize work order from its request
formats. Based on the demand, works can move quickly in terms of allocating
manpower, arrangement of spare parts to complete the given task effectively. Next
work orders released to executers during execution maintenance planners has to
follow the progress and quality of work. After completion, the maintenance work
should be validated or confirmed for successfulness. This can measure by reworks
and/or number of defects. Record keeping is the last stage. It helps to keep histories
of machine, measuring performance, and prop up decision making. The

Figure 4.
Recommended maintenance work flow algorithm.
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recommended workflow model has considered all the requirements of an effective
& efficient recent workflow system.

2.2 Description

Awash wine factory uses breakdown maintenance strategy with fixed time pre-
ventive maintenance management system. That means the machines are maintained
according to the maintenance program planned once in a year. But these types of
maintenance system is not efficient for such batch production type process, thus
preventive maintenance strategy with condition-based maintenance policy is advis-
able for such industries. The recommended work flowmodel consists both preventive
and reactive work flow system, for the following basic reasons: (1) it is ideal to make
an accident free production system, (2) it is difficult to make a complete paradigm
shifting of the existing maintenance culture of the plant from breakdown to preven-
tive once, thus breakdown maintenance should be incorporated in the recommended
system and gradually changed into pure preventive strategy.

Regularly, preventive maintenance activities have been planned and
implemented to each and every machine and equipment in the organization. As a
result, the condition of the machine or equipment could be found and hence, the
maintenance is decided whether it should be small, medium or high and even
some times the maintenance is not required. Accordingly, the feedback is consid-
ered to make a plan to work out on good and repaired machineries together. The
selection of a part and quantity of the spare parts are to be ordered concurrently to
minimize the time to wait for spare parts. Finally, the observations and feedback
has been analyzed for the future maintenance and stored safely. The model con-
sists of basic activities to be performed so as to reduce the breakdown time and
maintenance cost.

Preventive maintenance: at the beginning of every fiscal year, preventive
maintenance plans are prepared by maintenance planner discussing with mainte-
nance supervisor, and finally approved by engineering and maintenance manager.
Based on the annual plan, preventive maintenance is initiated by assigning an
expert/technician. The assigned maintenance crew conducts PM activity on
machineries/equipment and identifies the necessary services to be undertaken.
Based on the assessment of the assigned maintenance crew, engineering and main-
tenance manager decides whether internal capacity exists or not. If internal capacity
exists for the periodical service, then the assigned maintenance crew will service the
machine. If internal capacity does not exist, then engineering and maintenance
manager/commercial department head will outsource the service.

Verification is conducted to ensure that the maintenance job is done to prevent the
occurrence of potential failures. Maintenance report is prepared indicating the type of
service undertaken and the responsibilities allocated at various maintenance stages.

Corrective maintenance: Assigned expert/technician conducts inspection on the
machine/equipment requested for maintenance and records the findings including:

• The nature of failure

• In-house capability

• Resources needed to undertake the maintenance if internal capability exists

• Availability of spare parts in store and in the market

• If there is a need for modification and other related activates
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recommended workflow model has considered all the requirements of an effective
& efficient recent workflow system.
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some times the maintenance is not required. Accordingly, the feedback is consid-
ered to make a plan to work out on good and repaired machineries together. The
selection of a part and quantity of the spare parts are to be ordered concurrently to
minimize the time to wait for spare parts. Finally, the observations and feedback
has been analyzed for the future maintenance and stored safely. The model con-
sists of basic activities to be performed so as to reduce the breakdown time and
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Preventive maintenance: at the beginning of every fiscal year, preventive
maintenance plans are prepared by maintenance planner discussing with mainte-
nance supervisor, and finally approved by engineering and maintenance manager.
Based on the annual plan, preventive maintenance is initiated by assigning an
expert/technician. The assigned maintenance crew conducts PM activity on
machineries/equipment and identifies the necessary services to be undertaken.
Based on the assessment of the assigned maintenance crew, engineering and main-
tenance manager decides whether internal capacity exists or not. If internal capacity
exists for the periodical service, then the assigned maintenance crew will service the
machine. If internal capacity does not exist, then engineering and maintenance
manager/commercial department head will outsource the service.

Verification is conducted to ensure that the maintenance job is done to prevent the
occurrence of potential failures. Maintenance report is prepared indicating the type of
service undertaken and the responsibilities allocated at various maintenance stages.

Corrective maintenance: Assigned expert/technician conducts inspection on the
machine/equipment requested for maintenance and records the findings including:

• The nature of failure

• In-house capability

• Resources needed to undertake the maintenance if internal capability exists

• Availability of spare parts in store and in the market

• If there is a need for modification and other related activates
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Based on the assessment of the assigned expert/technician, depending on the
machine to be maintained, engineering and maintenance manager decides on
whether internal capacity exists or not and other related information with mainte-
nance. If internal capacity exists for the break down maintenance, then the mainte-
nance work is planned and executed. If internal capacity does not exist, then
engineering and maintenance manager/commercial department head will outsource
the service. Verification is conducted to ensure that the maintenance job is done to
prevent the occurrence of potential failures. Maintenance report is prepared indi-
cating the type of maintenance undertaken and the responsibilities allocated at
various maintenance stages.

3. Computerized maintenance management system

A Computerized Maintenance Management System (CMMS) is a computer
software program designed to assist in the planning, management, and
administrative functions required for effective maintenance.

The main challenge of the management maintenance system in the large orga-
nization process is complexity, and it has a substantial impact over the entire
business. In addition, the process is impossible to maintain or manage effectively
without the computerization. Therefore, alternative management program is nec-
essary to achieve successful implementation of the systems in organization.

Functions of computerized system include inputs, methods, outputs, and
improvement activities as shown in Figure 5.

These functions perform the generating, planning, and reporting of work orders;
the development of a traceable history; and the recording of parts transactions.
CMMS and their integration into pre-existing organizations have been proven as an
excellent platform to promote communications while improving coordination
between different functions in the organization. Companies of all sizes can benefit
from maintenance software, whether they have a maintenance team of five or five
hundred. Users of CMMs can generate the following benefits/advantages:

• Less work outages: it is easy to do preventive maintenance/less surprise
breakdowns

• Better accountability: quick check on one time work done and completion
alert

• Less overtime: better scheduling; even work distribution; no sitting idle/
working overtime

• Information capture: recorded problems and solutions, used as information
for next task

• Savings on purchases: replacement of acceleration time to purchase the spare
parts and pricing from the inventory planning features.

• Certification and analysis: managers can understand and analyze the total
recorded data for the energy usage and utilization of maintenance planning in
the company.

Considering the benefits listed above and believing that it is vital to improve the
maintenance management in the company, the CMMS software user friendly
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program with seven entities (Search Menu, department menu, employees menu,
equipment/machinery menu, work requisition menu, task/maintenance work menu and
materials or spare parts menu) is developed to the company.

4. Objective

The foremost intention of this study was to enhance productivity of Awash
Wine Factory through smart maintenance management system (strategy and man-
agement tool). The study focused on the investigation of the existing maintenance
problems of the factory and proposed the best solution that increases the reliability
of the machinery and then enhances productivity. Consideration is focused on: the
maintenance management system to improve the output, machinery condition,
operation standards, and reasons for failure, while simultaneously enhances pro-
ductivity through reducing the downtime of machinery and overall maintenance
cost. Hence, in the current chapter took a challenge to develop a model or strategy
that will minimize the downtime of the equipment and cost of maintenance. Alter-
natively, smart maintenance strategy and management system has been developed
to enhance the factory’s productivity effectively.

The specific objectives of the study were:

• To assess the existing maintenance system

• To explore and identify the problems in maintenance management system

• To assess the maintenance inventory control mechanism

Figure 5.
Process in CMMS (source SMMT industry forum ltd. 2680 king court).
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• To develop preventive maintenance program for critical machinery and/
equipment

5. Research design and target population

The research methodology adopted in this study was a descriptive survey type
since this research method accurately describes the relation between variables,
increase fairness, and maximize the reliability of the data. The method provides
straightforward summaries about the sample and the observations that have been
made. This ensured that appropriate answers are obtained for the research questions.

The data collecting techniques employed in this work is: subject matter literature
surveys using: journal articles, books, related thesis papers; survey questionnaires;
unstructured interview questions; visit and assessment of secondary sources such as
factory maintenance log book, annual finance reports, published documents, and
work order sheets.

The data used in this study have been collected from primary and secondary
sources. Primary sources focused on information that helps to have entire under-
standing of the study through different techniques such as interviews, question-
naires, observations, and discussions, whereas secondary sources of information
related to the study have detail understanding with the supportive documents and
reports. Both quantitative and qualitative data were collected.

Non-random sampling which is purposive technique was selected in this study
because this type of sampling is extremely functional to construct reality, describe a
phenomenon or build up an impressive about a universe using specific knowledge.
This sampling strategy is feasible to quantitative researches.

The sample for this study is taken from the target population of maintenance
department, production department, and management parts of AWF at the two
sites (Lideta and Mekanisa)

Population variability, availability of participants, and the suitability to the
required information are factors considered when the sample size is determined.

Eqs. (4) and (5) are used to determine the sample size since the population is finite.

N ¼ Z2P 1� Pð Þ=C2 (4)

Ns ¼ N
1þ N�1

No

(5)

where N = sample unit (initial sample size)
Z = value of level of confidence (consider 90% confidence level, Z is 1.645)
P = percentage picking a choice expressed as decimal 0.5 used for sample size
needed
C = confidence initial expressed as decimal 0.08 = +/� 8%
Ns = size of targeted sample
No = size of the population (214 in this study)
Applying Eqs. (3.1) and (3.2), the target sample size is determined as:
N = 105 and Ns = 70

6. Summary

The first part of the questionnaires presented on the six parameters was
discussed in primary data analysis, and the result is summarized as follows:
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Regarding the worth given to maintenance, most of the respondents agreed that
the attention given to maintenance department is less and it is not considered as a
business center rather as a cost center. The budget for maintenance is negligible
when compared with other departments. The maintenance management system is
outdated, and the scheduling operation plan of maintenance department is poor.
The common maintenance action takes place in the company is breakdown based
which contributes much for breakdown time increment.

Concerning the intense of the company toward preventive maintenance, the
respondents assure that there is a fixed time based preventive maintenance that takes
place once in a year regardless of the condition of machines/equipment. However,
priority is for reactive maintenance than preventive. While coming to maintenance
planning and scheduling, most of the respondents disagreed on the presence of
planned and scheduled maintenance. The back log control system, recording and
documentation system of the company is said to be meager. The maintenance work is
not prioritized technically. The maintenance work recording and documentation
system is loyal to mistake and not used as a source for next work. The repair work
analysis habit is so poor and needs to be changed. The company puts much effort
toward training, and the communication system in the company is committed. The
inventory management mechanism is so poor that is why much cost is elapsed when
compared with the other maintenance expenses in the company.

The second part of the questioner shows that the frequently failed and bottle-
neck machine in the company is washer machine with the production rate of
64.17%. The main causes of the losses in production are stated as mechanical failure
in washing section which covers the largest portion (35%), maintenance strategy
followed by the plant (27%), maintenance management program (25%), and high
cost of maintenance inventory control, and other (13%).

The company has got problems of highest machine breakdown time resulted in a
loss of 1,188,950; 1,126,600; 1,174,975 bottles of wine in 2018, 2017, 2016 produc-
tion year, respectively. In production year 2018, the total product is given by (2336–
116.5) hour � 4300 bo/hour = 9,543,850 bottles. The loss in production in this year
is (116.5 + 160) hour � 4300bot/hour = 1,188,950 bottles which is 12.46% of the
total product. In addition to production loss, high amount of money is elapsed in
maintenance in the stated production years due to the lack of proper maintenance
strategy and management system.

7. Conclusion

The aim of this study was to enhance productivity of Awash Wine Factory
through improved maintenance management system. The basic maintenance
problems of the factory were investigated, and smart maintenance system that
decrease machine down time and reduce maintenance cost is recommended. Data
collected through questionnaires, unstructured interview, visit and document ana-
lyses were used to identify the major causes of the problem. Case and effect diagram
and failure mode effect and criticality analysis were used as a tool to differentiate
the root cause of the problems. The collected data were analyzed by SPSS software,
and the following results were obtained. The company has got problems of highest
machine breakdown time and high yearly maintenance cost due to wrong mainte-
nance strategy, poor maintenance management system, and repeated failure of
washer machine. As a result, the company has lost more than 12% of its yearly
product and incurred much money as cost of maintenance.

After the analysis, this study has suggested ways to enhance productivity and
increase competitiveness of the factory in the modern market. The recommended
maintenance system incorporates preventive maintenance as maintenance strategy
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Regarding the worth given to maintenance, most of the respondents agreed that
the attention given to maintenance department is less and it is not considered as a
business center rather as a cost center. The budget for maintenance is negligible
when compared with other departments. The maintenance management system is
outdated, and the scheduling operation plan of maintenance department is poor.
The common maintenance action takes place in the company is breakdown based
which contributes much for breakdown time increment.

Concerning the intense of the company toward preventive maintenance, the
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and CMMS as a maintenance management tool with their respective merits
explained in the fifth chapter of the study. New annual maintenance program for
critical machines like washer machine is developed. The suggested smart mainte-
nance system helps to decrease machine downtimes, increase availability of the
machinery, and reduce maintenance costs through the creation of a sense of own-
ership in each of the plant-equipment operators, maintainers, and support staff so
as to encourage “a prevention of problems at source” attitude. Implementing the
new maintenance system, the factory will generate many benefits. For instance,
considering the present efficiency of the company leaving other factors, the yearly
product loss due to machine break down will be reduced from 12 to 6%.
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Chapter 16

Maintenance Decision Method
Based on Risk Level
Yang Tang, Xin Yang and Guorong Wang

Abstract

Maintenance decision method of the mechanical equipment still has some
deficiencies and shortcomings, including unreasonable maintenance methods, sur-
plus or insufficient repair, and unscientific inspection and repair intervals, espe-
cially for equipment with different risks. As a consequence, more frequent failures
and higher maintenance costs of the mechanical equipment occur along with some
major safety accidents and economic losses in the process of production. To over-
come these problems, a framework for maintenance decision method based on risk
level is presented for mechanical equipment in the petrochemical industry. First, 10
evaluation indexes and a set of scoring criteria quantifying the subjective evaluation
are defined to evaluate the risk level of each mechanical equipment. Based on the
analytic hierarchy process (AHP), the weight of the evaluation indexes and the
evaluation model of the risk levels were established. Then, the subjective effects in
the scoring process were removed using the Monte Carlo simulation (MCS)
approach. Next, maintenance decision-making trees of the mechanical equipment
were formulated by referencing the logic decision tree of reliability-centered main-
tenance. Finally, the feasibility of the framework was effectively verified by testing
a well-control system in the oil field, for which the risk level and maintenance
methods were obtained.

Keywords: maintenance decision method, mechanical equipment, risk level,
petrochemical industry, maintenance decision-making tree

1. Introduction

Through extensive research, we found that nearly half of all major accidents and
economic losses were caused by failure of the equipments that are inherently high
risk in the petrochemical industry. While most equipment failures were attributed
to the current maintenance decision method in the petrochemical industry that was
backward and unscientific. Moreover, the conventional maintenance methods
could not guide the maintenance personnel to carry out timely maintenance for
reliability and safety of the mechanical equipment. As we all known, some mainte-
nance decision models and maintenance methods are widely applied in different
industries, such as aerospace, electricity generation, and transportation. But there
were no effective decision-making methods or scientific theoretical models to sat-
isfy the special mechanical equipment in the petrochemical industry. So that
there are some negative outcomes, including surplus repair, insufficient repair,
unreasonable repair intervals, higher maintenance costs, and so on, which were
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brought about in their maintenance work [1]. At present, based on the different
attention focuses in each industry and the different model and method choices in
the maintenance and management process, many research results are related to the
maintenance decision method. Bertolini and Bevilacqua [2] proposed a new main-
tenance decision method to adopt a modified FEMCA analysis and a type of Monte
Carlo simulation (MCS) approach based on different important levels of the power
plant equipment. Bertolini and Bevilacqua presented a new maintenance decision
technique to determine the better maintenance strategies for the critical centrifugal
pumps in an oil refinery [3]. A maintenance decision method of a multi-criteria
classification of equipment was proposed by Gómez de León Hijes and Cartagena by
the analytic hierarchy process (AHP), and oil pipeline projects were effectively
evaluated by Dey with a multiple attribute decision-making technique [4, 5]. Chang
et al. applied a new maintenance decision model to estimate the production avail-
ability in offshore installations [6]. In the study above, some mathematical models,
including AHP and MCS, are often used for making maintenance decisions. How-
ever, through research and investigation, very few applications of both AHP and
MCS exist for making maintenance decisions of the mechanical equipment based on
their different risk levels. Moreover, there are some differences between the
mechanical equipment in the petrochemical industry and the ones in other indus-
tries, such as types and distribution of the failure, the methods and costs of the
maintenance, and requirements for reliability and safety, due to the factors of harsh
construction environments, complicated working conditions, and extremely high
safety requirements in the production process [7].

Thus, these existing maintenance decision models and the maintenance strate-
gies applied to the equipment in other industries are not directly suitable for the
mechanical equipment in the petrochemical industry [8]. Therefore, it is necessary
to study the maintenance decision method belonging to the mechanical equipment
in the petrochemical production process by focusing on the features of its high risks
and hazards [9]. A new framework is put forward for making maintenance deci-
sions based on the different risk levels of the mechanical equipment. Finally,
through the framework of maintenance decision making, a more reasonable and
more effective maintenance strategy can be devised for the mechanical equipment
to guarantee the reliability and security of the production operation.

The remainder of this chapter is organized as follows. In Section 2, the influence
factors of the risk level of the mechanical equipment are defined, and their scoring
criteria are formulated. In Section 3, an evaluation model for the risk level of the
mechanical equipment is established using AHP, and then, the MCS approach is
applied to reduce the subjective influences in the scoring process. Then, three
MDMETs for the mechanical equipment are obtained based on their categories of
different risk levels in Section 4. Finally, Section 5 provides some discussion and
conclusions.

2. Maintenance decision method based on risk level

2.1 Definition of evaluation indexes and scoring criteria of risk level

Through the FMECA of the mechanical equipment in the petrochemical indus-
try, from the four aspects of reliability, economics, monitorability, and maintain-
ability, 10 influencing factors directly related to its risk level were analyzed, as
shown in Table 1 [10].

In order to ensure that the evaluation of the risk level of machinery and equip-
ment is not too complicated, and that the accuracy of evaluation is balanced, and
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the degree of influence of each factor is more effectively quantified. Therefore, by
experts, professional maintenance personnel and field operators through the review
pointed out that the risk level of influencing factors according to the situation
divided into 3–5 levels, using a 10-point system for scoring. The scoring standards
for the 10 influencing factors related to the risk level of mechanical equipment are
as follows [11].

2.1.1 Influence of failure on personnel safety (PS)

For petroleum and petrochemical companies, ensuring production safety is the
most important issue. Among�the petroleum and petrochemical companies’
mechanical equipment, some object failures will cause casualties to the platform
personnel. The PS indicator is divided into five levels, and the scoring standards are
formulated as shown in Table 2.

2.1.2 Influence of failure on environment and health (EH)

Whether object failures have an impact on the environment and health is
receiving much more attention from enterprises, which will cause social public
opinion and bring disaster to enterprises. Therefore, considering the degree of the
impact of object failures on the environment, the determination of the EH-scoring
standard is mainly based on the country and the enterprise environmental safety
system and requirements. The EH index is divided into five levels, and the scoring
standards are shown in Table 3.

Index Serial number Factors of affecting risk Level

Reliability factor 1 Personnel safety (PS)

2 Environment and health (EH)

3 System functions (SF)

4 Failure frequency (FF)

Economic factor 5 Production loss (PL)

6 Maintenance costs (MC)

Monitorability factor 7 Inspectability (IN)

Maintainability factor 8 Downtime (DT)

9 Maintenance difficulties (MD)

Other factor 10 Service length (SL)

Table 1.
Influencing factors of risk level about the mechanical equipment.

Serial number Casualty Grading

1 No impact at all 0

2 Minor injury 1–3

3 Seriously injured 4–7

4 One death 8–9

5 Mass casualties 10

Table 2.
Scoring criteria of PS.
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2.1.3 Influence of failure on system function (SF)

The SF index mainly considers the impact of object failure on the entire pro-
duction system or the function of mechanical equipment. In order to ensure con-
tinuous production operations, the important mechanical equipment in
petrochemical companies generally has certain spare. During the production opera-
tion, once such mechanical equipment failure, you can immediately switch the
standby equipment and quickly resume operations, which can effectively control
downtime and avoid large economic losses. Therefore, the degree of impact of
object failures with spare parts on system functions will be reduced accordingly.
Therefore, in evaluating the object failures on the system, it needs to be divided into
two cases: the object has standby and no standby. Based on the actual production
process, the level of the SF index is determined, and its scoring standards are
established, as shown in Table 4.

2.1.4 Influence of failure frequency (FF)

The FF index is related to the trouble-free working time (MTBF) of the object.
The MTBF value of the mechanical equipment of petroleum and petrochemical
enterprises that has been in operation for a period of time can generally be obtained
by analyzing the historical records of the operation of mechanical equipment. Rele-
vant mechanical equipment reliability data are obtained through on-site operation
and maintenance personnel’s correction. Therefore, the FF index is divided into six
levels by the MAXIMO system, the SAP management system, and the historical
maintenance records of mechanical equipment during on-site maintenance. The
specific scoring criteria are shown in Table 5.

Serial number Pollution degree Grading

1 No pollution 0

2 Slight pollution 1–3

3 Local pollution 4–7

4 Severe pollution 8–9

5 Major pollution 10

Table 3.
Scoring criteria of EH.

Serial number Influence level Grading

Have spare No spare

1 Total loss of system function 6 10

2 Basic loss of system function 5 8–9

3 Significant decrease in system function 3–4 6–7

4 Reduced system functionality 1–2 1–5

5 System function has no effect 0 0

Table 4.
Scoring criteria of SF.
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2.1.5 Influence of failure on production loss (PL)

The PL indicator is due to the failure of components, subsystems, or systems,
which will cause changes in product operation, cause standby products to be put
into operation, and cause production problems such as drilling stoppages, which
will cause economic losses in the enterprise. In combination with the production of
offshore oil and gas, in the case of production loss caused by failure, the PL index is
divided into six levels, and the specific scoring standards are shown in Table 6.

2.1.6 Influence of maintenance cost (MC)

The MC index needs to consider the complexity of the maintenance object, the
labor cost of maintenance, the cost of spare parts, and the inventory cost. Therefore,
considering the above aspects of the mechanical equipment of petroleum and pet-
rochemical enterprises, MC is divided into four levels, and the specific scoring
standards are shown in Table 7.

Serial number MTBF (hours) Grading

1 >10,000 0

2 5000–10,000 1–2

3 3000–5000 3–4

4 1500–3000 5–6

5 500–1500 7–8

6 <500 9–10

Table 5.
Scoring criteria of FF.

Serial number Outage loss Score

1 No loss 0

2 Little loss 1–2

3 Loss 3–4

4 Big loss 5–7

5 Great loss 8–10

Table 6.
Scoring criteria of PL.

Serial number Maintenance cost (Yuan) Score

1 <10,000 0–2

2 10,000–50,000 3–5

3 50,000–150,000 6–8

4 >150,000 9–10

Table 7.
Scoring criteria of MC.
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2.1.7 Influence of inspectability (IN)

The IN indicator mainly considers whether the object can be monitored, the
number of monitoring parameters, the monitoring cost, and the technical level of
the monitoring personnel. The maintenance of the mechanical equipment in petro-
chemical enterprise cannot be separated from the monitoring of its important sub-
systems and components. A comprehensive analysis of the existing monitoring
technology of mechanical equipment in petroleum and petrochemical enterprises
has determined the difficulty of monitoring the object, that is, the IN index is
divided into four levels, and the specific scoring standards are shown in Table 8.

2.1.8 Influence of downtime (DT)

The outage time includes the time required for the outage, maintenance, and
start-up of mechanical equipment, so the DT index is related to factors such as the
structure type, power, temperature, and pressure of the object. According to the
distribution of outage time caused by object failure in offshore oil and gas produc-
tion, the DT index is divided into four levels according to the working hours. The
scoring standards are shown in Table 9.

2.1.9 Influence of maintenance difficulties (MDs)

From the perspective of object maintenance, MD is an important indicator that
affects the level of object risk, which is related to the difficulty of the object
(including height and surrounding environment), the complexity of the object, and
the supply of spare parts. Based on a comprehensive consideration of on-site main-
tenance of mechanical equipment in petroleum and petrochemical enterprises, the
MD index is divided into four levels, and its scoring standards are shown in
Table 10.

Serial number Ease of monitoring Score

1 Low 0–2

2 Medium 3–5

3 High 6–8

4 Very high 9–10

Table 8.
Scoring criteria of IN.

Serial number Working hours (h) Score

1 <2 0–2

2 2–8 3–5

3 8–12 6–8

4 >12 9–10

Table 9.
Scoring criteria of DT.
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2.1.10 Influence of service length (SL)

From the perspective of mechanical equipment maintenance management,
object service age (or operating time) and frequency of use are also indicators that
affect its risk level. The SL index is related to the service life of the mechanical
equipment, the operating environment and working conditions, the frequency of
use (continuous operation, interval operation, and temporary use), the past fail-
ures, and the maintenance of the mechanical equipment. Therefore, through dis-
cussions with field operations and maintenance personnel, it was determined that
the SL index of mechanical equipment in petroleum and petrochemical enterprises
is divided into four levels, and its scoring standards are shown in Table 11.

2.2 Research on risk assessment methods of mechanical equipment

2.2.1 Establishment of risk assessment model for mechanical equipment

After completing the scoring according to each evaluation index, it is necessary
to comprehensively evaluate the risk level of the object. Therefore, it is necessary to
comprehensively consider the rating vector V of its evaluation index and its
corresponding weight value vector W [12]. The object’s risk level evaluation index
can be expressed as

Index V,Wð Þ ¼ F v1w1, v2w2, … , vnwn½ �: (1)

Among them, F �½ � is a comprehensive evaluation function that reflects the degree
of influence of each evaluation index on the object risk level and can be a function
of various forms. Using a simpler linear weighted model, the formula for calculating
the object risk level evaluation index, namely, Index, is as follows:

Index ¼
Xn
i¼1

viwi (2)

Serial number Ease of maintenance Score

1 Easily 0–2

2 General 3–5

3 More difficult 6–8

4 Difficult 9–10

Table 10.
Scoring criteria of MD.

Serial number Length of service (year) Score

1 <3 0–2

2 3–8 3–5

3 8–12 6–8

4 >12 9–10

Table 11.
Scoring criteria of SL.
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2.1.10 Influence of service length (SL)

From the perspective of mechanical equipment maintenance management,
object service age (or operating time) and frequency of use are also indicators that
affect its risk level. The SL index is related to the service life of the mechanical
equipment, the operating environment and working conditions, the frequency of
use (continuous operation, interval operation, and temporary use), the past fail-
ures, and the maintenance of the mechanical equipment. Therefore, through dis-
cussions with field operations and maintenance personnel, it was determined that
the SL index of mechanical equipment in petroleum and petrochemical enterprises
is divided into four levels, and its scoring standards are shown in Table 11.

2.2 Research on risk assessment methods of mechanical equipment

2.2.1 Establishment of risk assessment model for mechanical equipment

After completing the scoring according to each evaluation index, it is necessary
to comprehensively evaluate the risk level of the object. Therefore, it is necessary to
comprehensively consider the rating vector V of its evaluation index and its
corresponding weight value vector W [12]. The object’s risk level evaluation index
can be expressed as

Index V,Wð Þ ¼ F v1w1, v2w2, … , vnwn½ �: (1)

Among them, F �½ � is a comprehensive evaluation function that reflects the degree
of influence of each evaluation index on the object risk level and can be a function
of various forms. Using a simpler linear weighted model, the formula for calculating
the object risk level evaluation index, namely, Index, is as follows:

Index ¼
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2 General 3–5

3 More difficult 6–8
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where n is the number of evaluation indicators; vi is the rating value of the ith
evaluation index of the evaluated object; and wi is the weight value of the ith
evaluation index of the evaluated object.

Therefore, the magnitude of evaluation value Index indicates the risk level, so
that the objects can be sorted and screened based on their different risk levels.

From Eq. (2), we can know that the weight wi of the influencing factors will
have a great influence on the final value of the risk level evaluation index Index.
Therefore, the AHP method is used for this calculation above. The specific calcula-
tion steps are as follows:

Step 1: Constructing a judgment matrix D through pairwise comparisons among
the evaluation indexes,

D ¼

u11 u12 …… u1n
u21 u22 …… u2n
…… …… …… ……

un1 un2 …… unn

2
6664

3
7775 (3)

where uij is a relative risk level value that of the ith evaluation index compared
with thejth evaluation index and ujiuji is the relative risk level value that of the jth
evaluation index compared with the ith evaluation index.

Thus, the value of uji is the reciprocal value of uij, namely uji � uij ¼ 1 . The
definition and fundamental scale of the relative risk level are shown in Table 12.

Step 2: Calculating the maximum eigenvalue λmax of the judgment matrix D
using the system of homogeneous linear equations as follows:

u11 � λð Þω1 þ u12ω2 þ⋯þ u1nωn ¼ 0

u21ω1 þ u22 � λð Þω2 þ⋯þ u2nωn ¼ 0

⋯⋯⋯⋯
un1ω1 þ un2ω2 þ⋯þ unn � λð Þωn ¼ 0

8>>><
>>>:

(4)

Step 3: Determining the eigenvector relative to the maximum eigenvalue λmax,
which is given by

W ¼ ω1,ω2,⋯,ωnð Þ (5)

Step 4: Checking the consistency of the judgment matrix D,

CR ¼ CI=RI (6)

Important scale Definition

1 Equally important

3 Moderately important

5 Strongly more important

7 Very strongly important

9 Extremely more important

2, 4, 6, 8 Situation between the above levels

Table 12.
The definition and fundamental scale of the relative risk level.
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CI ¼ λmax � nð Þ= n‐1ð Þ (7)

where CR is the random consistency ratio of the judgment matrix; CI is the
general consistency index of the judgment matrix; and RI is the mean random
consistency index of the judgment matrix.

For 2 to 9th-order judgment matrix, the value of RI is shown in Table 13.
Step 5: Performing consistency adjustment and weight ordering.

If CR<0:01, the consistency of the judgment matrix D is satisfactory,
which means that the weight apportionment of each evaluation index is
reasonable; if not, the judgment matrix D should be adjusted until the
consistency meets the above requirement. At this time, the maximum eigenvector
of the judgment matrix D corresponds to the weight value of each factor. The
priority of mechanical equipment can be determined according to the weight of
each factor.

2.2.2 Analysis of eliminating the subjective factors based on the MCS

Because the scoring process of the influencing factors of the risk level of
mechanical equipment has subjective factors and differences among individual
experts, based on the AHP analysis method to determine the ranking of the
influencing factors of each level of risk, the Monte Carlo simulation method is
used for calculation [13]. In the calculation process of the Monte Carlo method,
the weight of each evaluation factor can be changed by generating random
numbers, so that the robustness of the risk level ranking of mechanical
equipment is enhanced, and the ranking results are less affected by subjective
factors. The logic block diagram of the Monte Carlo simulation is shown in
Figure 1 [12].

As shown in Figure 1, a certain random numbers in [0, 1] are generated in the
calculation process. The random numbers are regarded as the weight value of
certain evaluation indexes and assigned with the priority order obtained in the
previous calculation process [14]. In other words, for any group of random num-
bers, the largest random number will be assigned to the top priority, the smallest
one will be assigned to the lowest priority, and the rest of random numbers will be
assigned to the other evaluation indexes in order of priority from large to small.
Then, in an MCS computation, the total score of all evaluation indexes can be
calculated using Eq. (1), and the risk level of the mechanical equipment will be
obtained and ranked according to the calculated Index . Through N times simulation
calculations in the MCS, a number of ranking values are obtained based on different
risk levels of the same mechanical equipment. Then, the risk level of a single
equipment can be displayed from their sequence of cumulative frequency reaching
1, namely, the faster cumulative frequency of one mechanical equipment reaches
“1,” so that it will be a higher risk level.

n 2 3 4 5

RI 0.00 0.58 0.9 1.12

n 6 7 8 9

RI 1.24 1.32 1.41 1.45

Table 13.
RI values of the 2 to 9th-order judgment matrix.
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Therefore, the magnitude of evaluation value Index indicates the risk level, so
that the objects can be sorted and screened based on their different risk levels.

From Eq. (2), we can know that the weight wi of the influencing factors will
have a great influence on the final value of the risk level evaluation index Index.
Therefore, the AHP method is used for this calculation above. The specific calcula-
tion steps are as follows:
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D ¼
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2
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3
7775 (3)
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with thejth evaluation index and ujiuji is the relative risk level value that of the jth
evaluation index compared with the ith evaluation index.

Thus, the value of uji is the reciprocal value of uij, namely uji � uij ¼ 1 . The
definition and fundamental scale of the relative risk level are shown in Table 12.
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Step 3: Determining the eigenvector relative to the maximum eigenvalue λmax,
which is given by

W ¼ ω1,ω2,⋯,ωnð Þ (5)

Step 4: Checking the consistency of the judgment matrix D,

CR ¼ CI=RI (6)

Important scale Definition
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CI ¼ λmax � nð Þ= n‐1ð Þ (7)

where CR is the random consistency ratio of the judgment matrix; CI is the
general consistency index of the judgment matrix; and RI is the mean random
consistency index of the judgment matrix.

For 2 to 9th-order judgment matrix, the value of RI is shown in Table 13.
Step 5: Performing consistency adjustment and weight ordering.

If CR<0:01, the consistency of the judgment matrix D is satisfactory,
which means that the weight apportionment of each evaluation index is
reasonable; if not, the judgment matrix D should be adjusted until the
consistency meets the above requirement. At this time, the maximum eigenvector
of the judgment matrix D corresponds to the weight value of each factor. The
priority of mechanical equipment can be determined according to the weight of
each factor.

2.2.2 Analysis of eliminating the subjective factors based on the MCS

Because the scoring process of the influencing factors of the risk level of
mechanical equipment has subjective factors and differences among individual
experts, based on the AHP analysis method to determine the ranking of the
influencing factors of each level of risk, the Monte Carlo simulation method is
used for calculation [13]. In the calculation process of the Monte Carlo method,
the weight of each evaluation factor can be changed by generating random
numbers, so that the robustness of the risk level ranking of mechanical
equipment is enhanced, and the ranking results are less affected by subjective
factors. The logic block diagram of the Monte Carlo simulation is shown in
Figure 1 [12].

As shown in Figure 1, a certain random numbers in [0, 1] are generated in the
calculation process. The random numbers are regarded as the weight value of
certain evaluation indexes and assigned with the priority order obtained in the
previous calculation process [14]. In other words, for any group of random num-
bers, the largest random number will be assigned to the top priority, the smallest
one will be assigned to the lowest priority, and the rest of random numbers will be
assigned to the other evaluation indexes in order of priority from large to small.
Then, in an MCS computation, the total score of all evaluation indexes can be
calculated using Eq. (1), and the risk level of the mechanical equipment will be
obtained and ranked according to the calculated Index . Through N times simulation
calculations in the MCS, a number of ranking values are obtained based on different
risk levels of the same mechanical equipment. Then, the risk level of a single
equipment can be displayed from their sequence of cumulative frequency reaching
1, namely, the faster cumulative frequency of one mechanical equipment reaches
“1,” so that it will be a higher risk level.

n 2 3 4 5

RI 0.00 0.58 0.9 1.12

n 6 7 8 9
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Table 13.
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2.3 Research on maintenance decision-making methods based on the risk level
of mechanical equipment

According to statistical data about the priority orders of the mechanical equip-
ment from their evaluation risk levels in the previous step, their cumulative fre-
quency can be plotted with a curve chart. Based on the principle of establishing a
cumulative frequency curve chart, the percentage of the area on the right side of the
curve from the total area can be taken as another representation evaluating the risk
level of the mechanical equipment [15]. A larger area percentage is indicating that
one mechanical equipment has a higher risk level. According to their different area
percentages, namely, the different risk levels among them, the mechanical equip-
ment can be divided into three categories, including Classes A, B, and C. Class A is
an area percentage of 0–30% of mechanical equipment. Class B is an area percent-
age of 30–80% of mechanical equipment. Class C is an area percentage of 80–100%
of mechanical equipment [16, 17].

According to different own characteristics and failure modes of the mechanical
equipment in the petrochemical industry, the existing maintenance methods
include Lubrication, Service, Corrective Maintenance, Time-based Maintenance,
Hidden Failure Detection, and Condition-based Maintenance. In order to reason-
ably establish maintenance decisions of mechanical equipment tree (MDMET) and
effectively implement the existing maintenance methods above, the failure mode,

Figure 1.
Logic block diagram of the Monte Carlo simulation.
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failure effect, and failure cause of the three categories of mechanical equipment are
determined based on the FMEA method. Then, the MDMETs on the mechanical
equipment of the petrochemical industry are established by referencing the logic
decision diagram in the reliability centered maintenance (RCM) theory. The
MDMETs are shown in detail as follows [18–20]:

1.The failure consequence of Class A of mechanical equipment has little or no
influence on the function of the whole system or causes lower maintenance
costs. Increasing the spare part inventory or decreasing the failure frequency
for Class A of mechanical equipment cannot affect the production process. A
MDMET of Class A of mechanical equipment is shown in Figure 2.

2.When Class B of mechanical equipment has been failed, it might result in
severe failure consequences, but it usually does not influence personnel safety
and environment. The failure frequency of Class B of mechanical equipment
could be reduced through reasonable maintenance strategies, so that failure
consequences could be decreased as well. But these maintenance strategies
might cause higher maintenance costs. A MDMET of Class B of mechanical
equipment is shown in Figure 3, which includes corrective maintenance, time-
based maintenance, and hidden failure detection.

3.The failure of Class C of mechanical equipment might endanger the personnel
safety, pollute the environment, and cause the significant economic
consequences. In order to ensure the operation reliability and maintenance
economy of Class C of mechanical equipment, some special maintenance

Figure 2.
MDMET of Class A of mechanical equipment

Figure 3.
MDMET of Class B of mechanical equipment.
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failure effect, and failure cause of the three categories of mechanical equipment are
determined based on the FMEA method. Then, the MDMETs on the mechanical
equipment of the petrochemical industry are established by referencing the logic
decision diagram in the reliability centered maintenance (RCM) theory. The
MDMETs are shown in detail as follows [18–20]:

1.The failure consequence of Class A of mechanical equipment has little or no
influence on the function of the whole system or causes lower maintenance
costs. Increasing the spare part inventory or decreasing the failure frequency
for Class A of mechanical equipment cannot affect the production process. A
MDMET of Class A of mechanical equipment is shown in Figure 2.

2.When Class B of mechanical equipment has been failed, it might result in
severe failure consequences, but it usually does not influence personnel safety
and environment. The failure frequency of Class B of mechanical equipment
could be reduced through reasonable maintenance strategies, so that failure
consequences could be decreased as well. But these maintenance strategies
might cause higher maintenance costs. A MDMET of Class B of mechanical
equipment is shown in Figure 3, which includes corrective maintenance, time-
based maintenance, and hidden failure detection.

3.The failure of Class C of mechanical equipment might endanger the personnel
safety, pollute the environment, and cause the significant economic
consequences. In order to ensure the operation reliability and maintenance
economy of Class C of mechanical equipment, some special maintenance
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Figure 3.
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strategies should be applied, and the failure frequency should be reduced by
increasing the maintenance costs with advanced maintenance methods. A
MDMET of Class C of mechanical equipment is shown in Figure 4, which
includes corrective maintenance, time-based maintenance, hidden failure
detection, and condition-based maintenance.

3. Conclusions

The aim of this study was to present the framework for making maintenance
decisions for mechanical equipment to improve their reliability and security and to
decrease safety accidents and economic losses. The framework adopts the idea of
different equipment classifications based on their own risk level with different
MDMETs. We summarized 10 evaluation indexes for evaluating the risk level of the
mechanical equipment and defined a set of scoring criteria to quantify the subjec-
tive evaluation in the petrochemical industry. The evaluation model of the risk level
was established based on the AHP and the MCS, which calculate the weight of the
evaluation indexes and remove the subjective effects in the scoring process. More-
over, we divided the mechanical equipment into three categories based on their risk
level and established their MDMETs.

From the discussion above, we can conclude that the framework for making
maintenance decisions, combining the quantitative and qualitative methods with
the mathematical model and decision-making theory, can be effectively applied to
mechanical equipment and provides them with reasonable and scientific mainte-
nance strategies. The framework is suitable not only for mechanical equipment but
also for other similar equipment on the premise that the evaluation index and
scoring criteria are revised based on their respective features. This framework also
includes three analysis methods for the risk level of the mechanical equipment,
which can be put into use for other equipment or systems to filter out the
unimportant parts. Moreover, the analyzed methods and results in this study will
help the study of asset integrity management (AIM) in oil companies.

Figure 4.
MDMET of Class C of mechanical equipment.
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Chapter 17

Exploring Constituents of Short 
Food Supply Chains
Sahand Ashtab, Yang Xing and Cheng Zheng

Abstract

By deploying a systematic review approach, this chapter provides a holistic 
exploration of AFNs which contributes to further mobilization of locally produced 
products. This chapter explores the constituents of AFNs by studying food citizen-
ship, sustainability and food democracy, food safety and quality, embeddedness 
and social capital, the relationship between the level of participation in AFNs 
and consumers’ demographics, consumers’ motivations to engage in buy-local 
activities, vendors’ perspective on selling products in farmers’ market, and the 
development of short food supply chains in the Canadian context. Specifically, the 
social interaction aspect of buying local, for example, engaging with vendors and 
other consumers, has been cited as a factor that motivates consumers to buy local 
food products from the farmers’ market; however, consumers had to deploy online 
ordering channels with door delivery option during COVID-19 pandemic to access 
locally produced products safely. To capture one aspect of the potential impacts 
of COVID-19 pandemic on AFNs, future research can explore whether social 
interaction is still an influential factor in consumers decision to buy local, or the 
importance of the social interaction aspect of buying local will be replaced by the 
convenience of receiving the fresh, locally produced food products at consumers’ 
doorstep via online ordering process.

Keywords: sustainable food production, short food supply chains,  
alternative food networks, local food buyers, environmental sustainability,  
food citizenship, food democracy, food quality, food safety, consumers’ motivations, 
Covid-19 pandemic

1. Introduction

For decades, global and centralized food supply chains and supermarkets 
have served as a one-stop shopping outlet and provided the consumers with the 
convenience of accessing a variety of products all year round. Due to globaliza-
tion, advanced technologies, and economies of scale in the transportation of mass 
volumes of products, consumers across the globe can access a variety of products all 
year round. The global food production and distribution system brought forward 
some concerns for the society, economy, and environment for acceleration of the 
disappearance of local agriculture [1]. Supermarkets had taken control of about 80% 
of the food consumption market in Britain [2]. Conventional food systems were 
challenged, and consumers questioned the food quality provided by conventional 
food networks. Also, the sustainability of industrialized farming was also called in 
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question [3]. With little knowledge of the place of origin and methods of production, 
some consumers of the globalized network found it uncomfortable to deal with [3].

Recent years have shown increasing interest in the local food system. In both 
North America and Europe, the number of farmers market has grown rapidly 
since the 2000s. For instance, in 2008, there were 508 farmers’ market registered 
across Canada, while in 2014, this number increased to 653 [4]. The US has even 
more farmers’ market than Canada. The number of farmers’ market in the US in 
2004 increased 53% compared with the number in 1994 [5]. In the UK, Miller [6] 
reported that the number of farmers’ market was about 800.

Many European countries started to find alternatives for regional food supply 
solutions [7]. Local food networks, along with fair trade, forms part of alternative 
food networks (AFNs) [8]. Johnson and Endres [9] described the local food move-
ment as a push back against the globalization of food system. Contrary to global 
food supply chains, short food supply chains, also referred to AFNs, have facilitated 
the mobilization of locally produced fresh products [10] by connecting suppliers, 
e.g., farmers, with consumers [11].

AFNs emerged as a result of political, cultural, and historical processes [12]. It 
was the uneven development of participants in a commercial food supply network 
that gives rise to the nurturing of AFNs. These chains can be categorized into 
three kinds: direct sales by individuals, e.g., U-picks and farm gate sales; collective 
direct sales, e.g., farmers market; and partnerships, e.g., Community Supported 
Agriculture (CSAs) [13]. At the very beginning of the twenty-first century, CSA was 
not as commonly known as today in the US. CSA was still a growing social move-
ment at its earliest stage when industrialized farming was dominating the market 
[3]. CSA is a form of partnership which secures the amount demanded by custom-
ers, and therefore, the risks and benefits of production are shared by both farmers 
and consumers [13]. With a contractual agreement between producers and consum-
ers, shareholders and stakeholders at the same time, CSAs are an ideal solution to 
build a long-term relationship with mutual trust [3].

In the US, Departments including Agriculture, Commerce, Health and Human 
Services, and Urban development have initiatives to promote the development 
of farmer’s market [14]. Food cooperatives and farmers’ markets are vibrant 
constituents enabling the whole domestic food system to prosper. Direct farmer-
to-consumer food distribution channels, regardless of type, provide short food 
miles, reduce the number of intermediaries in the food supply chain, and connect 
producers with consumers. The elimination of numerous intermediaries secures 
the farmers’ fairer share and ensures the traceability and higher quality standards 
of the products. Also, the firm support from consumers reflects the position 
of short food supply chains. In a conventional chain, the imbalance between 
bargaining powers of farmers and distributors made many small farmers hard 
to make a profit [13]. While large chain stores and farmers’ markets are the top 
choices for grocery shopping [15], the level of competition between these two 
venues is not clear.

Supports from the state and consumer’s willingness facilitate the growth of 
the local food economy, and more local food communities and systems are cre-
ated with increased link between consumers and producers. Farmers’ markets are 
important channels of direct marketing for locally grown foods in Canada, the US, 
and Europe. What made the farmers’ market stand out of the crowd is the quality 
of food, either product-based or process-based [16]. From food safety perspective, 
during an era of increasing globalization, the origin of fertilizers, seeds, and feeds 
used by small farms is likely to be from all over the globe, and contamination is lia-
ble to come from these sources [17]. Opportunities lie in the support of cooperatives 
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and society since more resources were invested in food safety education and better 
system and management [17]. Also, food suppliers have more opportunities to com-
municate directly to customers for any feedbacks.

Farmers’ markets are self-organized and locally controlled. Their size can 
depend on the local demand and supply, and they are formed by local values and 
culture [18]. In Canada, farmers’ market is prevalent and has gained a great success; 
it has a strong consumer base with the demands of fresh, healthy fruits, vegetables, 
and baked foods. Farmers’ markets in Canada provide a large set of diverse choices 
to consumers, and consumers are highly motivated to buy local foods. They visit 
farmers’ markets regularly which helps those markets to thrive.

Numerous scholarly papers have focused on specific aspects of short food supply 
chains. By deploying a systematic review approach, this chapter provides a holistic 
exploration of alternate food networks which contributes to further mobilization of 
locally produced products. Specifically, the constituents of short food supply chains, 
namely, food citizenship (e.g., [19]), sustainability and food democracy (e.g., [20]), 
embeddedness social, and human capital (e.g., [21]), food quality and safety concerns 
(e.g., [22]), defining local food (e.g., [15]), investigating the relationship between 
level of participation in AFNs and consumers’ demographics (e.g., [23]), consum-
ers’ motivations to engage in buy-local activities (e.g., [24]), vendors’ perspective on 
selling products in farmers’ market (e.g., [25]), and the development of short food 
supply chain in the Canadian context (e.g., [26]) are studied in this chapter.

1.1 Localism

Local food does not have a universally accepted definition. The notion of local 
food is identified by the geographic dimension, which means the distance between 
food producer and consumer [27]. However, people hold different opinions on 
defining the distance of local food. Based on the survey, people’s perceptions on 
local are varied; some of them believe local to be in the same province or state, some 
believe local is the region within 100 kilometers, and some others cannot describe 
precisely and just think local is nearby counties [28]. Although there are some 
controversies that exist on defining local food, the movements of local food are 
emerging and become one of the most prevalent topics in food sector.

Despite that different European countries have their respective understanding of 
short food supply chain, the need for reasonable comparability forced EU to come 
to a publically recognized definition. On the other hand, local food system is much 
harder to be generalized since the term local food is relatively subjective [13]. Also, 
there are different ranges for the definitions of local in different Canadian prov-
inces. Defining local food can be tricky for the suppliers at farmers’ markets, which 
makes the consumers question the products’ authenticity [15].

1.2 Food citizenship

Current theoretical frameworks such as solidarity buying groups, consumer 
co-ops, or collective urban gardening initiatives are still not a perfect solution for 
problems incurred by conventional global food networks [19]. Although AFNs lack 
a set of clear standards, and a boundary between them and conventional food net-
works is ill-defined, the emergence and development of AFNs are a good interpreta-
tion of a new type of producer-consumer cooperation focusing on the perspective 
of sustainable consumption apart from sustainable rural development.

Consumer co-operatives and buying groups in some European countries, for 
instance, are more than channels for direct-selling and producer-initiated activities 
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[19]. The transition from passive end-consumers to proactive citizen-consumers 
clearly represents a new type of relationship between the producers and consumers 
of food. For these producers, this means the transition from supplying the market 
with food in bulk to directly supply the community with more sustainable and 
organic food.

Unlike the uncommon existence in the European literature, the concept of food 
citizenship occurs quite often in North America. It was introduced into Canada to 
criticize the fading food skills of citizens and corporate control. Also, compared 
with conventional food networks, the existence of power relationship is less evident 
in these civic food networks since the disappearance of the intermediaries between 
producers and consumers [29].

Renting et al. [19] argues that society-based and civil forms of governance is an 
important concept to understand to better promote food citizenship, especially in 
times of several political and economic crises [19]. Wittman et al. [15] also suggest 
that the rebuilding of linkages between civil society and markets, and the creation 
of new connections can be interpreted as the governance mechanisms.

1.3 Sustainability and food democracy

The significance of AFNs is not limited to providing communities with access to 
locally sourced fresh and organic food, but also allowing consumers to contribute 
to the pillars of sustainability, e.g., economic and environmental, by supporting 
sustainable food production and distribution systems [30]. The environmental 
dimension of sustainability is particularly urged by many stakeholders, and the 
changes these businesses about to make are challenging [31]. The dominant philoso-
phy of such changes can be hard for the senior management of a firm to accept. The 
public and the companies perceive the domain of sustainability differently. Also, 
the customers are aware of sustainability, but they think the companies are respon-
sible for the necessary expenditure [31].

Consumers are becoming more conscious about environmentally friendly pro-
duction and distribution systems [32], and are interested in finding out about the 
origin of their food [16, 33]. The transparent and domestic origin of the food prod-
ucts distinguishes them from their counterparts sold in conventional supermarkets 
[16]. Researchers believed that this kind of desire derives from the decline of 
consumer’s trust on the standardized foods, and they have more concerns about the 
production methods and ethical issues of those imported foods [34, 35]. This kind 
of mistrust can be eliminated by locally produced food, because locally produced 
food builds a closer connection between buyers and producers. Consumers can 
easily access the whole process of local food from the farm to their table, and that 
reduces their ethical and environmental concerns of the food production. In terms 
of environmental benefits, local food economy shortens the distance of food and 
reduces the carbon emissions incurred in the transportation process. Meanwhile, it 
also encourages farmers to adopt organic farming, which is more environmentally 
friendly and promotes the consumer’s preference of organic food [1]. However, 
Brown [22] argued that the relationship between farmers’ market and the growth of 
organic food market was not documented, but she also agreed that farmers’ market 
is the major source of organic and exotic foods. In another study, M. D’amico et al. 
[36] pointed out that participants, who were selected from three Italian regions to 
better represent the target consumers, favor the food items circulated through short 
food supply chain because of the quality and lower environmental impact. This 
study tried to figure out the main features and aspects of the direct selling of wine 
through analyzing the main factors that directly influence consumers’ choice and 
purchasing behavior.
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Hamprecht et al. [20] demonstrated how enterprises could control the sustain-
ability through managing the economic, social, and environmental performance 
of the supply chain [20]. In the process of tracking supplies of the production, a 
controlling framework was used to assess the economic, social, and environmental 
performance aspects of milk and cereal factories [20]. Another initiative was a wave 
of organic farming activities which took place in Czech Republic, and it was aimed 
at reducing environmental impacts and improving alternative food quality [16]. 
Contrary to the agro-industrial model, short food supply chain is an ideal alterna-
tive in reconnecting production and consumption with quality and values, which 
also promotes sustainable agriculture [8].

As direct channels of distributing food, AFNs drew these participants closer, and 
they enabled the redistribution of power across the food chain [29]. Critics doubt 
these networks’ ability to bring structural changes on a greater scale [29]. Either 
Food democracy or civic agriculture represents a certain academic perspective in 
understanding all these food networks [29]. With the direct involvement in distrib-
uting and selling the food produced, the AFNs in France and Brazil have greater 
control over the economic actions downstream. Initiatives in both countries matter 
to the food democracy, as their members share the decision-making power [29].

1.4 Embeddedness, social and human capital

Other than farmers’ market which has brought more hope in pursuing an 
alternative solution for a stable supply of quality food, an urban garden project 
called community gardens (contributing to building communities) was created 
with a goal of promoting the social and cultural nature of AFNs [16]. While the 
literature available on AFNs is primarily stressing on quality, locality, and ecology, 
Sage [37] analyzed the case of good food network in South West Ireland, using an 
approach of more qualitative insight into understanding the relationship between 
the participating members of a short food supply chain. They suggest that this food 
network is an economy of regard reflected through personal relations and social 
connection. Deeply embedded in local communities, social capital and embedded-
ness are commonly used in the literature discussing the benefits of the collaboration 
between members of an AFN being the knowledge exchange and social relations 
and learning [21]. Collaborative CSAs, also known as cCSAs, as another example, 
are different from single farmer CSAs, and other than financial incentives, several 
capitals, notably social capital, are the core values of cCSAs apart from democracy 
in food provisioning [38]. Human capital is another benefit of CSAs through the 
accumulation of hands-on knowledge and experiences [38].

Wittman et al. [15] discuss farmers’ market as an example of social economy 
in North America. As part of the social economy, the farmers’ markets in western 
Canada are not after a greater amount of profit, but to fulfill the social objectives 
and reinvest the profit generated into further investments in the markets’ infra-
structure [15]. The economic influence of the farmers’ markets is not despised by 
their social mission. These markets had enjoyed a significant growth in operating 
revenue, created by direct sales, and resulted in multiplier effects three times 
greater [15].

1.5 Food quality and safety concerns

AFNs are a representative of economy of quality, with food quality and safety as 
a prerequisite [8]. With support from the national level, short food supply chains 
have been rediscovered for their diverse forms of businesses. In an industry-wide 
crisis in agri-food networks, Taylor [39] used the value chain analysis technique in 
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[19]. The transition from passive end-consumers to proactive citizen-consumers 
clearly represents a new type of relationship between the producers and consumers 
of food. For these producers, this means the transition from supplying the market 
with food in bulk to directly supply the community with more sustainable and 
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important concept to understand to better promote food citizenship, especially in 
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to the pillars of sustainability, e.g., economic and environmental, by supporting 
sustainable food production and distribution systems [30]. The environmental 
dimension of sustainability is particularly urged by many stakeholders, and the 
changes these businesses about to make are challenging [31]. The dominant philoso-
phy of such changes can be hard for the senior management of a firm to accept. The 
public and the companies perceive the domain of sustainability differently. Also, 
the customers are aware of sustainability, but they think the companies are respon-
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Consumers are becoming more conscious about environmentally friendly pro-
duction and distribution systems [32], and are interested in finding out about the 
origin of their food [16, 33]. The transparent and domestic origin of the food prod-
ucts distinguishes them from their counterparts sold in conventional supermarkets 
[16]. Researchers believed that this kind of desire derives from the decline of 
consumer’s trust on the standardized foods, and they have more concerns about the 
production methods and ethical issues of those imported foods [34, 35]. This kind 
of mistrust can be eliminated by locally produced food, because locally produced 
food builds a closer connection between buyers and producers. Consumers can 
easily access the whole process of local food from the farm to their table, and that 
reduces their ethical and environmental concerns of the food production. In terms 
of environmental benefits, local food economy shortens the distance of food and 
reduces the carbon emissions incurred in the transportation process. Meanwhile, it 
also encourages farmers to adopt organic farming, which is more environmentally 
friendly and promotes the consumer’s preference of organic food [1]. However, 
Brown [22] argued that the relationship between farmers’ market and the growth of 
organic food market was not documented, but she also agreed that farmers’ market 
is the major source of organic and exotic foods. In another study, M. D’amico et al. 
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better represent the target consumers, favor the food items circulated through short 
food supply chain because of the quality and lower environmental impact. This 
study tried to figure out the main features and aspects of the direct selling of wine 
through analyzing the main factors that directly influence consumers’ choice and 
purchasing behavior.
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the participating members of a short food supply chain. They suggest that this food 
network is an economy of regard reflected through personal relations and social 
connection. Deeply embedded in local communities, social capital and embedded-
ness are commonly used in the literature discussing the benefits of the collaboration 
between members of an AFN being the knowledge exchange and social relations 
and learning [21]. Collaborative CSAs, also known as cCSAs, as another example, 
are different from single farmer CSAs, and other than financial incentives, several 
capitals, notably social capital, are the core values of cCSAs apart from democracy 
in food provisioning [38]. Human capital is another benefit of CSAs through the 
accumulation of hands-on knowledge and experiences [38].

Wittman et al. [15] discuss farmers’ market as an example of social economy 
in North America. As part of the social economy, the farmers’ markets in western 
Canada are not after a greater amount of profit, but to fulfill the social objectives 
and reinvest the profit generated into further investments in the markets’ infra-
structure [15]. The economic influence of the farmers’ markets is not despised by 
their social mission. These markets had enjoyed a significant growth in operating 
revenue, created by direct sales, and resulted in multiplier effects three times 
greater [15].

1.5 Food quality and safety concerns

AFNs are a representative of economy of quality, with food quality and safety as 
a prerequisite [8]. With support from the national level, short food supply chains 
have been rediscovered for their diverse forms of businesses. In an industry-wide 
crisis in agri-food networks, Taylor [39] used the value chain analysis technique in 
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the study of two pork supply chains in the UK. The pressing need to become more 
integrated urges the red meat chains to make unprecedented changes to their tradi-
tional business model [39] and build trust between different echelons in their supply 
chains and establish cooperation between the supply chain members to attract 
consumers to choose the domestically produced pork products than imported.

Local food production is more accessible to consumers, and this increases the 
health and security of the food [22]. The popularity of short food supply chain 
in Belgium is another sign of its influence in Europe. Similarly, short food supply 
chains are also potentially prone to contamination in the environment where the 
food was produced or harvested. Microbiological safety and quality aspects of the 
chains are specifically concerned with the microbiological safety aspects of food 
and food production [17]. Even short food supply chains with a lower level of 
complexity have links which can potentially pose some threats to the food safety. 
While practices and policies such as Good Agricultural Practices (GAP), European 
Hygiene Legislation, Hazardous Analysis and Critical Control Points (HACCP), and 
Good Manufacturing Practices are enforced, but still, sources of contamination are 
likely to undermine the safety of at least of the links of the supply chains [17].

Currently, the farmers in SFSCs have individual experiences with selecting the 
quality of raw materials, and they also keep an eye on the production that takes 
place. Therefore, the microbiological risks can be contained in most cases. Shorter 
chain and smaller scale help farms reduce the cycle of turnover, and consumers 
can purchase the food items in a short time after production. Smaller farms have 
fewer kinds of food being produced, therefore lower the possibility of cross-
contamination. Additionally, smaller farms have a tradition of maintaining food 
safety and quality [17]. On the other hand, some farms have both fresh plant and 
animal productions, which are more likely to lead to cross-contamination through 
irrigation water or crops [17]. Also, the lack of professional food safety knowledge is 
potentially undermining the farmers’ ability to avoid microbiological risks.

From the consumer’s perspective, local food reduces the risk of food safety 
and security to them, because local foods are usually less processed and fresher 
and there is a high level of transparency. Consumers can either reach their sites of 
production or talk to growers to obtain information about local grown foods [40].

2.  Demographics, motivations, and impacts of consumers participating 
in AFNs

People started to realize that local food system can substantially benefit a variety 
of local actors. For instance, it promotes the development of the local economy, 
reduces the distance of transportation, and facilitates the sustainable development 
[41]. Abate [1] believes that the local food economy can connect and involve the 
different local actors in the local community, revitalize businesses that may be 
hardly surviving and provide them with business opportunities, and also promote 
the sense of identity which is similar to the viewpoint of Oberholtzer and Grow 
[42]. It can also create job opportunities, increase the local income, and diversify 
the local economy. Feenstra et al. [43] argued that the farmers’ market provided 
the best opportunity for farmers to develop their businesses, improved their 
skills on dealing with customer relations and other marketing practices, and also 
encouraged them to add values to their products or services which also benefit their 
customers. Hughes and Boys [44] also discussed about the economic impacts of 
local food. They believe that the local food system will bring multiple benefits to 
different actors in the system, such as vendors, local labors, and farmers’ markets. 
Furthermore, the localization can also contribute to the higher quality of life, 
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because he believed that the regional growth has been a new economic development 
pattern in the modern world. Meanwhile, the localization of food as a marketing 
strategy can promote the local businesses and entrepreneurism.

The motivators of consumers to attend the farmers’ market is also of interest for 
researchers to study. From theoretical perspective, Conner et al. [45] believed that 
local food basically creates three values for consumers. First is the shortened dis-
tance of travel from the production place to the market. Second is the higher quality 
of food which mainly indicates the freshness. Third is the social interactions that 
refer to face to face communication. Also, the perceptions of quality are different in 
the various regions, ranging from environmental sustainability and animal welfare 
to rural tradition, local knowledge, and culture [13]. A number of studies have 
shown the consumers’ interest in foods with local attributes. Generally, researches 
constantly showed the strong willingness of consumers to buy in farmers’ markets, 
and those shoppers have similar demographic characteristics, but their motivating 
factors can be slightly different between different regions. Based on the research 
in different regions of the US, Baker et al. [5] suggested that the most important 
reasons of consumers using farmers’ markets are accessing fresh local foods and 
supporting local agriculture. But consumers in Manitoba, Canada, have demon-
strated different motivations, based on the research by Food Matters Manitoba 
[46]; the major driver of attending farmers’ markets of consumers in Manitoba was 
to support the local economy, and the second most important is to help local farm-
ers. The interest in the food quality was only placed at third. However, based on the 
research for consumers across the whole country, they perceive the top motivator 
for buying local food products was freshness of food, and supporting local agricul-
ture business was reported as the second most important factor [46]. Therefore, 
Manitoban consumers have more concern on the community development than 
other places in Canada. Byker et al. [24] argues that based on the studies in differ-
ent areas, some motivating factors to participate in AFNs are consistent, including 
freshness and high quality of food, food safety and security, pesticide-free, support 
local agriculture, and social interactions. Some other factors can vary from different 
regions or different consumers; for instance, convenience is an important factor for 
some consumers but not for all. The price of a product was also concerned by a part 
of consumers. Conner et al. [45] found similar phenomenon; some consumers per-
ceived local foods as high quality and willing to pay more for the benefit. However, 
some consumers think local foods should have lower price. Specific lifestyle also 
motivates some consumers to shop at farmers’ markets, such as cooking, baking, or 
interest in some specific types of food.

Besides those factors, Hunt [47] linked the demographic factors with the moti-
vating factors to shop in farmers’ market. He believed that the social interaction is 
a significant motivator for consumers based on their demographic characteristics. 
His research was based on more than 200 consumers in the farmers’ market. About 
98% of the respondents agreed that they had fun while interacting with other 
people in farmers’ market, 94% of them talk with vendors, and 81% of people meet 
people they know in the market. Therefore, farmers’ market can be a platform for 
those seniors to interact with people and increase their satisfaction of shopping 
experience. He also claimed that 45% of them know the farmers’ market by word of 
mouth. This can also be an effective marketing strategy of those farmers’ markets. 
In another study, Wittman et al. [15] suggests that personal interactions between 
vendors and consumers is partially why farmers’ markets are one of the most 
important market channels for local food. Some respondents prefer more choices of 
marketing channels, but the authentic relationships built through direct marketing 
can hardly be paralleled by other channels [15]. Such direct communication allows 
vendors to better share the stories behind the fresh produces, enabling the patrons 
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the study of two pork supply chains in the UK. The pressing need to become more 
integrated urges the red meat chains to make unprecedented changes to their tradi-
tional business model [39] and build trust between different echelons in their supply 
chains and establish cooperation between the supply chain members to attract 
consumers to choose the domestically produced pork products than imported.

Local food production is more accessible to consumers, and this increases the 
health and security of the food [22]. The popularity of short food supply chain 
in Belgium is another sign of its influence in Europe. Similarly, short food supply 
chains are also potentially prone to contamination in the environment where the 
food was produced or harvested. Microbiological safety and quality aspects of the 
chains are specifically concerned with the microbiological safety aspects of food 
and food production [17]. Even short food supply chains with a lower level of 
complexity have links which can potentially pose some threats to the food safety. 
While practices and policies such as Good Agricultural Practices (GAP), European 
Hygiene Legislation, Hazardous Analysis and Critical Control Points (HACCP), and 
Good Manufacturing Practices are enforced, but still, sources of contamination are 
likely to undermine the safety of at least of the links of the supply chains [17].

Currently, the farmers in SFSCs have individual experiences with selecting the 
quality of raw materials, and they also keep an eye on the production that takes 
place. Therefore, the microbiological risks can be contained in most cases. Shorter 
chain and smaller scale help farms reduce the cycle of turnover, and consumers 
can purchase the food items in a short time after production. Smaller farms have 
fewer kinds of food being produced, therefore lower the possibility of cross-
contamination. Additionally, smaller farms have a tradition of maintaining food 
safety and quality [17]. On the other hand, some farms have both fresh plant and 
animal productions, which are more likely to lead to cross-contamination through 
irrigation water or crops [17]. Also, the lack of professional food safety knowledge is 
potentially undermining the farmers’ ability to avoid microbiological risks.

From the consumer’s perspective, local food reduces the risk of food safety 
and security to them, because local foods are usually less processed and fresher 
and there is a high level of transparency. Consumers can either reach their sites of 
production or talk to growers to obtain information about local grown foods [40].

2.  Demographics, motivations, and impacts of consumers participating 
in AFNs

People started to realize that local food system can substantially benefit a variety 
of local actors. For instance, it promotes the development of the local economy, 
reduces the distance of transportation, and facilitates the sustainable development 
[41]. Abate [1] believes that the local food economy can connect and involve the 
different local actors in the local community, revitalize businesses that may be 
hardly surviving and provide them with business opportunities, and also promote 
the sense of identity which is similar to the viewpoint of Oberholtzer and Grow 
[42]. It can also create job opportunities, increase the local income, and diversify 
the local economy. Feenstra et al. [43] argued that the farmers’ market provided 
the best opportunity for farmers to develop their businesses, improved their 
skills on dealing with customer relations and other marketing practices, and also 
encouraged them to add values to their products or services which also benefit their 
customers. Hughes and Boys [44] also discussed about the economic impacts of 
local food. They believe that the local food system will bring multiple benefits to 
different actors in the system, such as vendors, local labors, and farmers’ markets. 
Furthermore, the localization can also contribute to the higher quality of life, 
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because he believed that the regional growth has been a new economic development 
pattern in the modern world. Meanwhile, the localization of food as a marketing 
strategy can promote the local businesses and entrepreneurism.

The motivators of consumers to attend the farmers’ market is also of interest for 
researchers to study. From theoretical perspective, Conner et al. [45] believed that 
local food basically creates three values for consumers. First is the shortened dis-
tance of travel from the production place to the market. Second is the higher quality 
of food which mainly indicates the freshness. Third is the social interactions that 
refer to face to face communication. Also, the perceptions of quality are different in 
the various regions, ranging from environmental sustainability and animal welfare 
to rural tradition, local knowledge, and culture [13]. A number of studies have 
shown the consumers’ interest in foods with local attributes. Generally, researches 
constantly showed the strong willingness of consumers to buy in farmers’ markets, 
and those shoppers have similar demographic characteristics, but their motivating 
factors can be slightly different between different regions. Based on the research 
in different regions of the US, Baker et al. [5] suggested that the most important 
reasons of consumers using farmers’ markets are accessing fresh local foods and 
supporting local agriculture. But consumers in Manitoba, Canada, have demon-
strated different motivations, based on the research by Food Matters Manitoba 
[46]; the major driver of attending farmers’ markets of consumers in Manitoba was 
to support the local economy, and the second most important is to help local farm-
ers. The interest in the food quality was only placed at third. However, based on the 
research for consumers across the whole country, they perceive the top motivator 
for buying local food products was freshness of food, and supporting local agricul-
ture business was reported as the second most important factor [46]. Therefore, 
Manitoban consumers have more concern on the community development than 
other places in Canada. Byker et al. [24] argues that based on the studies in differ-
ent areas, some motivating factors to participate in AFNs are consistent, including 
freshness and high quality of food, food safety and security, pesticide-free, support 
local agriculture, and social interactions. Some other factors can vary from different 
regions or different consumers; for instance, convenience is an important factor for 
some consumers but not for all. The price of a product was also concerned by a part 
of consumers. Conner et al. [45] found similar phenomenon; some consumers per-
ceived local foods as high quality and willing to pay more for the benefit. However, 
some consumers think local foods should have lower price. Specific lifestyle also 
motivates some consumers to shop at farmers’ markets, such as cooking, baking, or 
interest in some specific types of food.

Besides those factors, Hunt [47] linked the demographic factors with the moti-
vating factors to shop in farmers’ market. He believed that the social interaction is 
a significant motivator for consumers based on their demographic characteristics. 
His research was based on more than 200 consumers in the farmers’ market. About 
98% of the respondents agreed that they had fun while interacting with other 
people in farmers’ market, 94% of them talk with vendors, and 81% of people meet 
people they know in the market. Therefore, farmers’ market can be a platform for 
those seniors to interact with people and increase their satisfaction of shopping 
experience. He also claimed that 45% of them know the farmers’ market by word of 
mouth. This can also be an effective marketing strategy of those farmers’ markets. 
In another study, Wittman et al. [15] suggests that personal interactions between 
vendors and consumers is partially why farmers’ markets are one of the most 
important market channels for local food. Some respondents prefer more choices of 
marketing channels, but the authentic relationships built through direct marketing 
can hardly be paralleled by other channels [15]. Such direct communication allows 
vendors to better share the stories behind the fresh produces, enabling the patrons 
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to be more knowledgeable about the total cost of the produces, and therefore the 
reason for these patrons to pay a premium price becomes more justified [15].

A number of researchers had put their efforts on characterizing farmers’ market 
consumers. From the demographic perspective, National farmers’ market impact 
study report from 2009 [48] suggested that 72% of consumers are female while 
28% are male in Canada, and 70% of them are 40 years and older, and about 30% of 
them are between 50 and 64. Byker et al. [24] found that the percentage of female 
consumers in different states of the US was ranging from 64 to 77%, and their 
average age was over 40 years old. Researchers also found most of consumers are 
well-educated regardless of their age and gender. The study by Conner et al. [45] 
on consumers showed that the average education level was college. Hunt [47] also 
had similar outcomes on his research. Brown [22] described most consumers as 
middle aged, middle income or above, well educated women. In another study, it 
is reported that younger people from age 21 to 29 are not interested in supporting 
local farmers, and people with lower incomes even have no perceptions of farmers’ 
markets [49].

Johnson and Endres [9] reported consumer’s desire for fresh, high quality, and 
pesticide-free foods as the top reasons for purchasing locally produced food prod-
ucts. Second is to minimize the environmental footprint in the production process 
and reduce transportation emissions. Third is to reduce the cost of farmers in 
transportation, processing, and packaging foods and help them to achieve a higher 
profitability.

From managerial point of view, based on the survey conducted by Oberholtzer 
and Grow [42], most managers of farmers’ market believed that the impacts 
brought by farmers’ market to the community can be in many aspects. They 
described that a farmers’ market provides a platform for all kinds of social and eco-
nomic practices. This benefits to the form of community and increases the individu-
als’ sense of belonging to the community. Meanwhile, its basic function also enables 
it to provide consumers with fresh and inexpensive food.

3. Vendors’ perspective on selling products in farmers’ market

Although researches have reported growing consumer interest in local food, 
most statistics has shown that the sales volume of farmers’ market continuously 
represent only a small portion of total food sales. Onozaka et al. [50] found that 
83% of consumers believed their primary source of buying foods is supermarket. 
The conventional retailers are still primary channel for consumers to buy foods [18]. 
This fact shows inconsistency with the benefits associated with farmers’ markets 
in the community and high demand and willingness of consumers on shopping in 
farmers’ market. In addition, based on the Canadian survey on vendors in 2008, 
42% of vendors reported more than a half of their incomes are generated in the 
farmers’ market. In other words, income from the farmers’ markets is not major a 
source of income for most farm owners in Canada.

Some researchers described that the primary motivator of local food move-
ment is to reduce the carbon emission and promote community development 
and improve reciprocity [40, 51]. As an essential constituent of the economy, the 
agricultural sector in Greece, for example, was primarily located in isolated rural 
areas with scarce resources contributing significantly to the sustainable rural 
development, but still face economic difficulties [52]. Researchers also found that 
the vendors’ interests on selling their products in local market are not aligned with 
the consumers’ demands to buy local. Schneider and Francis [41] conducted a 
survey that examined the consumers’ interests on local food and vendors’ interest 
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on selling local. Their result showed that more than a half (50.7%) of consumers are 
very interested in farmers’ market and 12.9% of the total consumers are extremely 
interested. However, in terms of farmers’ interest, 65.2% of them are not interested 
in selling products through farmers’ market, and only 2.7% of them are extremely 
interested. The results indicated that the farm owners prefer to sell their crops in 
other regions rather than in local market.

Previous studies indicated that there are both benefits and challenges for 
farmers to sell their products in farmers’ markets. In terms of benefits, from 
vendor’s perspective, first, to sell in local market can shorten the distance they 
travel, which means it reduces the transportation cost [47]. Second, selling in local 
market enables them to have more interactions with consumers, and improve their 
operations by understanding consumers’ demands. Based on the Canadian vendor 
survey, 25% of vendors agreed the farmers’ markets provide them with a friendly 
and attractive environment to market their products [48]. Moreover, they believe 
that farmers’ markets provide them with more business opportunities which help 
them to thrive. Hunt [47] suggested that farmers who sell in the farmers’ markets 
prioritized the social interactions over the profits. Based on his study of vendors in 
farmers’ markets, the most important motivator for them to sell in farmers’ market 
is to build relationship between consumers, then is to generate profit. Actually, he 
found that 94% of shoppers in farmers’ markets would talk to vendors, two-thirds 
of them would make friendly gossip, more than a half (55%) of them discuss the 
production methods with vendors, and 44% of them had dialogues about sampling 
products. Social interactions also incorporate communications between vendors. 
Beckie et al. [18] claimed farmers’ market plays a role of clustering vendors in 
western provinces of Canada. They suggested that in western Canada, vendors col-
laborate with each other to achieve their common goals including improved profit-
ability, diversified customer bases, or increased creativity in marketing practices. 
This kind of clustering enables them to exchange their knowledges, which provides 
the knowledge mobilization. Knowledge mobilization is particularly important in 
food sector because it comes with health and safety concerns as well as environmen-
tal concerns. It also broadens the labor base and involves more actors in the supply 
chain. Those interactions have a lot of implications to vendors. First, it can help 
vendors build solid connections with consumers and improve their loyalty. Second, 
interactions with consumers and farmers in local market can promote social learn-
ing, lead to the innovation on farming practices, and help vendors improve the 
quality of products [53].

Nevertheless, some papers also identified some challenges and barriers for farm-
ers to sell in the local market. Robinson and Farmer [25] claimed that for vendors, 
the biggest challenge is consumers’ perception. As mentioned previously, some 
consumers are not willing to pay premium for the benefits of local food. But in fact, 
their cost can be higher than those nonlocal producers as farmers’ markets charge 
them membership fee. They are also struggling on marketing their foods which are 
also costly, and if they cannot maintain their sales volume at a certain level, they 
may not be able to cover their costs. Attending farmers’ markets will cost vendors 
in different forms [4]. They argued that major costs include time, gas, equipment 
and supplies, and different kinds of fees like insurance, permit fees, etc. This is one 
of the reasons that the consumers in farmers’ markets are always more educated 
and with higher income. Because they are more likely to pay premium for the local 
foods. Therefore, based on the Robinson and Farmer’s [25] description, the first 
challenge for vendors is to convince more potential consumers to pay for their prod-
ucts with price premium. The second barrier is the gap between consumer demand 
and supply in terms of season. Research suggests that most of the consumers in 
farmers’ markets are loyal consumers and they visit farmers’ market frequently, 



Operations Management - Emerging Trend in the Digital Era

354

to be more knowledgeable about the total cost of the produces, and therefore the 
reason for these patrons to pay a premium price becomes more justified [15].

A number of researchers had put their efforts on characterizing farmers’ market 
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28% are male in Canada, and 70% of them are 40 years and older, and about 30% of 
them are between 50 and 64. Byker et al. [24] found that the percentage of female 
consumers in different states of the US was ranging from 64 to 77%, and their 
average age was over 40 years old. Researchers also found most of consumers are 
well-educated regardless of their age and gender. The study by Conner et al. [45] 
on consumers showed that the average education level was college. Hunt [47] also 
had similar outcomes on his research. Brown [22] described most consumers as 
middle aged, middle income or above, well educated women. In another study, it 
is reported that younger people from age 21 to 29 are not interested in supporting 
local farmers, and people with lower incomes even have no perceptions of farmers’ 
markets [49].

Johnson and Endres [9] reported consumer’s desire for fresh, high quality, and 
pesticide-free foods as the top reasons for purchasing locally produced food prod-
ucts. Second is to minimize the environmental footprint in the production process 
and reduce transportation emissions. Third is to reduce the cost of farmers in 
transportation, processing, and packaging foods and help them to achieve a higher 
profitability.

From managerial point of view, based on the survey conducted by Oberholtzer 
and Grow [42], most managers of farmers’ market believed that the impacts 
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3. Vendors’ perspective on selling products in farmers’ market

Although researches have reported growing consumer interest in local food, 
most statistics has shown that the sales volume of farmers’ market continuously 
represent only a small portion of total food sales. Onozaka et al. [50] found that 
83% of consumers believed their primary source of buying foods is supermarket. 
The conventional retailers are still primary channel for consumers to buy foods [18]. 
This fact shows inconsistency with the benefits associated with farmers’ markets 
in the community and high demand and willingness of consumers on shopping in 
farmers’ market. In addition, based on the Canadian survey on vendors in 2008, 
42% of vendors reported more than a half of their incomes are generated in the 
farmers’ market. In other words, income from the farmers’ markets is not major a 
source of income for most farm owners in Canada.

Some researchers described that the primary motivator of local food move-
ment is to reduce the carbon emission and promote community development 
and improve reciprocity [40, 51]. As an essential constituent of the economy, the 
agricultural sector in Greece, for example, was primarily located in isolated rural 
areas with scarce resources contributing significantly to the sustainable rural 
development, but still face economic difficulties [52]. Researchers also found that 
the vendors’ interests on selling their products in local market are not aligned with 
the consumers’ demands to buy local. Schneider and Francis [41] conducted a 
survey that examined the consumers’ interests on local food and vendors’ interest 
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on selling local. Their result showed that more than a half (50.7%) of consumers are 
very interested in farmers’ market and 12.9% of the total consumers are extremely 
interested. However, in terms of farmers’ interest, 65.2% of them are not interested 
in selling products through farmers’ market, and only 2.7% of them are extremely 
interested. The results indicated that the farm owners prefer to sell their crops in 
other regions rather than in local market.

Previous studies indicated that there are both benefits and challenges for 
farmers to sell their products in farmers’ markets. In terms of benefits, from 
vendor’s perspective, first, to sell in local market can shorten the distance they 
travel, which means it reduces the transportation cost [47]. Second, selling in local 
market enables them to have more interactions with consumers, and improve their 
operations by understanding consumers’ demands. Based on the Canadian vendor 
survey, 25% of vendors agreed the farmers’ markets provide them with a friendly 
and attractive environment to market their products [48]. Moreover, they believe 
that farmers’ markets provide them with more business opportunities which help 
them to thrive. Hunt [47] suggested that farmers who sell in the farmers’ markets 
prioritized the social interactions over the profits. Based on his study of vendors in 
farmers’ markets, the most important motivator for them to sell in farmers’ market 
is to build relationship between consumers, then is to generate profit. Actually, he 
found that 94% of shoppers in farmers’ markets would talk to vendors, two-thirds 
of them would make friendly gossip, more than a half (55%) of them discuss the 
production methods with vendors, and 44% of them had dialogues about sampling 
products. Social interactions also incorporate communications between vendors. 
Beckie et al. [18] claimed farmers’ market plays a role of clustering vendors in 
western provinces of Canada. They suggested that in western Canada, vendors col-
laborate with each other to achieve their common goals including improved profit-
ability, diversified customer bases, or increased creativity in marketing practices. 
This kind of clustering enables them to exchange their knowledges, which provides 
the knowledge mobilization. Knowledge mobilization is particularly important in 
food sector because it comes with health and safety concerns as well as environmen-
tal concerns. It also broadens the labor base and involves more actors in the supply 
chain. Those interactions have a lot of implications to vendors. First, it can help 
vendors build solid connections with consumers and improve their loyalty. Second, 
interactions with consumers and farmers in local market can promote social learn-
ing, lead to the innovation on farming practices, and help vendors improve the 
quality of products [53].

Nevertheless, some papers also identified some challenges and barriers for farm-
ers to sell in the local market. Robinson and Farmer [25] claimed that for vendors, 
the biggest challenge is consumers’ perception. As mentioned previously, some 
consumers are not willing to pay premium for the benefits of local food. But in fact, 
their cost can be higher than those nonlocal producers as farmers’ markets charge 
them membership fee. They are also struggling on marketing their foods which are 
also costly, and if they cannot maintain their sales volume at a certain level, they 
may not be able to cover their costs. Attending farmers’ markets will cost vendors 
in different forms [4]. They argued that major costs include time, gas, equipment 
and supplies, and different kinds of fees like insurance, permit fees, etc. This is one 
of the reasons that the consumers in farmers’ markets are always more educated 
and with higher income. Because they are more likely to pay premium for the local 
foods. Therefore, based on the Robinson and Farmer’s [25] description, the first 
challenge for vendors is to convince more potential consumers to pay for their prod-
ucts with price premium. The second barrier is the gap between consumer demand 
and supply in terms of season. Research suggests that most of the consumers in 
farmers’ markets are loyal consumers and they visit farmers’ market frequently, 
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spend a lot in there, and have solid personal relationships with vendors [45]. 
Canadian researches on consumers also indicated that consumers are not satisfied 
with the limited season and hours for the farmers’ markets because their demands 
cannot be fulfilled. But due to the limitation of technique and knowledge for most 
small-scale farm owners, they are not capable for the season extension practices. 
This limitation increases the potential of losing loyal customers. The third is the 
limited ability to promote the awareness to a larger base of population. Farmers’ 
Markets Canada [48] also found that the top two reasons for people to not shop at 
farmers’ markets are the inconvenience of location and the lack of awareness, and 
according to Colasanti et al. [49], the major reasons for less awareness of farmers’ 
markets are largely due to the ineffective promotion strategy and the inconvenience 
of location. According to Wittman et al. [15], many customers would choose to 
support locally sourced food when there is a greater variety of products and easier 
accessibility for shopping.

The primary challenges facing farmers’ markets in Canada are exerted by the 
conventional food networks, competitive prices and scaling-up of production, and 
an unpredictable environment [15]. As a labor-intensive industry with its ethical 
standards, vendors at farmers’ markets must pay a living wage to their employees, 
and at the same time, the investment in environmentally sustainable practices 
further raises the cost of production [15]. Specific constraints are exerting pressure 
to the further development of SFSC, primarily in the shortage of necessary knowl-
edge and skills, lack of entrepreneurial culture in farmers, or administrative burden 
which may baffle small farmers [13].

4. Development of short food supply chain in the Canadian context

Conner et al. [45] conducted a research based on 70 farmers’ markets, 3174 
shoppers, and 487 vendors across the country. They found that in Canada, Farmers’ 
markets are making significant contributions to the economy and communities 
ranging from $1.55 million to $3.09 million annually. They are the key players in 
promoting Canadian agricultural products, facilitating vendors’ capabilities and 
developing labor improvement and accessibility. However, they found that there are 
still growth opportunities for them since a majority of consumers are using grocery 
stores rather than farmer’s market.

4.1 Alberta and British Colombia provinces

Wittman et al. [15] surveyed some farmers’ markets in Alberta and British 
Colombia. These markets are identified as strategic venues linking producers and 
consumers of local food. Different from conventional food networks in the organi-
zation of production, distribution, and consumption, the farmers’ markets in North 
America are also examples of the social economy. With the support from private 
sector and the government, many Canadian farmers’ markets are a combination 
of the local food system and social economy [15]. The constraints on the term 
“local” are not strictly defined, as situations in these two provinces are varied when 
compared with their counterparts in Europe. The qualified vendors in a Canadian 
farmers’ market must meet the requirements of producing food in a local region. 
Some say their scale limits the further development of farmers’ markets. However, 
scholars disagree with this common misconception. Scaling up farmers’ markets 
could benefit them from economies of scale, but such action could potentially bring 
negative power disparities and environmental impacts resulting from convention-
alization [15]. Like the situation in the United States, the amount of organic food 
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distributed through direct sales outlets was under 10% in 2006 [15]. One major 
obstacle facing the development of farmers’ markets in Canada was the disparity 
between policy and practice [15]. The restriction on the local and authenticity is a 
perfect example of this disparity.

Wittman et al. [15] analyzed the potential barriers and challenges undermining 
the potential growth of farmers’ markets in Alberta and British Colombia prov-
inces. The participants were interviewed with two overarching questions, “How can 
farmers’ markets in western Canada scale up their role in supporting the advance-
ment of local food systems within a social economy framework?” and “What are 
the barriers impeding farmers’ markets from acting as transformational agents for 
a more sustainable food system?”. The feedback from the participants reflected a 
diverse way of understanding the local food systems. For instance, the way how 
participants perceive the role of farmers’ markets was largely determined by the 
dynamics of supply and demand relationship and the definition of boundaries of 
authenticity in the farmers’ markets [15].

4.2 Province of Nova Scotia

4.2.1 Case study 1: Select Nova Scotia

Select Nova Scotia is a local food program initiated by the government to pro-
mote the food grown in this province [26]. To discover the actual effectiveness of 
this program, Knight conducted an online survey to assess the awareness of Select 
Nova Scotia and particularly the respondents’ perception of the local benefits and 
barriers as well as purchase motivation and behavior [26]. As one out of at least 
four Canadian provinces supporting local food initiatives, Select Nova Scotia has 
been financially supported by the provincial government since 2007. Through 
sponsoring various campaigns and events, it not only aims to promote and educate 
consumers about local food, but also exploits development opportunities of the 
regional food program [26]. Knight evaluated the effectiveness of this program, 
particularly the awareness levels and impacts it has on consumer preferences and 
consumption [26]. Based on several economic assessments, this case study works 
as a benchmark for the future studies of Select Nova Scotia. Primary or shared 
grocery shoppers residing in Nova Scotia were chosen, and randomization was 
applied to eliminate possible biases [26]. The respondents were divided into six 
focus groups based on three types of profiles: food skills and interest, social, and 
social-demographics.

A third of the respondents were already aware of the Select Nova Scotia and 
knew about this initiative through primarily retail venues such as farmers’ markets 
followed by advertisements on mass media. Through factor analyses, benefits were 
categorized into four groups: societal, attribute, social, and price [26]. Respondents 
with a different demographic background and food skills and interests would posi-
tion every single one of the four types of benefits rather poles apart. Also, gender is 
another influencing factor. Availability, price, location, and appearance are the four 
aspects of barriers which would affect consumers’ decisions to buy locally sourced 
food. Similarly, respondents with different characteristics would perceive the 
significance of each of these barriers differently. Based on the frequency of buying, 
different respondents can be divided into three buy-local groups, high, medium 
and low. Respondents initially aware of the program are more likely to be in the 
high group, while other social-demographic aspects also affect the categorization 
of these respondents. Using multinomial logistic regression method, it was found 
out that the respondents’ awareness of this initiative contributed positively to their 
motivation to buy locally [26]. The respondents’ awareness of this initiative was as 
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spend a lot in there, and have solid personal relationships with vendors [45]. 
Canadian researches on consumers also indicated that consumers are not satisfied 
with the limited season and hours for the farmers’ markets because their demands 
cannot be fulfilled. But due to the limitation of technique and knowledge for most 
small-scale farm owners, they are not capable for the season extension practices. 
This limitation increases the potential of losing loyal customers. The third is the 
limited ability to promote the awareness to a larger base of population. Farmers’ 
Markets Canada [48] also found that the top two reasons for people to not shop at 
farmers’ markets are the inconvenience of location and the lack of awareness, and 
according to Colasanti et al. [49], the major reasons for less awareness of farmers’ 
markets are largely due to the ineffective promotion strategy and the inconvenience 
of location. According to Wittman et al. [15], many customers would choose to 
support locally sourced food when there is a greater variety of products and easier 
accessibility for shopping.

The primary challenges facing farmers’ markets in Canada are exerted by the 
conventional food networks, competitive prices and scaling-up of production, and 
an unpredictable environment [15]. As a labor-intensive industry with its ethical 
standards, vendors at farmers’ markets must pay a living wage to their employees, 
and at the same time, the investment in environmentally sustainable practices 
further raises the cost of production [15]. Specific constraints are exerting pressure 
to the further development of SFSC, primarily in the shortage of necessary knowl-
edge and skills, lack of entrepreneurial culture in farmers, or administrative burden 
which may baffle small farmers [13].

4. Development of short food supply chain in the Canadian context

Conner et al. [45] conducted a research based on 70 farmers’ markets, 3174 
shoppers, and 487 vendors across the country. They found that in Canada, Farmers’ 
markets are making significant contributions to the economy and communities 
ranging from $1.55 million to $3.09 million annually. They are the key players in 
promoting Canadian agricultural products, facilitating vendors’ capabilities and 
developing labor improvement and accessibility. However, they found that there are 
still growth opportunities for them since a majority of consumers are using grocery 
stores rather than farmer’s market.

4.1 Alberta and British Colombia provinces

Wittman et al. [15] surveyed some farmers’ markets in Alberta and British 
Colombia. These markets are identified as strategic venues linking producers and 
consumers of local food. Different from conventional food networks in the organi-
zation of production, distribution, and consumption, the farmers’ markets in North 
America are also examples of the social economy. With the support from private 
sector and the government, many Canadian farmers’ markets are a combination 
of the local food system and social economy [15]. The constraints on the term 
“local” are not strictly defined, as situations in these two provinces are varied when 
compared with their counterparts in Europe. The qualified vendors in a Canadian 
farmers’ market must meet the requirements of producing food in a local region. 
Some say their scale limits the further development of farmers’ markets. However, 
scholars disagree with this common misconception. Scaling up farmers’ markets 
could benefit them from economies of scale, but such action could potentially bring 
negative power disparities and environmental impacts resulting from convention-
alization [15]. Like the situation in the United States, the amount of organic food 
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distributed through direct sales outlets was under 10% in 2006 [15]. One major 
obstacle facing the development of farmers’ markets in Canada was the disparity 
between policy and practice [15]. The restriction on the local and authenticity is a 
perfect example of this disparity.

Wittman et al. [15] analyzed the potential barriers and challenges undermining 
the potential growth of farmers’ markets in Alberta and British Colombia prov-
inces. The participants were interviewed with two overarching questions, “How can 
farmers’ markets in western Canada scale up their role in supporting the advance-
ment of local food systems within a social economy framework?” and “What are 
the barriers impeding farmers’ markets from acting as transformational agents for 
a more sustainable food system?”. The feedback from the participants reflected a 
diverse way of understanding the local food systems. For instance, the way how 
participants perceive the role of farmers’ markets was largely determined by the 
dynamics of supply and demand relationship and the definition of boundaries of 
authenticity in the farmers’ markets [15].

4.2 Province of Nova Scotia

4.2.1 Case study 1: Select Nova Scotia

Select Nova Scotia is a local food program initiated by the government to pro-
mote the food grown in this province [26]. To discover the actual effectiveness of 
this program, Knight conducted an online survey to assess the awareness of Select 
Nova Scotia and particularly the respondents’ perception of the local benefits and 
barriers as well as purchase motivation and behavior [26]. As one out of at least 
four Canadian provinces supporting local food initiatives, Select Nova Scotia has 
been financially supported by the provincial government since 2007. Through 
sponsoring various campaigns and events, it not only aims to promote and educate 
consumers about local food, but also exploits development opportunities of the 
regional food program [26]. Knight evaluated the effectiveness of this program, 
particularly the awareness levels and impacts it has on consumer preferences and 
consumption [26]. Based on several economic assessments, this case study works 
as a benchmark for the future studies of Select Nova Scotia. Primary or shared 
grocery shoppers residing in Nova Scotia were chosen, and randomization was 
applied to eliminate possible biases [26]. The respondents were divided into six 
focus groups based on three types of profiles: food skills and interest, social, and 
social-demographics.

A third of the respondents were already aware of the Select Nova Scotia and 
knew about this initiative through primarily retail venues such as farmers’ markets 
followed by advertisements on mass media. Through factor analyses, benefits were 
categorized into four groups: societal, attribute, social, and price [26]. Respondents 
with a different demographic background and food skills and interests would posi-
tion every single one of the four types of benefits rather poles apart. Also, gender is 
another influencing factor. Availability, price, location, and appearance are the four 
aspects of barriers which would affect consumers’ decisions to buy locally sourced 
food. Similarly, respondents with different characteristics would perceive the 
significance of each of these barriers differently. Based on the frequency of buying, 
different respondents can be divided into three buy-local groups, high, medium 
and low. Respondents initially aware of the program are more likely to be in the 
high group, while other social-demographic aspects also affect the categorization 
of these respondents. Using multinomial logistic regression method, it was found 
out that the respondents’ awareness of this initiative contributed positively to their 
motivation to buy locally [26]. The respondents’ awareness of this initiative was as 
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good as stated goals, regardless of its short history. Some critics doubted that the 
respondents that primarily covered the buy-local groups were already aware of the 
initiative. However, the cross tabulations suggest that only less than half respon-
dents in the high group were already aware of it, while the other two groups had 
a lower percentage. It is recommended in this study that initiatives such as Select 
Nova Scotia should put greater emphasis on targeting medium and low buying 
groups through better managing the benefits and barriers.

4.2.2 Case study 2: Nova Scotia Farmers’ Market Economic Impact Study 2013

With a rich history of farming, fishing, and artisan production, Nova Scotians 
have a habit of visiting and shopping at farmers’ markets [54]. The farmers’ mar-
kets in Nova Scotia had enjoyed significant growth since 2004.

An economic impact study on Nova Scotia Farmers’ Markets was carried out in 
2013 to figure out the reasons behind the three-fold growth in less than a decade. 
Twenty-one out of 43 Nova Scotian Farmers’ Markets participated in this study. 
A number of patrons visited, and the average amount of money they spent was 
collected on the day. The dominant motivations behind these patrons’ shopping 
behavior were supporting local businesses and demand for locally sourced, sustain-
able food [54].

Farmers’ markets in Nova Scotia take various forms as they are in both rural 
and urban areas, opening in specific seasons or all year round [54]. Participating 
markets are grouped with their respective sizes; small ones have less than 20 
vendors, and large ones can have over 40 vendors altogether [54]. The average 
attendance at large markets are correspondingly higher than those of medium- and 
small-sized ones. Among all the large markets, attendance at the Farmers’ Market in 
Sydney, Cape Breton, ranked the third lowest [54]. The number of shopping groups 
counted is not limited to a group of patrons or households, but individuals as well. 
On average, a market can generate $22,654 worth of revenue for the region [54]. 
By market, Halifax Seaport enjoys highest average spending, equivalent to $50 per 
shopping group, and Cape Breton Farmers’ Market in Sydney ranks the 11th in all 
the participating markets.

Vendor mix also has a huge impact on the average spending per shopping group 
[54]. It stands for the selection of vendors and products, which therefore lead 
to a higher spending of the patrons. If the farmers’ markets could provide more 
complementary products, they could potentially generate more sales since many 
of the patrons have limited time for grocery shopping. Compared with the total 
shopping group, or household, spending on food, the farmers’ market could have 
better growth.

The economic impacts farmers’ markets can generate are both direct, direct 
sales made in the markets, and indirect, money spent at surrounding businesses. 
The total economic impact is estimated to be $1,881,573, calculated by multiply-
ing the average dollar amount by average market attendance [54]. Small markets 
enjoyed greater indirect economic impact as they are more common in smaller 
regions, in which patrons often shop at one time, therefore help to boost the sales of 
nearby stores.

Forty-five percent of respondents suggest that supporting local food movement 
was their primary reason for shopping, followed by 30% found that shopping was a 
fun and social experience [54]. Also, the quality products farmers’ markets provide, 
and the unique selection of products than elsewhere is also important factors for 
patrons to shop at the markets [54]. More importantly, the patrons at the market 
were not very price sensitive. They expect a higher value rather than lower price. 
Crawford [54] suggested that these farmers’ markets should get their stakeholders 
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increasingly involved through meetings, presentations, to explore opportunities for 
their future development.

5. Discussion

Recent years have shown increasing interest in short food supply chains or alter-
native food networks (AFNs) [4, 5, 7, 8, 24]. As direct channels of food distribution, 
AFNs drew the participants closer and enabled the redistribution of power across 
the food chain [29].

AFNs can be categorized into three kinds: direct sales by individuals, e.g., 
U-picks and farm gate sales; collective direct sales, e.g., farmers market; and 
partnerships, e.g., Community Supported Agriculture (CSAs). Contrary to global 
food supply chains, AFNs have facilitated the mobilization of locally produced 
fresh products [10] by connecting suppliers, e.g., farmers, with consumers [11]. 
The transition from passive end-consumers to proactive citizen-consumers clearly 
represents a new type of relationship between the producers and consumers of food 
[19]. Furthermore, consumers are becoming more conscious about environmentally 
friendly production and distribution systems [32], and interested in finding out 
about the origin of their food [16, 33]. In terms of environmental benefits, local 
food economy shortens the travel distance of food [45] and reduces the carbon 
emissions incurred in the transportation process. Furthermore, Abate [1] believes 
that the local food economy can connect and involve different local actors in the 
local community, revitalize businesses that may be hardly surviving and provide 
them with business opportunities, and also promote the sense of identity which 
is similar to the viewpoint of Oberholtzer and Grow [42]. It can also create job 
opportunities, increase the local income, and diversify the local economy.

Based on the research in different regions of the US on consumers’ motiva-
tions to buy local, Baker et al. [5] suggested that the most important reasons of 
consumers using farmers’ markets are access to fresh local foods and support local 
agriculture. But consumers in Manitoba, Canada, demonstrated different motiva-
tions based on the findings from the Food Matters Manitoba research study [46]; 
the major driver for attending farmers’ market in Manitoba was to support the 
local economy, and the second most important factor was to help local farmers. 
The interest in the food quality was only placed at third. However, based on the 
research conducted on different consumers from across the country, i.e., Canada, it 
was discovered that consumers perceive freshness of food as the top motivator for 
buying local food products, followed by supporting local agriculture businesses as 
the second most important factor [48]. Besides these, Hunt [47] linked the demo-
graphic factors with the motivating factors to shop in farmers’ market. He believes 
that social interaction is a significant motivator for consumers based on their demo-
graphic characteristics. His research was based on more than 200 consumers in the 
farmers’ market. About 98% of the respondents agreed that they had fun while 
interacting with other people in farmers’ market; 94% of them talk with vendors 
and 81% of people meet people they know in the market. Johnson and Endres [9] 
reported consumer’s desire for fresh, high quality, and pesticide-free foods as the 
top reasons for purchasing locally produced food products. Second is to minimize 
the environmental footprint in the production process and reduce transportation 
emissions. Third is to help farmers achieve higher profitability by supporting their 
food production and distribution system which requires less investment in pro-
cessing and packaging of food products. From a food safety perspective, the local 
food system reduces the risk of food safety and security because locally produced 
food items are usually fresher and less processed, and there is a high level of 
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good as stated goals, regardless of its short history. Some critics doubted that the 
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shopping group, and Cape Breton Farmers’ Market in Sydney ranks the 11th in all 
the participating markets.
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[54]. It stands for the selection of vendors and products, which therefore lead 
to a higher spending of the patrons. If the farmers’ markets could provide more 
complementary products, they could potentially generate more sales since many 
of the patrons have limited time for grocery shopping. Compared with the total 
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The economic impacts farmers’ markets can generate are both direct, direct 
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The total economic impact is estimated to be $1,881,573, calculated by multiply-
ing the average dollar amount by average market attendance [54]. Small markets 
enjoyed greater indirect economic impact as they are more common in smaller 
regions, in which patrons often shop at one time, therefore help to boost the sales of 
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Forty-five percent of respondents suggest that supporting local food movement 
was their primary reason for shopping, followed by 30% found that shopping was a 
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and the unique selection of products than elsewhere is also important factors for 
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increasingly involved through meetings, presentations, to explore opportunities for 
their future development.

5. Discussion

Recent years have shown increasing interest in short food supply chains or alter-
native food networks (AFNs) [4, 5, 7, 8, 24]. As direct channels of food distribution, 
AFNs drew the participants closer and enabled the redistribution of power across 
the food chain [29].

AFNs can be categorized into three kinds: direct sales by individuals, e.g., 
U-picks and farm gate sales; collective direct sales, e.g., farmers market; and 
partnerships, e.g., Community Supported Agriculture (CSAs). Contrary to global 
food supply chains, AFNs have facilitated the mobilization of locally produced 
fresh products [10] by connecting suppliers, e.g., farmers, with consumers [11]. 
The transition from passive end-consumers to proactive citizen-consumers clearly 
represents a new type of relationship between the producers and consumers of food 
[19]. Furthermore, consumers are becoming more conscious about environmentally 
friendly production and distribution systems [32], and interested in finding out 
about the origin of their food [16, 33]. In terms of environmental benefits, local 
food economy shortens the travel distance of food [45] and reduces the carbon 
emissions incurred in the transportation process. Furthermore, Abate [1] believes 
that the local food economy can connect and involve different local actors in the 
local community, revitalize businesses that may be hardly surviving and provide 
them with business opportunities, and also promote the sense of identity which 
is similar to the viewpoint of Oberholtzer and Grow [42]. It can also create job 
opportunities, increase the local income, and diversify the local economy.

Based on the research in different regions of the US on consumers’ motiva-
tions to buy local, Baker et al. [5] suggested that the most important reasons of 
consumers using farmers’ markets are access to fresh local foods and support local 
agriculture. But consumers in Manitoba, Canada, demonstrated different motiva-
tions based on the findings from the Food Matters Manitoba research study [46]; 
the major driver for attending farmers’ market in Manitoba was to support the 
local economy, and the second most important factor was to help local farmers. 
The interest in the food quality was only placed at third. However, based on the 
research conducted on different consumers from across the country, i.e., Canada, it 
was discovered that consumers perceive freshness of food as the top motivator for 
buying local food products, followed by supporting local agriculture businesses as 
the second most important factor [48]. Besides these, Hunt [47] linked the demo-
graphic factors with the motivating factors to shop in farmers’ market. He believes 
that social interaction is a significant motivator for consumers based on their demo-
graphic characteristics. His research was based on more than 200 consumers in the 
farmers’ market. About 98% of the respondents agreed that they had fun while 
interacting with other people in farmers’ market; 94% of them talk with vendors 
and 81% of people meet people they know in the market. Johnson and Endres [9] 
reported consumer’s desire for fresh, high quality, and pesticide-free foods as the 
top reasons for purchasing locally produced food products. Second is to minimize 
the environmental footprint in the production process and reduce transportation 
emissions. Third is to help farmers achieve higher profitability by supporting their 
food production and distribution system which requires less investment in pro-
cessing and packaging of food products. From a food safety perspective, the local 
food system reduces the risk of food safety and security because locally produced 
food items are usually fresher and less processed, and there is a high level of 
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transparency. Consumers can either reach their sites of production or talk to grow-
ers to obtain information about local grown foods [40]. From managerial point of 
view, based on the survey conducted by Oberholtzer and Grow [42], most manag-
ers of farmers’ market believe that the impacts brought by farmers’ market to the 
community can be in many aspects. They described that a farmers’ market provides 
a platform for all kinds of social and economic practices. This contributes to the 
formation of linked community and increases the individuals’ sense of belonging in 
the community. Meanwhile, its basic function also enables it to provide consumers 
with fresh and inexpensive food.

There are both benefits and challenges for farmers to sell their products in 
farmers’ markets. In terms of benefits, from vendors’ perspective, first, selling food 
products in local markets shortens the distance they travel, which implies reduced 
transportation costs [47]. Second, selling in local markets enables them to have 
more interactions with consumers and improves their operations by understanding 
consumers’ demands. Based on the Robinson and Farmer’s [25] description, the first 
challenge for vendors is to convince more potential consumers to pay a premium 
price for their products. The second barrier is the gap between consumer demand 
and supply in terms of season. Farmers’ Markets Canada [48] also found that the 
top two reasons for people to not shop at farmers’ markets are the inconvenience 
of location and the lack of awareness. According to Colasanti et al. [49], the major 
reasons for less awareness of farmers’ markets are largely due to the ineffective 
promotion strategy and the inconvenience of location. According to Wittman et al. 
[15], many customers would choose to support locally sourced food when there is a 
greater variety of products and easier accessibility for shopping.

6. Findings

In the past decade, there has been a growing interest in sustainable food produc-
tion and distribution systems which promote food citizenship, food democracy, social 
capital and embeddedness, and sustainability. By deploying a systematic review 
approach, this chapter provides a holistic exploration of Alternate Food Networks 
(AFNs) which contributes to further mobilization of locally produced products as 
well as informing the channels of distribution in short food supply chains.

Our research demonstrates that there is a common set of motivating factors for 
consumers to engage in AFNs; however, there is disparity in the significance level 
of these factors to consumers in different regions. The implication of this finding 
mainly concerns the selection of a channel by consumers to participate in buy-local 
activities. For instance, if the social interaction aspect of buying local is not of high 
importance to some consumers in a specific region, they may consider shopping 
from an online farmers’ market with a delivery or pick-up option instead of farm-
ers’ market. This phenomenon can lead to transformation or addition of business 
practices in currently existing platforms which connect suppliers, e.g., farmers, 
with consumers. In this regard, farmers’ market in some regions may consider 
adding different channels of distribution including online ordering with delivery 
option to their platform.

Besides investigating the economic and societal benefits of AFNs and consum-
ers’ motivations to participate in buy-local activities, we also explore the farmers’ 
perspectives on engaging in sell-local activities. Farmers suggest that reduced 
transportation costs, more interactions with consumers, and improving their 
marketing strategies as well as operations by understanding consumers’ demands 
are among the benefits of selling at farmers’ market [18, 47]. Furthermore, farmers’ 
markets provide farmers with a friendly and attractive environment to market their 
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products [48] and facilitate their collaboration with other vendors to achieve their 
common goals including improved profitability [18]. Besides, this clustering enables 
them to exchange their knowledge which provides the knowledge mobilization. 
The implications of those interactions are helping vendors build solid connections 
with consumers, promote social learning, lead the innovation on farming practices, 
and improve the quality of products [18]. In terms of challenges of selling local, 
Robinson and Farmer’s [25] suggest that vendors need to convince more potential 
consumers to pay a premium price for their products. The second barrier is the 
gap between consumer demand and supply in terms of season. Farmers’ Markets 
Canada [48] also found that the top two reasons for people to not shop at farmers’ 
markets are the inconvenience of location and the lack of awareness. Overcoming 
these challenges can enhance consumers’ access to fresh and locally produced 
products.

7. Recommendation for future research

Farmers’ markets are established venues for mobilization of locally produced 
food products with societal benefits such as supporting community economic 
development and sustainable food production and distribution systems in addition 
to promoting food democracy, food citizenship, social and human capital, and 
facilitating knowledge mobilization between farmers and vendors.

The social interaction aspect of participating in alternative food networks 
(AFNs) has been cited in the literature as one of the motivating factors for farmers 
to engage in sell-local activities in the farmers’ markets. Similarly, some studies 
suggest that the social interaction aspect of buying local is a motivating factor for 
consumers to participate in buy-local activities in farmers’ market. COVID-19 
pandemic and the need for social-distancing affected brick and mortar businesses 
in general, and in our context farmers’ market. There was a shift in selection of a 
channel to access locally produced food products for safety reasons, and placing 
online orders with delivery option at the door was offered to consumers. Future 
research can explore consumers’ preferences on channel selection to participate in 
buy-local activities post COVID-19 pandemic. To capture one aspect of the potential 
impacts of COVID-19 pandemic on AFNs, we propose an investigation on whether 
the social interaction is still an influential factor in consumers decision to buy local, 
meaning whether consumers will resume their shopping at the farmers’ market 
post-pandemic. This can have business implications in alternative food networks 
(AFNs) as it is possible that the importance of the social interaction aspect of 
buying local will be replaced by the convenience of receiving fresh locally produced 
food products at consumers’ doorstep via online ordering process.

Note

This chapter includes excerpts from Applied Research Projects submitted to 
Cape Breton University by Yang Xing and Cheng Zheng in partial fulfillment of the 
requirements of the degree of Master of Business Administration.
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and supply in terms of season. Farmers’ Markets Canada [48] also found that the 
top two reasons for people to not shop at farmers’ markets are the inconvenience 
of location and the lack of awareness. According to Colasanti et al. [49], the major 
reasons for less awareness of farmers’ markets are largely due to the ineffective 
promotion strategy and the inconvenience of location. According to Wittman et al. 
[15], many customers would choose to support locally sourced food when there is a 
greater variety of products and easier accessibility for shopping.

6. Findings

In the past decade, there has been a growing interest in sustainable food produc-
tion and distribution systems which promote food citizenship, food democracy, social 
capital and embeddedness, and sustainability. By deploying a systematic review 
approach, this chapter provides a holistic exploration of Alternate Food Networks 
(AFNs) which contributes to further mobilization of locally produced products as 
well as informing the channels of distribution in short food supply chains.

Our research demonstrates that there is a common set of motivating factors for 
consumers to engage in AFNs; however, there is disparity in the significance level 
of these factors to consumers in different regions. The implication of this finding 
mainly concerns the selection of a channel by consumers to participate in buy-local 
activities. For instance, if the social interaction aspect of buying local is not of high 
importance to some consumers in a specific region, they may consider shopping 
from an online farmers’ market with a delivery or pick-up option instead of farm-
ers’ market. This phenomenon can lead to transformation or addition of business 
practices in currently existing platforms which connect suppliers, e.g., farmers, 
with consumers. In this regard, farmers’ market in some regions may consider 
adding different channels of distribution including online ordering with delivery 
option to their platform.

Besides investigating the economic and societal benefits of AFNs and consum-
ers’ motivations to participate in buy-local activities, we also explore the farmers’ 
perspectives on engaging in sell-local activities. Farmers suggest that reduced 
transportation costs, more interactions with consumers, and improving their 
marketing strategies as well as operations by understanding consumers’ demands 
are among the benefits of selling at farmers’ market [18, 47]. Furthermore, farmers’ 
markets provide farmers with a friendly and attractive environment to market their 
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products [48] and facilitate their collaboration with other vendors to achieve their 
common goals including improved profitability [18]. Besides, this clustering enables 
them to exchange their knowledge which provides the knowledge mobilization. 
The implications of those interactions are helping vendors build solid connections 
with consumers, promote social learning, lead the innovation on farming practices, 
and improve the quality of products [18]. In terms of challenges of selling local, 
Robinson and Farmer’s [25] suggest that vendors need to convince more potential 
consumers to pay a premium price for their products. The second barrier is the 
gap between consumer demand and supply in terms of season. Farmers’ Markets 
Canada [48] also found that the top two reasons for people to not shop at farmers’ 
markets are the inconvenience of location and the lack of awareness. Overcoming 
these challenges can enhance consumers’ access to fresh and locally produced 
products.

7. Recommendation for future research

Farmers’ markets are established venues for mobilization of locally produced 
food products with societal benefits such as supporting community economic 
development and sustainable food production and distribution systems in addition 
to promoting food democracy, food citizenship, social and human capital, and 
facilitating knowledge mobilization between farmers and vendors.

The social interaction aspect of participating in alternative food networks 
(AFNs) has been cited in the literature as one of the motivating factors for farmers 
to engage in sell-local activities in the farmers’ markets. Similarly, some studies 
suggest that the social interaction aspect of buying local is a motivating factor for 
consumers to participate in buy-local activities in farmers’ market. COVID-19 
pandemic and the need for social-distancing affected brick and mortar businesses 
in general, and in our context farmers’ market. There was a shift in selection of a 
channel to access locally produced food products for safety reasons, and placing 
online orders with delivery option at the door was offered to consumers. Future 
research can explore consumers’ preferences on channel selection to participate in 
buy-local activities post COVID-19 pandemic. To capture one aspect of the potential 
impacts of COVID-19 pandemic on AFNs, we propose an investigation on whether 
the social interaction is still an influential factor in consumers decision to buy local, 
meaning whether consumers will resume their shopping at the farmers’ market 
post-pandemic. This can have business implications in alternative food networks 
(AFNs) as it is possible that the importance of the social interaction aspect of 
buying local will be replaced by the convenience of receiving fresh locally produced 
food products at consumers’ doorstep via online ordering process.
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