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Preface

In an optimized pulsed laser source, the coherence of its emission (or linewidth) is
intimately related to the duration of the emission pulse, by one of the most beautiful 
expressions of quantum optics

ΔνΔt ≈ 1 

which is an alternative version of Heisenberg’s uncertainty principle

ΔpΔx ≈ h

In this volume, recent contributions on coherence provide a useful perspective on the 
diversity of various coherent sources of emission and coherent related phenomena of 
current interest. These papers provide a preamble for a larger collection of contribu-
tions on ultrashort pulse laser generation and ultrashort pulse laser phenomena. Pa-
pers on ultrashort pulse phenomena include works on few cycle pulses, high-power 
generation, propagation in various media, and a variety of applications of current in-
terest. Undoubtedly, Coherence and Ultrashort Pulse Emission offers a rich and practical 
perspective on this rapidly evolving  eld.

F. J. Duarte

Rochester
New York, USA
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Electrically-Pumped Organic-Semiconductor  
Coherent Emission: A Review 

F. J. Duarte 
Interferometric Optics, Rochester, New York, 

Department of Electrical and Computer Engineering, University of New Mexico, New 
Mexico,  

USA 

1.  Introduction 
Organic lasers came into existence via the introduction of the pulsed optically-pumped 
liquid organic dye laser by Sorokin and Lankard (1966) and Schäfer et al. (1966). An 
additional momentous contribution was the discovery of the continuous wave (CW) liquid 
organic dye laser by Peterson et al. (1970) which opened the way for the development of 
narrow-linewidth tunability in the CW regime plus the eventual introduction of 
femtosecond lasers (see, for example, Dietel et al. (1983) and Diels, (1990)). The narrow-
linewidth tunable pulsed dye laser was demonstrated by Hänsch (1972) and improved by 
Shoshan et al. (1977), Littman and Metcalf (1978), Duarte and Piper (1980, 1981). All these 
developments in practical organic tunable lasers, spanning the visible spectrum, “created a 
renaissance in diverse applied fields such as medicine, remote sensing, isotope separation, 
spectroscopy, photochemistry, and other analytical tasks” (Duarte et al. (1992)).      
An early development, in the field of tunable lasers, was also the discovery of solid-state 
pulsed optically-pumped organic dye lasers by Soffer and McFarland (1967) and Peterson 
and Snavely (1968). However, it was not until the 1990s that, due to improvements in the 
dye-doped polymer gain media, this class of lasers would again be the focus of research 
attention (see, for example, Duarte (1994), Maslyukov et al. (1995), Costela et al. (2003)). An 
additional effort in optically-pumped tunable laser research is the work on organic 
semiconductor lasers based on thin-film conjugated polymers (see, for example, Holzer et al. 
(2002)).    
All this activity has been conducted on optically-pumped organic lasers although 
researchers from the onset have also been interested on the direct electronic excitation of 
tunable organic lasers (Steyer and Schäfer, 1974; Marowsky et al., 1976).  Some recent 
reviews mentioning efforts towards realizing coherent emission from direct electrical 
excitation of organic semiconductors, include Kranzelbinder and Leising (2000), Baldo et al. 
(2002), Samuel and Turnbull (2007), and Karnutsch (2007). Most of these reviews give ample 
attention to conjugated polymer gain media.   
In this chapter, experimental results demonstrating coherent emission from electrically-
excited pulsed dye-doped organic semiconductors, in microcavity configurations, are 
reviewed. The reported emission is single-transverse-mode, and given the 300 nm cavity 
length, also single-longitudinal mode. In the spectral domain the emission is indistinguishable 
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from broadband dye laser radiation. The radiation is generated from a tandem 
semiconductor structure where the emission medium are regions of coumarin 545 
tetramethyl dye-doped Alq3. An alternative description for the emission medium would be 
a laser-dye-doped tandem organic light emitting diode (OLED).  
This work came to light in 2005 when researchers working on electrically-pumped tandem 
organic semiconductors reported on highly-directional coherent emission in the pulsed 
regime (Duarte et al., 2005). This pulsed coherent emission was characterized by a nearly 
diffraction limited beam and an interferometrically estimated linewidth of 10.5λΔ ≈ nm 
(Duarte et al., 2005; Duarte, 2007). In 2008 a detailed analysis of the measured emission 
characteristics led to the conclusion that the observed radiation was indistinguishable from 
broadband dye laser emission (Duarte, 2008). This coherent emission was generated in a 
sub-micrometer asymmetrical cavity comprised of a high reflector and a low reflectivity 
output coupler (Duarte et al., 2005; Duarte, 2007, 2008). This sub micrometer cavity was 
collinearly confined within an interferometric configuration which selects a single-
transverse mode.  The emission medium is the laser dye coumarin 545 tetramethyl.     
Subsequently, using a tetramethyl dye emitting in the red, and a similar experimental 
arrangement, Liu et al. (2009) also reported on coherent emission in the pulsed regime. More 
recently, however, a paper by Samuel et al. (2009) has formulated several criticisms to the 
work reported by Liu et al. (2009) and interrogates their laser interpretation. Here, central 
aspects of Liu et al. (2009) and Samuel et al. (2009)  are also reviewed and discussed in light 
of well-known laser, and amplified spontaneous emission (ASE), literature standards.  
Furthermore, the results and interpretation disclosed by Duarte et al. (2005) and Duarte 
(2007, 2008) are reexamined, again leading to the conclusion that the emission from the 
interferometric emitter is indistinguishable from broadband dye laser emission. 

2. Coherent emission from electrically excited organic semiconductors 
For completeness the salient features of the experiments discussed by Duarte et al. (2005) 
and Duarte (2007, 2008) are reiterated here. These experiments involve pulsed electrical 
excitation of organic semiconductors integrating two emitter regions in series. The active 
medium in each region is a coumarin 545 tetramethyl (C 545 T) dye-doped Alq3 matrix. The 
structure of this class of high-brightness tandem organic semiconductors has been described 
in detail elsewhere (Duarte et al., 2005; Liao et al., 2004). The dye C 545 T has also been 
demonstrated to be a high-gain and efficient laser dye under pulsed optical excitation, by 
Duarte et al. (2006). Using a simple grating-mirror cavity the tuning range of this lasers is 
501-574 nm. Maximum emission is observed at 555λ ≈ nm and the laser grating-narrowed 
linewidth is 3λΔ ≈  nm (Duarte et al., 2006). These results are presented in detail in Section 3. 
Using the double stack electrically-excited organic light emitting diode (OLED) structure 
configured within an asymmetrical sub microcavity, and collinearly confined within a 
double interferometric structure, Duarte et al. (2005) reported on a nearly diffraction limited 
beam with a near-Gaussian profile and high visibility interferograms. The experimental 
arrangement is shown in Figure 1. The sub microcavity has a high reflectivity back mirror, 
that is also the cathode, and a low reflectivity output coupler, which is also the anode. This 
output coupler is configured by a layer of ITO and the glass interface. The external surface 
of the glass output coupler is antireflection coated with MgF2 to avoid intra-glass 
interference. A detail description of the semiconductor structure is given in Duarte et al. 
(2005). 
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Fig. 1. (a)  Electrically-pumped organic semiconductor interferometric emitter depicting the 
sub micrometer cavity with 300l ≈  nm. M1 is a total reflector and M2 is a low reflectivity 
output coupler (see text). (b) Double-slit interferometric configuration used to determine the 
coherence of the emission. The slits are 50 μm wide separated by 50 μm. The distance to the 
interferometric plane is z (from Duarte (2008)). 

The overall length of this asymmetrical sub micrometer cavity is 300 nm. This 
interferometric emitter has been described as a doubly interferometrically confined organic 
semiconductor (DICOS) emitter where the emission medium is a laser-dye-doped Alq3 matrix 
(Duarte, 2007). As described by Duarte et al. (2005) the DICOS emitter is excited with high-
voltage pulses, at 100V, with ns rise times.  This interferometric emitter works in the 
following manner: the first 150 μm aperture allows the propagation of a highly divergent, 
multiple-transverse-mode beam. The second 2 150w =  μm aperture, positioned along the 
optical axis at 130L ≈ mm from the first aperture, allows propagation of a single-transverse 
mode exclusively. The optimum value of L is a function of wavelength and aperture 
dimensions (Duarte, 1993). That emission, the emission precisely along the optical axis, 
corresponds to a single-transverse mode, with a near-Gaussian profile (Figure 2), and 
exhibits a divergence near the diffraction limit as defined by the dimensions of the aperture 
(Duarte et al., 2005; Duarte, 2007, 2008). The digital profile of this near-Gaussian beam is 
shown in Figure 3.    
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Fig. 1. (a)  Electrically-pumped organic semiconductor interferometric emitter depicting the 
sub micrometer cavity with 300l ≈  nm. M1 is a total reflector and M2 is a low reflectivity 
output coupler (see text). (b) Double-slit interferometric configuration used to determine the 
coherence of the emission. The slits are 50 μm wide separated by 50 μm. The distance to the 
interferometric plane is z (from Duarte (2008)). 

The overall length of this asymmetrical sub micrometer cavity is 300 nm. This 
interferometric emitter has been described as a doubly interferometrically confined organic 
semiconductor (DICOS) emitter where the emission medium is a laser-dye-doped Alq3 matrix 
(Duarte, 2007). As described by Duarte et al. (2005) the DICOS emitter is excited with high-
voltage pulses, at 100V, with ns rise times.  This interferometric emitter works in the 
following manner: the first 150 μm aperture allows the propagation of a highly divergent, 
multiple-transverse-mode beam. The second 2 150w =  μm aperture, positioned along the 
optical axis at 130L ≈ mm from the first aperture, allows propagation of a single-transverse 
mode exclusively. The optimum value of L is a function of wavelength and aperture 
dimensions (Duarte, 1993). That emission, the emission precisely along the optical axis, 
corresponds to a single-transverse mode, with a near-Gaussian profile (Figure 2), and 
exhibits a divergence near the diffraction limit as defined by the dimensions of the aperture 
(Duarte et al., 2005; Duarte, 2007, 2008). The digital profile of this near-Gaussian beam is 
shown in Figure 3.    
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Fig. 2. Black and white silver halide photograph of the emission beam recorded at z = 340 
mm. As shown in Duarte et al. (2005) the spatial profile of this single-transverse-mode 
emission is near-Gaussian and the beam divergence is ~ 1.1 times its diffraction limit (from 
Duarte et al. (2005)).   

 
Fig. 3. Digital profile of the near-Gaussian emission beam, with a measured divergence  ~ 
1.1 times its diffraction limit,  recorded at z = 340 mm. Each pixel is 25 μm wide (from 
Duarte et al. (2005)). 
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Considering the uncertainty in the measurement plus the uncertainty in the dimensions of the 
aperture a convergence towards the diffraction limit might be possible. In essence, the function 
of the double interferometric array is analogous to the highly discriminatory function of a 
multiple-prism grating configuration in narrow-linewidth laser oscillators (Duarte, 1999). 
As mentioned the emission beam profile is near Gaussian and exhibits a divergence of 

2.53 0.13θΔ = ±  mrad which is ~ 1.1 times the diffraction limit as defined by the 2 150w ≈  μm 
dimensions of the apertures (Duarte et al., 2005). The emission is also characterized by high 
visibility double-slit interferograms with V 0.9≈  (see Figure 4) which approaches the 
visibility regime observed from interferograms generated with the 543.30λ ≈ nm transition of 
a He-Ne laser with V 0.95≈  (see Figure 5) (Duarte, 2007). The interferometrically determined 
linewidth of the electrically-excited dye emission is 10.5λΔ ≈ nm (Duarte, 2007, 2008). Given 
the extremely short length of the cavity ( 300l ≈  nm), this linewidth is consistent with single-
longitudinal-mode emission since the free-spectral range is 486δλ ≈  nm. Pulsed output 
power is in the nW regime (Duarte et al., 2005) and results are summarized in Table 1. As an   
 

                   θΔ  (mrad)          λΔ  (nm)          V            λ  (nm)          Threshold              
                                                                                                        A/cm2                            

                  __________________________________________________________ 

                    2.53a                  ~10.5b                  0.9               ~540               ~ 0.8                      
                  __________________________________________________________ 

                   a This θΔ  corresponds to ~ 1.1 times the diffraction limit 
                   b This λΔ was determined using the  interferometric method  

          described  in Duarte (2007, 2008).   
Table 1. Emission parameters of the organic semiconductor  interferometric  emitter 
 

 
Fig. 4. Double-slit interferogram of the emission from the interferometric emitter using the 
configuration depicted in Figure 1b.  The visibility  recorded at z = 50 mm is V 0.9≈  
leading to an interferometrically  determined linewidth of 10.5λΔ ≈  nm.  Each pixel is 25 
μm wide (from Duarte et al. (2005)).    
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Fig. 4. Double-slit interferogram of the emission from the interferometric emitter using the 
configuration depicted in Figure 1b.  The visibility  recorded at z = 50 mm is V 0.9≈  
leading to an interferometrically  determined linewidth of 10.5λΔ ≈  nm.  Each pixel is 25 
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explanatory note it should be mentioned that since both axial apertures can be physically 
represented as an array of a large number of sub apertures they can be considered as 
interferometric arrays. Indeed, interferometry of the emission is performed by replacing the 
second aperture by a double-slit arrangement also known as a Young-slit configuration. 
Furthermore, absence of the second aperture causes the emission to be, as previously 
mentioned, highly divergent and multi transverse mode. The similarities of the 
interferograms corresponding to the electrically excited DICOS emitter and the narrow-
linewidth green He-Ne laser (Figures 4 and 5) are self evident. It should be indicated that 
the noise in the interferogram depicted in Figure 4 is mainly detector noise given the much 
lower intensity levels and the fact that the digital detector was not cooled.  
 

 
Fig. 5. Double-slit interferogram of the emission from the 543.30λ ≈ nm narrow-linewidth 
He-Ne laser using the interferometric configuration depicted in Figure 1b. The visibility  
recorded at z = 50 mm is V 0.95≈  while the measure laser linewidth is 0.001λΔ ≈  nm.  
Each pixel is 25 μm wide (from Duarte et al. (2005)).       

3. Optically-pumped coumarin 545 tetramethyl tunable laser 
As the experiments reported by Duarte et al. (2005) began it became apparent that the dye 
used in the tandem organic semiconductor, or tandem OLED, that is coumarin 545 
tetramethyl (or C 545 T) had not been reported in the literature as a laser dye. The molecular 
structure of C 545 T is depicted in Figure 6. It is well known that many dyes with good to 
strong fluorescence characteristics might not necessarily become laser dyes. Thus, an 
standard laser experiment was designed to investigate the emission properties of C 545 T. If 
this dye was not capable of emitting coherent emission in its optically pumped version then 
the likelihood of observing coherent emission in the electrically-pumped regime would be 
infinitesimally small. 
The experiment consisted in using a 3 mM solution of C 545 T in ethanol in a wedged optical 
cell deployed in a straight forward tunable optical cavity as depicted in Figure 7. The 
excitation laser is a Nitrogen laser ( 337λ ≈ nm) yielding approximately 7 mJ/pulse in 
pulses with a duration of ~ 10 ns (FWHM). 
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Fig. 6. Molecular structure of the laser dye coumarin 545 tetramethyl (C 545 T) (from Duarte 
et al., 2006).      

These experiments demonstrated that C 545 T not only lased but lased extremely well under 
pulsed optical excitation. The measured laser efficiency was found to be ~ 14%, with a 
nearly diffraction limited beam divergence of 1.2θΔ ≈  mrad., laser linewidth of 3λΔ ≈ nm, 
and an exceptional tuning range of 501 574λ≤ ≤ nm (see Figure 8) (Duarte et al., 2006).  
Thus, C 545 T adds to the excellent laser performance of the family of coumarin tetramethyl 
laser dyes (Chen et al., 1988; Duarte, 1989). Table 2 summarizes the performance of this 
optically-pumped C 545 T tunable laser.  
 

 
Fig. 7. Transversely-excited coumarin 545 tetramethyl dye laser. The tuning-narrowing  
diffraction grating has 3000 lines/mm and the output coupler-mirror is configured with a 
Glan-Thompson polarizer to yield laser emission polarized parallel to the plane of 
propagation (from Duarte et al. (2006)).   

                 _____________________________________________________________ 
θΔ  (mrad)    λΔ  (nm)      Tuning        Efficiency    Dye concentration             

                                                 range (nm)          %                       mM                             
                 _____________________________________________________________ 

           1.2               ~3.0            574501 ≤≤ λ      ~14                        3.0                      
                 _____________________________________________________________  

Table 2. Performance of the grating-tuned optically-pumped C 545 T dye laser (from Duarte 
et al. (2006)).       
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Table 2. Performance of the grating-tuned optically-pumped C 545 T dye laser (from Duarte 
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Fig. 8. Tuning curve of the transversely-excited coumarin 545 tetramethyl dye laser. The 
tuning range of the emission is 501 574λ≤ ≤ nm and the dynamic range of its output 
intensity span approximately four orders of magnitude  (from Duarte et al. (2006)). 

4. Microcavity emission in the red 
Using an experimental configuration partially similar to that disclosed by Duarte et al. 
(2005) and Duarte (2007, 2008) (without the second aperture), Liu et al. (2009) reported on 
laser emission at 621.7 nm using a red emitting tetramethyl dye-doped active medium. A 
summary of this report includes a linewidth of 1.95λΔ ≈  nm, a beam divergence of 

32θΔ ≈ mrad, interferometric visibility of V 0.89≈ , and a current threshold of 0.86 A/cm.2    
However, in a recent paper Samuel et al. (2009) interrogate various aspects of Liu et al. 
(2009), including: 
1. The linewidth reduction from 2.62 nm, below threshold, to 1.95 nm, above threshold, is 

deemed as insufficient evidence of lasing. An analogous comment is made in reference 
to beam divergence (Samuel et al., 2009). 

2. The threshold current density of 0.86 A/cm2 is said to be “five orders of magnitude 
smaller” than expected (Samuel et al., 2009). 
Thus, the output emission reported in Liu et al. (2009) is not classified by Samuel et al. 
(2009) as corresponding to laser emission. In a more general context Samuel et al. (2009) 
highlight the importance of polarization in organic laser emission and formulate further 
assertions including:  

3. “Interference effects can be observed perfectly well using a lamp and a pair of slits... 
The observation of interference phenomena is intriguing, but the source is small and 
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therefore capable of giving high-visibility fringes when illuminating double slits” 
(Samuel et al., 2009).  

4. “The typical linewidth of ASE in an organic semiconductor is 10 nm” (Samuel et al., 2009). 
Here, the comments and assertions of Samuel et al. (2009) are examined in light of the 
published dye laser literature in Sections 5, and 7-9.   

5. Microcavity lasers and thresholds 
Experiments published on optically-pumped liquid dye lasers with a cavity length l λ≤  
indicate that a near “zero-threshold-laser” emission is observed for / 2l λ≈  (De Martini et al., 
1988). These results were obtained with a multiple-transverse-mode emission beam (De 
Martini et al., 1988). Albeit the beam waist, on focus at the gain region, of the excitation beam 
is not given by these authors, it can be shown that even with an emission beam waist of only a 
few micrometers there would be an enormous number of transverse modes due to the 

/ 2l λ≈  length of the cavity. The relevant fact here is that De Martini et al. (1988) did observe 
a near “zero-threshold-laser” emission under multiple-transverse-mode conditions. These 
experiments provide very persuasive evidence in support of threshold behavior at very low 
excitation densities. In other words, the experiments of De Martini et al. (1988) strongly 
suggest that with a suitable gain medium, and microcavity configurations, high threshold 
energy densities are not required. Subsequently, with a suitable gain medium, and 
microcavity, current density thresholds in the 10-100 kA/cm2 range, as mentioned by Samuel 
et al. (2009), should not be necessary. Therefore, low threshold behavior at 0.8−0.9 A/cm2 
(Duarte et al., 2005; Duarte, 2007, 2008; Liu et al., 2009) is consistent with what would be 
expected in a sub micrometer cavity where the conditions l λ<  do apply. It should also be 
mentioned that in our own experiments rapid destruction of the laser dye-doped 
semiconductor medium was observed at peak excitation voltages, in the nanosecond regime, 
approaching 10 kV corresponding to current densities of only ~ 190 A/cm2  (Duarte, 2008). The 
emission beam profile under such extreme excitation conditions is shown in Figure 9. 
 

 
Fig. 9. Black and white silver halide photograph of the near-Gaussian emission beam, from the 
interferometric emitter (DICOS), recorder under nanosecond pulsed excitation at ~ 10 kV per 
pulse. The corresponding excitation current density is ~ 190 A/cm.2 (from Duarte (2008)).   
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Fig. 9. Black and white silver halide photograph of the near-Gaussian emission beam, from the 
interferometric emitter (DICOS), recorder under nanosecond pulsed excitation at ~ 10 kV per 
pulse. The corresponding excitation current density is ~ 190 A/cm.2 (from Duarte (2008)).   
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6. Beam divergence and transverse mode structure 
The ideal diffraction limited beam divergence, derived from the uncertainty principle 

x p hΔ Δ ≈  (Dirac, 1978), is given by Duarte (2003) 

 ( / )wθ λ πΔ ≈  (1) 

where λ is the emission wavelength and w the emission beam waist. However, the beam 
divergence from a cavity can be augmented by geometrical factors included in the 
expression (Duarte, 1990a)    

 ( )1/22 2( / ) 1 ( / ) ( / )R Rw L B L A Bθ λ πΔ ≈ + +  (2) 

where  

  2( / )RL wπ λ=                                         

is the Rayleigh length and A and B are propagation terms from propagation matrix theory 
(Duarte, 1989, 1990a). In well-designed narrow-linewidth laser oscillator cavities the beam 
divergence often approaches the diffraction limit as the term in parenthesis approaches 
unity (Duarte, 1990a, 1999). For a complete matrix treatment of tunable laser resonators the 
reader should refer to Duarte (1989, 1992, 2003). 
For a simple mirror-mirror resonator, in the absence of intracavity beam expansion A ≈ 1 
and  B becomes the intra cavity length l (see Figure 1), so that B l= , and 

 ( )1/22( / ) 1 2( / )Rw L lθ λ πΔ ≈ +   (3) 

For a microcavity the condition l λ≤  applies, and RL l>>  , so that                   

 ( / )wθ λ πΔ >>  (4) 

Thus, large beam divergences are inherent to resonators where the cavity length is in the 
sub micrometer, or nanometer, regime as in the case of what is understood for sub 
micrometer cavities where the condition l λ≤  applies. Thus the use of a secondary aperture 
along the propagation axis, as depicted in Figure 1, is necessary if near single-transverse-
mode emission is desired.    
A more accurate description of the diffraction limited divergence as given in (Duarte, 2008) 

 ( ) /( )wθ λ λ πΔ ≈ ± Δ   (5) 

where λΔ  is the usual linewidth of emission. In this regard, a cumulative spatial detector 
(such as a silver-halide photographic plate) registers    

 ( ) /( )wθ λ λ πΔ ≈ + Δ  (6) 

which illustrates to a first approximation that the narrowing in the spectral width, as the 
emission transitions from ASE to lasing, leads to a decrease in the beam divergence.   
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The conditions outlined in Equation (4) lead to an emission characterized by a very large 
number of transverse modes as can be quantified via the interferometric equation (Duarte, 
1993, 2007, 2008)  

 2 2

1 1 1
| | | ( ) 2 ( ) ( )cos( )

N N N

j j m m j
j j m j

x s r r r
= = = +

⎛ ⎞
⎜ ⎟〈 〉 = Ψ + Ψ Ψ Ω −Ω
⎜ ⎟
⎝ ⎠

∑ ∑ ∑   (7) 

where the phase term in parenthesis relates directly to the exact geometry of the cavity and 
the wavelength of emission (Duarte, 2003). Moreover, because the cavity is so short the free 
spectral range, given by  

 2 /(2 )lδλ λ≈   (8)                          

is very wide ( 486δλ ≈ nm).  Thus for emission linewidths in the 10 nm range (as in Duarte et 
al. (2005) and Duarte (2007, 2008)), only single-longitudinal-mode emission for each 
transverse mode is allowed.  
Therefore, for 300l ≈  nm, and 2 150w ≈ μm, the experimenter using a conventional 
configuration is confronted with large beam divergences and a multitude of transverse 
modes. One way to overcome this compounded problem is to position, at a distance 
determined by Equation (7), a second slit to filter out all the unwanted modes and allow 
only a single-transverse-mode that, as discussed previously, under appropriate linewidth 
conditions, would only allow a single-longitudinal mode.  This concept led to the doubly 
interferometrically confined organic semiconductor (DICOS) emitter described in (Duarte et 
al., 2005; Duarte, 2007, 2008) and depicted in Figure 1. 
Equation (7) is also used to generate a series of numerically based interferograms, using the 
emission wavelength and interferometric parameters applicable to the interferometric 
emitter, which are used in a graphical technique to estimate the approximate linewidth of 
the emission (see Duarte (2007, 2008)). This interferometrically determined linewidth yields 
a conservative upper limit for the emission linewidth, in this case 10.5λΔ ≈ nm (Duarte, 
2007, 2008). 

7. Visibility of double-slit interferograms 
It is well-known that “interference effects can be observed perfectly well using a lamp and a 
pair of slits” (Samuel et al., 2009).  Indeed, in their classic experiment Thompson and Wolf 
(1957) observed beautiful fringes with V 0.593≈  from a simple mercury lamp.  
Nevertheless, the literature indicates that interferograms with high visibility, V 0.9≥ , are 
coherently speaking more special. In a directly relevant experiment while using a similar 
geometry as (Duarte et al., 2005; Duarte, 2007, 2008), and a small organic semiconductor 
source, Saxena et al. (2006) have reported on visibilities of V 0.4≈ which is related to a 
measured linewidth of 100λΔ ≈  nm. Experiments on the measurement of interferometric 
visibility for dye ASE sources give a visibility of V 0.65≈  which is related to a measured 
linewidth of 17λΔ ≈  nm (Dharmadhikari et al., 2005).    
The use of double-slit interference techniques, to characterize the coherence of laser 
emission, is a well-known and accepted practice documented in the laser literature (Nelson 
and Collins, 1961; Shimkaveg et al., 1992; Trebes et al. 1992; Ditmire et al., 1996; Lucianetti et 
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6. Beam divergence and transverse mode structure 
The ideal diffraction limited beam divergence, derived from the uncertainty principle 

x p hΔ Δ ≈  (Dirac, 1978), is given by Duarte (2003) 

 ( / )wθ λ πΔ ≈  (1) 

where λ is the emission wavelength and w the emission beam waist. However, the beam 
divergence from a cavity can be augmented by geometrical factors included in the 
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 ( )1/22 2( / ) 1 ( / ) ( / )R Rw L B L A Bθ λ πΔ ≈ + +  (2) 

where  

  2( / )RL wπ λ=                                         

is the Rayleigh length and A and B are propagation terms from propagation matrix theory 
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 ( )1/22( / ) 1 2( / )Rw L lθ λ πΔ ≈ +   (3) 

For a microcavity the condition l λ≤  applies, and RL l>>  , so that                   

 ( / )wθ λ πΔ >>  (4) 

Thus, large beam divergences are inherent to resonators where the cavity length is in the 
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 ( ) /( )wθ λ λ πΔ ≈ ± Δ   (5) 

where λΔ  is the usual linewidth of emission. In this regard, a cumulative spatial detector 
(such as a silver-halide photographic plate) registers    

 ( ) /( )wθ λ λ πΔ ≈ + Δ  (6) 

which illustrates to a first approximation that the narrowing in the spectral width, as the 
emission transitions from ASE to lasing, leads to a decrease in the beam divergence.   
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The conditions outlined in Equation (4) lead to an emission characterized by a very large 
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al., 2004).  Indeed, double-slit interferometric measurement have been used to characterize 
laser emission since the dawn of the laser age (Nelson and Collins, 1961).  In this regard, 
laser emission is associated with visibilities in the approximate 0 85. ≤ V 1 0.≤ range (Trebes 
et al., 1992; Lucianetti  et al., 2004).  In our own experiments we have measured a visibility of 
V 0.90≈ using the configuration depicted in Figure 1b and V 0.95≈  for the equivalent 
interferometric configuration while using illumination from the narrow-linewidth 3s2−2p10 
transition ( 0.001λΔ ≈ nm) of the He-Ne laser at λ  ≈ 543.3 nm (Duarte et al., 2005; Duarte, 
2007; 2008).   
Thus the existing literature documents that the use of double-slit interferograms is a well 
accepted practice in determining the coherence of laser sources since 1961.  It is further well 
established that for typical ASE and non laser emission the measured visibilities are below 
V 0.65≈ . The published literature also indicates that emission with visibility in the range of 
0 85. ≤ V 1 0.≤ is highly coherent and therefore associated with laser emission. Besides citing 
the refereed literature, and in addition to the comparison with the coherence from the green 
He-Ne laser, we now refer to a direct experiment that registered the interferograms from the 
optically-pumped high-power C 545 T dye laser and the electrically-pumped C 545 T dye-
doped interferometric emitter. The interferograms were recorded directly on black and 
white silver-halide film thus leaving a permanent photographic record of the experiment 
(Duarte, et al., 2005; Duarte, 2008). 
 

 
Fig. 10. Back and white silver halide photographs of double-slit interferograms produced by 
(a) laser emission from a grating-narrowed C 545 T dye laser (Duarte et al., 2006) and (b)  
from the C 545 T dye-doped electrically-excited organic semiconductor interferometric 
emitter as depicted in Figure 1b.  In both cases the slits are 50 μm wide, separated by 50 μm, 
and z = 175 mm (from Duarte et al. (2005)).    
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Figure 10 shows the interferograms recorded under identical interferometric conditions, for 
the optically-pumped C 545 T dye laser (with 3λΔ ≈  nm) (Duarte et al., 2006), and the 
electrically-excited interferometric emitter (depicted in Figure 1b). Although these 
interferograms, at first glance, appear to be quite similar, examination under magnification 
reveals slightly broader characteristics from the interferometric emitter that are quite 
consistent with the interferometric estimate (Duarte, 2007, 2008) of 10.5λΔ ≈ nm.     

8. Emission bandwidth of ASE versus laser emission linewidth  
The presence of ASE, in narrow-linewidth dye lasers, is a physics and engineering challenge 
that has been a subject of sustained interest among researchers for quite a while (Duarte, 
1990, 2003). In particular, optimized oscillator cavities yielding tunable narrow-linewidth 
laser emission with extremely low levels of ASE have been successfully developed and 
optimized (Duarte and Piper, 1980; Duarte et al., 1990). In this effort it has been learned that 
ASE in dye lasers can be as wide as 50-60 nm (Dujardin and Flamant, 1978; Duarte and 
Piper, 1980; Bor, 1981; McKee et al., 1982) and can be successfully suppressed, in optimized 
multiple-prism grating cavities, to levels as low as  

9( / ) 10ASE laserρ ρ −≈   

for highly-coherent, highly-polarized, laser emission with 360νΔ ≈ MHz at 590 nm (or 
0.00042λΔ ≈  nm) (Duarte et al., 1990). Here it should be noted that the highly polarized 

emission (parallel to the plane of propagation) is almost entirely a by-product of the cavity 
architecture (Duarte et al., 1990; Duarte, 1990a).   
On the other hand, dye lasers are also capable of emitting high-power emission in a 
broadband mode while using basic mirror-mirror resonators. Iconic examples of such lasers 
are the dye laser reported by Schäfer et al. (1966), with a bandwidth of 10λΔ ≈ nm, and the 
dye lasers reported by Spaeth and Bortfeld (1966) with emission bandwidths in the 
4.5 7λ≤ Δ ≤ nm range.    
In summary, pulsed laser dye ASE can be as wide as 50-60 nm (Dujardin and Flamant, 1978; 
Duarte and Piper, 1980; Bor, 1981; McKee et al., 1982), and high-power dye lasers can be 
designed to either deliver broadband laser emission in the approximate 4.5 10λ≤ Δ ≤ nm 
range (Schäfer et al., 1966; Spaeth and Bortfeld, 1966; Baltakov et al., 1973), or highly 
coherent emission with laser linewidths as narrow as 0.0004λΔ ≈ nm at 590 nm (Duarte, 
1999). The characteristics of the emission depend on various parameters including the 
excitation conditions, laser dye concentration, and very importantly, the resonator 
architecture. Again, dye lasers can emit in the ASE regime (pre-laser emission), the 
broadband laser regime, and the narrow-linewidth laser regime.       

9. Polarization in organic dye lasers 
Shäfer (1990) and Duarte (1990b) provide detailed discussions on the polarization 
characteristics of laser and ASE emission in dye lasers. It is beautifully illustrated, for 
instance, that the intrinsic polarization orientation of the emission from a particular dye can 
be controlled by choosing the orientation of the polarization of the excitation laser relative to 
the propagation plane of the dye emitter (Duarte, 1990b). In the case of the copper-laser-
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pumped rhodamine 590 dye laser these polarization alternatives enable the designer to 
engineer a broadband dye laser with either an emission polarization perpendicular to the 
plane of propagation or nearly undefined (that is, nearly unpolarized). Furthermore, the 
overall final polarization for narrow-linewidth laser emission depends critically on various 
other factors. Thus, for laser-pumped dye lasers the final outcome is a function of the 
orientation of the polarization of the pump laser, the polarization preference of the grating, 
the orientation of the windows of the active region, the degree of polarization selection of 
the beam expander, and the presence or absence of an intracavity polarizer (Duarte, 1990b).  
Therefore, one avenue to optimize the overall conversion efficiency of a laser oscillator 
consists in carefully matching the polarization preference of all the above mentioned 
parameters to yield efficient, highly polarized, narrow-linewidth laser emission (Duarte and 
Piper, 1984). One recent example of such optimization is the narrow-linewidth solid-state 
multiple-prism grating laser oscillator shown in Figure 11. The rhodamine 6G dye doped 
polymer matrix is configured to favor polarization parallel to the plane of propagation, this 
polarization is then reinforced by the multiple-prism beam expander, the 3300 line/mm 
diffraction grating, and the Glan-Thompson polarizer output coupler (Duarte, 1999). This 
dispersive oscillator yields single-transverse-mode, single-longitudinal-mode, highly-
polarized laser emission (parallel to the plane of propagation) with a linewidth of 

350νΔ ≈ MHz (see Figure 12) and a pulse duration of 3tΔ ≈  ns which means that the 
emission is nearly limited by Heisenberg’s uncertainty principle. 
 

 
Fig. 11. Multiple-prism grating solid-state dye laser oscillator yielding single-transverse-
mode and single-longitudinal-mode laser emission at a linewidth of 350νΔ ≈ MHz 
( 0.0004λΔ ≈ nm at 590 nm) at extremely low levels of ASE.  The temporal pulse (~ 3 ns at 
FWHM) is nearly Gaussian and its tuning range is 550 603λ≤ ≤ nm. Due to the polarization 
preference of the grating, the multiple-prism beam expander, and the Glan-Thompson 
polarizer output coupler, the emission is highly polarized parallel to the plane of 
propagation. The gain medium is rhodamine 6 G dye-doped PMMA at a concentration of 0. 
5 mM (from Duarte (1999)).   
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Fig. 12. Fabry-Perot interferogram of the single-longitudinal-mode emission, at 

350νΔ ≈ MHz, from the optimized solid-state multiple-prism grating laser oscillator (from 
Duarte (1999)).  
The ASE level of this highly polarized single-longitudinal-mode emission is quoted as  
~ 10−6. The polarization discussion in this section is aimed at reminding the readership that, 
in organic dye lasers, polarization of the emission depends principally on the cavity 
architecture.     

10. Additional comments on broadband laser emission 
One of the characteristics of dye gain media is its high gain. The original reason to introduce 
trapezoidal dye optical cells (Duarte, 1980) was to successfully avoid broadband lasing due to 
the resonator cavity effect provided by the uncoated windows. With the trapezoidal 
geometry the excited dye region emits only ASE along the optical axis. This ASE can then be 
guided through the intracavity dispersive optics so that, following proper alignment of the 
cavity, low noise tunable narrow-linewidth emission can be achieved (Duarte, 1980, 1984, 
1999).  
A subtle point emerges here that is worth further attention. When broadband lasing occurs, 
due to the low reflectivity of parallel uncoated windows, and despite the absence of external 
mirrors, it is because a resonator cavity has been configured by the uncoated windows.  
Indeed, it is improper to label this broadband lasing, contained in a directional laser beam, 
as ASE. Certainly, the same effect occurs in solid-state dye lasers leading to the use of dye-
doped polymer matrices configured in trapezoidal geometries (Duarte, 1994, 1999). As a 
footnote it should be mentioned that once broadband lasing occurs, due to the low-
reflectivity effect mentioned here, it is not possible to bring the emission under control with 
the external optics shown in Figure 11.  Hence, it is imperative to suppress broadband lasing 
prior to achieving controllable low noise narrow-linewidth emission.    
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11. Additional comments on the microcavity emission in the red 
As already indicated by Samuel et al. (2009), Liu et al. (2009) adopted an experimental 
approach similar to that of Duarte et al. (2005). In particular, they use double slit 
interference to determine that the emission interferograms yield a visibility of V 0.51≈  
prior to threshold and a V 0.89≈  post threshold (Liu et al., 2009). This post-threshold 
visibility is close to the value reported by Duarte et al. (2005) and Duarte (2007, 2009) of 
V 0.9≈ . The interferogram published by Liu et al. (2009) is perfectly symmetrical and 
devoid of noise. If this represents a series of averaged interferograms it is not mentioned by 
the authors (Liu et al., 2009), however, in our experience a perfectly-symmetrical noiseless 
interferogram would be an extremely rare occurrence (see Figures 4 and 5).    
The magnitude of the change in interferometric visibility reported in (Liu et al., 2009), from 
V 0.51≈  to V 0.89≈ , is not consistent with the relatively small transition in linewidth, 
from 2.36 nm to 1.95 nm. From an alternative perspective a bandwidth of 2.26 nm is 
unusually narrow to be associated with dye ASE as discussed in the previous section. 
Moreover, the reported pre threshold visibility of V 0.51≈  is too low to be associated to a 
linewidth of 2.26 nm.   

12. Discussion 
Recently, Newton’s ring interferometry has been used on standard C 545 T dye-doped 
OLED devices yielding measured linewidths in the 40 110λ≤ Δ ≤  nm range with the 
authors attributing the narrower linewidth ( 40λΔ ≈ nm) to “microcavity effects” (Tsia et al., 
2010). These results are consistent with those of Saxena et al. (2006) who reported 100λΔ ≈  
nm and V 0.4≈ for their organic semiconductor device. These completely independent 
results illustrate that the high degree of coherence reported in Duarte et al. (2005) and 
Duarte (2007, 2008), is not observed in the standard OLED devices of Saxena et al. (2006) or 
Tsia et al. (2010). For emission originating from a laser dye medium, such as C 545 T, it is 
experimentally justified to expect, according to the literature, a wide spectral coverage for 
ASE (50-60 nm) (Dujardin and Flamant, 1978; Duarte and Piper, 1980; Bor, 1981; McKee et 
al., 1982) and relatively broad laser linewidths, in the approximate 4.5 10λ≤ Δ ≤  nm range, 
for simple mirror-mirror cavities (Schäfer et al., 1966; Spaeth and Bortfeld, 1966; Baltakov et 
al., 1973). By contrast, Samuel et al. (2009) mention that “typical linewidth of ASE in an 
organic semiconductor is 10 nm.” Although this statement might be relevant for conjugated 
polymer gain media it does not apply to laser-dye based gain media (Dujardin and Flamant, 
1978; Duarte and Piper, 1980; Bor, 1981; McKee et al., 1982).   
The visibility of the interferograms V 0.90≈  (Duarte et al., 2005; Duarte, 2007, 2008) is 
considerably higher than the visibilities associated with standard OLED devices (Saxena et 
al., 2006; Tsia et al., 2010), higher than the visibility associated with ASE (Dharmadhikari et 
al.,  2005), and consistent with the interferometric visibilities of laser emission (Trebes et al., 
1992; Lucianetti et al., 2004). Further, the interferometrically determined linewidth 

10.5λΔ ≈ nm is consistent with the linewidth reported for broadband dye laser emission in 
the iconic paper of Schäfer et al. (1966). As a result of the double interferometric confinement 
(Figure 1b) the emission radiation corresponds to a single-transverse-mode (Figures 2 and 3) 
and a single-longitudinal-mode as discussed in Section 6. As suggested in (Duarte, 2007) the 
likely origin for the observed spectral coherence is the resonance established in the 
asymmetrical sub microcavity, or nanocavity.  In this regard, under excitation with a fast 
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rise time pulse (Duarte et al., 2005; Duarte, 2007) it would only take a tiny fraction of a 
nanosecond for the emission to execute an enormous number of intracavity return passes 
since 300l ≈ nm. Previous studies on optically-pumped solid-state narrow-linewidth dye 
laser oscillators, using asymmetrical cavity configurations, established that only a few 
intracavity return passes are necessary to reach laser threshold (Duarte, 2003).    
The lack of access, via mirror controls, associated with the class of sub microcavity 
configuration used in these experiments, does deny the opportunity to observe the emission 
as a function of cavity alignment. As previously indicated (Duarte, 2008) this might require 
the construction of a series of devices with various output coupler reflectivities in addition 
to changing, by design, the angle of  incidence, relative to the optical axis, at the output 
coupler mirror.  Since mirror dependence of the emission was not demonstrated an explicit 
claim of a conventional laser device, or “an electrically-pumped dye laser,” was not made in 
Duarte et al. (2005) or Duarte (2007, 2008). Nevertheless, the experimental evidence clearly 
shows that the coherent emission reported in these papers (Duarte et al., 2005; Duarte, 2007, 
2008) is, spatially and spectrally, indistinguishable from broadband dye laser emission.          

13. Conclusion 
In this chapter experimental results demonstrating spatially coherent, and 
interferometrically coherent, emission from pulsed electrically-pumped coumarin 545 
tetramethyl laser-dye-doped organic semiconductors have been reviewed. This review also 
takes into account interpretational issues brought forward in recent publications.  In 
particular, this review re-examines concepts and parameters relevant to amplified 
spontaneous emission, linewidth, and polarization in tunable organic dye lasers. This has 
been done by revisiting published results on dye amplified spontaneous emission, 
broadband dye lasers, and narrow-linewidth tunable laser oscillators using laser dye gain 
media. This has been performed using seminal and historically significant references from 
the peer-reviewed literature.  This exercise leads us to reaffirm the previous interpretation of 
Duarte et al. (2005) and Duarte (2007, 2008) that the emission observed from the electrically-
excited doubly interferometrically confined organic semiconductor emitter is, coherently 
speaking, indistinguishable from broadband dye laser emission. 

14. References 
Baldo, M. A., Holmes, R. J., and Forrest, S. R. (2002). Prospects for electrically pumped 

organic lasers, Phys. Rev. B 66, 035321. 
Baltakov, F. N., Barikhin, B. A., Kornilov, V. G., Mikhnov, S. A., Rubinov, A. N., and L. V. 

Sukhanov (1973). 110-J pulsed laser using a solution of rhodamine 6G in ethyl 
alcohol, Sov. Phys. Tech. Phys. 17, 1161-1163. 

Bor, Z. (1981). Amplified spontaneous emission from N2 laser pumped dye lasers, Opt. 
Commun. 39, 383-386. 

Chen, C. H., Fox, J. L., Duarte, F. J., and Ehrlich, J. J. (1988). Lasing characteristics of new 
coumarin-analog dyes: broadband and narrow-linewidth performance, Appl. Opt. 
27, 443-445. 

Costela, A., García Moreno, I., and Sastre, R. (2003).  Polymeric solid-state dye lasers: recent 
developments, Phys. Chem. Chem. Phys. 5, 4745-4763. 



 Coherence and Ultrashort Pulse Laser Emission 

 

18 
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shows that the coherent emission reported in these papers (Duarte et al., 2005; Duarte, 2007, 
2008) is, spatially and spectrally, indistinguishable from broadband dye laser emission.          
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been done by revisiting published results on dye amplified spontaneous emission, 
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media. This has been performed using seminal and historically significant references from 
the peer-reviewed literature.  This exercise leads us to reaffirm the previous interpretation of 
Duarte et al. (2005) and Duarte (2007, 2008) that the emission observed from the electrically-
excited doubly interferometrically confined organic semiconductor emitter is, coherently 
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1. Introduction    
This article reviews recent developments in research on coherence properties of 
femtosecond XUV and x-ray lasers.  Coherence is one of the most conspicuous features of 
laser sources. It describes how an electromagnetic wave field is correlated at different times 
and at different points in space. Coherence is a property that enables stationary interferences 
and thereby enables holographic and diffractive or lens less imaging. 
While a large number of different laser systems radiating in the infrared, visible and UV 
spectral range have been developed in the past five decades since the invention of the laser, 
the generation of intense and coherent XUV and x-ray radiation is still a formidable goal of 
basic research. Developed first in the mid and far infrared spectral region free electron lasers 
(FEL) provide a new means to generate widely tunable coherent radiation [Madey, 1971; 
Deacon et al., 1977; Oepts et al., 1995]. In the XUV and soft x-ray spectral region the present 
lack of appropriate mirrors prevent the construction of optical resonators, essential for a 
laser with well-defined mode properties. Therefore in this spectral region free-electron 
lasers have to rely on the principle of self-amplified spontaneous emission (SASE), where in 
a single path enough gain is accumulated to evolve a pulse from shot noise. These machines 
then provide pulsed XUV and x-ray radiation which shows only partial coherence 
(Kondratenko & Saldin, 1980; Bonifacio et al., 1984; Murphy & Pellegrini, 1985). A 
characterisation of the coherence properties of SASE FEL radiation is not only important for 
the understanding and improvement of the SASE process. With the concomitant 
development of coherent diffraction imaging it is also of great practical importance in a 
broad field of fundamental scientific applications, like holographic imaging of artificial 
magnetic structures or single pulse imaging of large biomolecules. The theoretical 
description of the coherence properties of SASE FEL has made tremendous progress in the 
recent years. In this chapter we will briefly review measurement methods and description of 
partially coherent optical fields. The considerations will be applied to characterize the 
spatial and temporal coherence of pulses from the SASE free electron laser in Hamburg 
(FLASH) and of high harmonic radiation. 

2. Basic definitions 
Coherence is a measure of the correlation properties of different electromagnetic wave 
fields. For a more general comprehension some basic definitions are reviewed following the 
books of Mandel and Wolf (Mandel & Wolf, 1995) and Goodman (Goodman, 2000). The 
mutual correlation function Γ describes the coherence of an electromagnetic field E between 
two positions r1 and r2 at different times t and (t + τ): 
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 ( ) ( ) *
1 2 1 2Γ , ,  τ E ,  t E ( ,  t τ)= +r r r r  (1) 

For a fixed distance (ri  -  rj) this simplifies to the mutual time correlation function: 

 ( ) ( ) *
ij i jΓ ,τ  E t E (t τ)− = +i jr r  (2) 

The absolute value of the normalised correlation function γ12(τ) 

 ( ) ( ) ( )12 12 11 22γ (τ) Γ τ / Γ 0 Γ 0= . (3) 

can be measured as the visibility V of the interference fringes of two interfering partial 
beams. The visibility V is connected to the normalised correlation γ12(τ) function via 

 ( )12 1 2 1 2 max min max minV γ τ I I /(I I )    (I I ) /(I I )= + = − + , (4) 

where I1 and I2 are the intensities of the interfering partial beams and Imax and Imin are the 
maximum and minimum intensities of the interference fringes, respectively. The coherence 
time τc can be defined as the half width at half maximum [HWHM] of γ12(τ). A more general 
definition for arbitrary functions is given by 

 ( ) 2
c 12τ γ τ dτ.

∞

∞−
= ∫  (5) 

From the mutual correlation function Γ the cross spectral density W(r1, r2, ω) is then defined as 

 ( ) ( )  
1 2 1 2W , ,  ω Γ , ,  dτ

∞
ωτ

∞
τ

−
= ∫ ir r r r e . (6) 

From this expression one can readily recognize that it forms a Fourier pair with the mutual 
correlation function Γ. The cross spectral density constitutes a measure between the spectral 
amplitudes of any particular frequency component ω of the electromagnetic field at the 
spatial points r1 and r2. When the cross spectral density W is treated for one point r1 = r2 = r it 
equals the power spectrum S(r, ω) of the light 

 ( ) ( )S ,ω W , ,ω=r r r  (7) 

Analogous to the mutual coherence function Γ also the cross spectral density W can be 
normalised 

 ( ) ( ) ( )1 2 1 2 1 2μ , ,ω W( ,   ,ω) / S ,ω S ,  ω=r r r r r r  (8) 

The normalised cross spectral density μ(r1,r2,ω) is usually referred to as the spectral degree 
of coherence. In analogy to the coherence time of the light pulse also the degree of 
transverse coherence ζ is defined as 

 ( ) ( ) ( ) ( )2 2
1 2 1 2 1 2γ , I I d d  /  I dζ = ⎡ ⎤∫∫ ∫⎣ ⎦r r r r r r r r . (9) 

Here I(r) denotes the intensity distribution of the electromagnetic field. An experimentally 
easily accessible value for the transverse coherence is given by the (r.m.s) transverse 
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coherence length ξx,y. The effective transverse coherence length at a distance z from the 
source is ( ) ( ), x,y  , ,Ξ ξ Σ /x y x y sx yz z σ= ⋅ , where Σx,y(z) denotes the r.m.s. beam size at the 

position z and σs is the r.m.s source size. This article reviews recent theoretical and 
experimental results concerning the coherence time tc, the degree of transverse coherence ζ  
and accordingly the transverse coherence length ξx,y of free electron lasers and high-
harmonic generation light sources in the XUV and x-ray spectral regime. 

3. The SASE FEL process  
The generation of coherent radiation in a Self-Amplified Spontaneous Emission (SASE) 
process by a relativistic electron beam passing through a series of regularly spaced magnetic 
fields with opposite direction – a so-called undulator that is shown in Fig. 1a - was first 
proposed by Kondratenko and Saldin in 1980 (Kondratenko & Saldin, 1980). In 1985 
Murphy and Pellegrini (Murphy & Pellegrini, 1985) pursued this idea of a single-pass 
amplifier starting from noise for soft x-ray radiation. Since in the x-ray spectral region 
optical cavities would feature significant losses present machines operate on a single-pass 
through an undulator. Therefore a SASE FEL consists of an electron accelerator and a 
sufficiently long undulator.  
 

 
Fig. 1. (a) The electron orbit in a periodic undulator field (undulator period λU). Three 
electrons and the field of an electromagnetic wave (wavelength λphot) are shown at three 
positions along the undulator. The phase slip of the electrons with respect to the light field 
by exactly one wavelength from one undulator period to the next is discernible. (b) The 
density modulation of the electron bunch as it develops along the undulator, at the 
beginning of the undulator, in the middle and at the exit. The pictures are taken from 
reference (Feldhaus, Arthur & Hastings, 2005). 

When the quality of the electron beam in terms of charge density, emittance and energy 
spread is high enough, the interaction between the electrons oscillating in the undulator 
magnetic field and the synchrotron radiation that is spontaneously emitted, leads to a 
density modulation of the electron bunch in the longitudinal direction, see Fig. 1b.  
The period length of this modulation equals the wavelength of the undulator radiation 
(microbunching). Figure 1a shows a bunch of three electrons and the field of the 
electromagnetic wave at three positions along the undulator. An electron is accelerated or 
decelerated by the electric field of the radiation depending on its relative phase with respect 
to the light wave. This leads to a velocity modulation which then transforms into a 
longitudinal density modulation if the undulator is sufficiently long.  The microbunched 
electrons will then radiate in phase with each other because of their longitudinal grouping 
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being exactly one optical wavelength. Thereby, the microbunching is sharpened further 
which in turn enhances the intensity of the electromagnetic field. This effect is referred to as 
Self-Amplified Spontaneous Emission (SASE). The radiated intensity of such a FEL is 
therefore proportional to the square of the number of particles involved and presently 
reaches values of the order of 1 mJ per pulse (Feldhaus, Arthur & Hastings, 2005; 
Ackermann et al., 2007; Emma et al., 2010). A list of some essential parameters of already 
operating and proposed SASE FEL can be found in Table I. 
 

 FLASH LCLS XFEL 
Minimum Wavelength 
(fundamental) [nm] 4.45 0.12 0.1 

Maximum Photon energy 
(fundamental) [eV] 276 8270 12400 

Pulse duration 29 fs  at 24 nm 500 to < 10 fs 100 fs 
Coherence time 6 fs at 24 nm < 1 fs 0.22 fs 
Pulse energy [mJ] 0.3 1.3 - 3 30 

Table I. Main parameters of FLASH (Mitzner, 2008; Mitzner, 2009; DESY Homepage, 2010), 
LCLS (McNeil, 2009; Emma et al., 2010), XFEL (Altarelli et al., 2006). 

4. Theoretical simulations  
Bonifacio et al. (Bonifacio et al., 1994a; 1994b) presented a systematic theoretical study of the 
temporal structure, the linewidth, noise, fluctuations and the spectrum of a SASE FEL. The 
latter is directly related to the temporal coherence (see equation 8). The results of the 1D 
time-dependent numerical model show that the temporal as well as the spectral structure 
consist of several spikes. Saldin et al. report a systematic approach for an analytical 
description of SASE FEL in the linear mode of amplification where SASE does not yet reach 
full saturation (Saldin et al., 2000b). In addition to the average radiated power and the 
spectral envelope also the angular distribution of the radiation intensity in the far field and 
the degree of transverse coherence was calculated. This general result was applied to the 
special case of an electron beam with a Gaussian profile and a Gaussian energy distribution. 
Applying the three dimensional time-dependent numerical code FAST (Saldin et al., 1999) 
an investigation of the amplification process in a SASE FEL was implemented. The 
fluctuations of the current density in the electron bunch are uncorrelated not only in time 
but also in space. In contrast to the 1D model this fact is taken into account within the 3D 
model.  The results were compared with analytical results showing that in the high-gain 
linear limit there is good agreement between both approaches. Importantly, it was found 
that even after completion of the transverse mode selection process the degree of transverse 
coherence of the radiation from a SASE FEL significantly differs from the ideal situation of 
complete coherence. This is a consequence of the interdependence of the longitudinal and 
transverse coherence. The SASE FEL shows poor longitudinal coherence which develops 
only slowly with increasing undulator length and thus prevents a full transverse coherence. 
For sake of generality the undulator length z is replaced by the normalized undulator length 

 ẑ Γ z= ⋅ , (10) 
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where 
1/32

0 1 A UΓ πj K /I λ γ⎡ ⎤= ⎣ ⎦  denotes the gain parameter. Here j0 is the beam current 

density, λU is the undulator period, IA = mc3/e ≈ 17 kA is the Alfven current and ω = 2πc/λ 
the frequency of the electromagnetic wave. The coupling factor Kn is given as 

( ) ( ) ( )(n 1)/2
n n 1/2 n 1/2K K 1 J Q  J Q ,−

− +⎡ ⎤= − ⋅ −⎣ ⎦  where ( )2 2Q n K /   2 1 K⎡ ⎤= +⎣ ⎦ . With the FEL 

efficiency parameter 2
zρ cγ Γ /ω=  the normalized coherence time is given as 

 ˆ .c cτ ρωτ=  (11) 

The detuning C is given as 2
U zC k  ω /2cγ   = − , where kU denotes the wave number of the 

undulator. The temporal structure of the radiation pulse at the undulator length ẑ  = 15 and 
a spectrum of the radiation from a SASE FEL calculated with the linear simulation code 
FAST are shown in Fig. 2. One can recognize that several temporal and spectral modes are 
present in the FEL radiation. Due to the connection between the frequency and time domain 
via a Fourier transformation a poor longitudinal coherence can readily be deduced from Fig. 
2b. It had been found that the coherence time achieves its maximal value near the saturation 
point and then decreases drastically. 
 

    
Fig. 2. (a) Temporal structure of the radiation pulse (λ = 13 nm) at the undulator length ẑ  = 
15. (b) Typical spectrum of the radiation from the FEL amplifier starting from shot noise at 
the undulator length ẑ  = 15. Both calculations had been performed with the linear 
simulation code FAST. After reference (Saldin et al., 2000b). 

A simulation of the degree of transverse coherence of the radiation of a SASE FEL plotted 
versus the normalized undulator length is shown in Fig. 3. The transverse degree of 
coherence ζ  was found to approach unity asymptotically as  ( )1 ζ 1 /z− ∝  at Γz ~ 15 
(Saldin et al., 2000b). At the beginning of the SASE process a large number M of transverse 
radiation modes are excited when the electron beam enters the undulator. At that stage the 
fluctuations of the current density in the electron bunch are still uncorrelated not only in 
time but also spatially. Since these different modes have different spatial overlap with the 
electron beam the amplification they experience will be different. Therefore, the number of 
modes decreases upon further amplification. As the fundamental mode has the best overlap 
with the electron beam the total field amplitude is dominated by the fundamental mode, 
which contributes according to this simulation close to 99.9 % to the total radiation power 
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15. (b) Typical spectrum of the radiation from the FEL amplifier starting from shot noise at 
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A simulation of the degree of transverse coherence of the radiation of a SASE FEL plotted 
versus the normalized undulator length is shown in Fig. 3. The transverse degree of 
coherence ζ  was found to approach unity asymptotically as  ( )1 ζ 1 /z− ∝  at Γz ~ 15 
(Saldin et al., 2000b). At the beginning of the SASE process a large number M of transverse 
radiation modes are excited when the electron beam enters the undulator. At that stage the 
fluctuations of the current density in the electron bunch are still uncorrelated not only in 
time but also spatially. Since these different modes have different spatial overlap with the 
electron beam the amplification they experience will be different. Therefore, the number of 
modes decreases upon further amplification. As the fundamental mode has the best overlap 
with the electron beam the total field amplitude is dominated by the fundamental mode, 
which contributes according to this simulation close to 99.9 % to the total radiation power 
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(Saldin et al., 2001). Transverse coherence establishes quickly at an early stage of 
amplification due to this transverse mode selection. One could mistakenly deduce that the 
latter effect proceeds further at higher z and the degree of transverse coherence should 
approach unity exponentially but not as  ( )1 ζ 1 /z− ∝  as it is found in (Saldin et al., 2000b). 
However, at this point, one should take a closer look at the spiky temporal and spectral 
structure of the FEL pulses shown in Fig. 2. In the high-gain linear regime the radiation of 
the SASE FEL consists of a spatial fundamental mode, however, at many different 
frequencies. The transverse distributions of the radiation field of spatially fundamental 
modes are also slightly different for different frequencies. As a result of the spatial 
interference of these longitudinal modes full transverse coherence is not achieved during the 
SASE process. To conclude, the interdependence between longitudinal coherence and 
transverse coherence is accountable for the fact that full transverse coherence is not achieved 
even after completition the mode selection process. 
 

 
Fig. 3. The degree of transverse coherence ζ of the radiation from a FEL amplifier as a 
function of the undulator length. The solid curve represents analytical results and the circles 
are obtained with the linear simulation code FAST. Taken from reference (Saldin et al., 
2000b). 
Besides the fundamental radiation the microbunched electron pulse also supports gain at 
odd harmonics of the radiation, although with decreasing intensity. Saldin et al. evaluated  
the properties of third harmonic generation from SASE FEL by employing the time-
dependent FEL simulation code GINGER (Saldin et al., 2006). The maximal value of the 
coherence time depends on the saturation length and, therefore, on the number of 
cooperating electrons Nc. For the coherence time ĉτ  of the fundamental harmonic they 
arrived at 

 ( ) cmax π lnNˆ /18cτ ≈ . (12) 

The evolution of the longitudinal coherence for higher harmonics with increasing undulator 
length is shown in Fig. 4. It is obvious that the normalized coherence time ĉτ  evolves in 
three different stages. Initially (up to ẑ  = 7 – 8, see Fig. 4) the coherence time increases 
linearly as it should occur for the spontaneous emission of the radiation from the undulator. 
When the process of nonlinear harmonic generation begins to dominate the spontaneous 
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emission the coherence time drops sharply. Around ẑ  = 10 – 11 a plateau is obtained where 
the ratio of the coherence time of the nth harmonic to that of the first harmonic scales with  
1 / n . The structure of the third harmonic radiation indicates a similar spiky characteristic 
both in time as well as in the spectral distribution (Saldin et al., 2006), as shown for the 
fundamental in Fig. 2. It was found that a sharpening of the peaks in the intensity 
distribution leads to the decrease of the coherence time for the higher harmonics. When the 
amplification process enters the nonlinear regime at a normalized undulator length of 
ẑ 11≥ , the relative sharpening of the intensity peaks of higher harmonics becomes stronger, 
and the coherence time decreases even further. In fact, the coherence time at the saturation 
point of  ẑ 13=  develops for higher harmonics approximately inversely proportional to the 
harmonic order n, as is shown in Fig.4. 
 

 
Fig. 4. Normalized coherence time of a SASE FEL as a function of normalized undulator 
length. Solid, dashed, and dotted lines correspond to the fundamental, 3rd, and 5th 
harmonic, respectively. Taken from reference (Saldin et al., 2006). 

5. Experimental results 
The experimental investigation of the spatial and temporal coherence properties of SASE 
FELs is of crucial importance, both from a fundamental point of view to assess different 
theoretical models, as well as for envisioned applications such as coherent imaging and 
holography in the x-ray spectral regime (Eisebitt et al., 2004; Chapman et al., 2006). 

5.1 Transverse coherence 
The first measurements of the transverse coherence of a SASE FEL operating in the VUV 
spectral regime have been performed by Ischebeck and co-workers in a Youngs double slit 
experiment (Ischebeck et al., 2003).  Double slits with different separations, crossed slits and 
circular apertures were used to study the transverse coherence of the VUV light of the 
TESLA Test Facility, the predecessor of FLASH at DESY.  The set-up is shown schematically 
in Fig. 5.  It basically consisted of a Ce:YAG scintillator to convert the VUV light with 
wavelengths between λ = 80 nm and λ = 120 nm into visible light and a camera.  The spatial 
distribution of the FEL radiation as well as the interference patterns from the different 
insertable apertures were observed. With a grating spectrometer equipped with an 
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intensified CCD camera the spectral distribution of the light has been measured, although 
consecutively to the coherence measurements. To measure the transverse coherence 
properties double slits (width d=100 µm and d=200 µm) with different slit separations 
between 0.5 mm and 3 mm were inserted at a distance of 11,84 m downstream from the 
undulator exit. 
 

 
Fig. 5. The experimental set-up used for the first measurements of the transverse coherence 
at the TESLA Test Facility, after (Ischebeck et al., 2003). 
Figure 6 shows the measured visibility (eqn. 4, circles) decreasing from V = 0.83 for 0.5 mm 
slit separation  to V = 0.23 for 3.0 mm slit separation. The measured beam profile (asterisks) 
with a Gaussian fit (solid line) and a simulated beam profile taken from Saldin et al. (Saldin, 
Schneidmiller & Yurkov, 1999) are also shown. The experimental results yield a high degree 
of transverse coherence of up to V = 0.83 in the center of the beam as it is expected from FEL 
theory presented above. The spatial coherence then decreases rapidly with increasing radial 
distance from the center of the beam. 
 

 
Fig. 6. Visibility in the center of the interference pattern as a function of the slit separation.  
For comparison, the beam profile measured with a MCP detector as a function of the 
position is shown. Taken from reference (Ischebeck et al., 2003).  
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Singer et al. used Youngs double slit to measure the transverse coherence properties of 
FLASH operated at λ = 13.7 nm (Singer et al., 2008). The experimental results are compared 
to results from a phenomenological modeling in terms of the Gaussian-Shell model (GSM). 
For the measurements a Young’s double slit experiment with slit separations of 150, 300 and 
600 µm was used. The double slit was positioned 20 m downstream from the undulator.  
Figure 7 shows the experimentally obtained absolute value of the complex degree of 
coherence with a Lorentzian fit yielding a transverse coherence length of ξx = 300 ±  15 µm 
for the horizontal direction and ξy = 250 ±  13 µm for the vertical direction. The degree of 
coherence |γ| decreases faster with the beam radius then the intensity. It is clear that the 
radiation field is not fully coherent, but rather partially coherent as it is expected from the 
measurements shown in reference (Ischebeck et al., 2003). 
 

 
Fig. 7. Absolute value of the complex degree of coherence |γ|at λ = 13.7 nm as a function of 
slit separation in the horizontal (circles) and vertical (squares) directions as a result of the fit 
to experimental data. A Lorentzian fit to the data of |γ(Δx)| is shown by solid (horizontal 
direction) and dashed (vertical) lines.  The intensity distribution is shown in the inset. Taken 
from reference (Singer et al., 2008). 
For an analysis of the coherence properties of FLASH  the experimental results are 
compared to the results from a general theoretical approach which is based on a 
decomposition of statistical fields into a sum of independently propagating transverse 
modes.  This method is known as the Gaussian-Schell model (GSM). Thereby the cross-
spectral density W(r1, r2) (see eqn. 6) is represented as a sum of independent coherent modes 
Ψ(r1, r2) 

 ( ) ( ) ( )*
1 2 j j 1 j 2

j 0
W , β Ψ Ψ

=
= ∑r r r r . (10) 

Here Ψj and βj are the amplitudes and coefficients, respectively. To evaluate the coherence 
properties of the FEL the real FEL source was substituted by an equivalent model planar 
source described by a Gaussian Schell-model (GSM) cross spectral density  
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Here σI and σμ are the standard deviations of the spectral density and spectral degree of 
coherence at the source plane, respectively. The coordinates r1 and r2 are located in the plane 
of the source and 2

0A  is the normalization constant. The analysis shows that six transverse 
modes are contributing to the total radiation field of FLASH. From Fig. 8a one can easily see 
that the contribution of the modes falls exponentially with the mode number j. Thereby the 
contribution of the first mode is about 59% and the contribution of the second mode is 24% 
of the total radiation power. The contribution of the sixth mode is more than two orders of 
magnitude smaller. From Fig. 8b a transverse coherence length of ξx = 715 μm can be 
obtained. Thus the experimentally measured values were considerably lower than those 
calculated in terms of the GSM. The apparent source size corresponding to the measured 
values for the coherence length was calculated making use of the GSM.  The resulting value 
of σI = 180 µm was in good agreement with the source size observed in wave front 
measurements (Kuhlmann et al., 2006), but 2.5 times larger than considered in the 
theoretical modeling. 
 

 
Fig. 8. (a) Contribution of individual modes in the GSM to the cross spectral density. (b) 
Absolute value of the spectral degree of coherence taken along a line through the middle of 
the beam profile. In the inset the spectral density S(x) is shown. Calculations for the FEL 
operating in saturation are performed in the frame of a Gaussian-Schell model 20 m 
downstream from the source at a wavelength λ = 13.7 nm; after reference (Singer et al., 
2008). 
Recently Vartanyants & Singer employed the GSM to evaluate the transverse coherence 
properties of the proposed (Altarelli et al., 2006) SASE 1 undulator of the European XFEL, 
scheduled to begin operation in 2014. Simulations were made for a GSM source with an rms 
source size σs = 27.9 µm and a transverse coherence length ξs = 48.3 µm at the source for a 
wavelength of λ = 0.1 nm (corresponding to h·ν = 12 keV), taken from the XFEL technical 
design report (Altarelli et al., 2006).  Figure 9 shows the evolution of the beam size Σ(z) and 
the transverse coherence length Ξ(z) with the distance of propagation z. At a distance z = 
500 m from the source a transverse coherence length of Ξ(z) = 348 μm and a beam size of 
Σ(z) = 214 μm is obtained for the XFEL. Thus the coherence decreases less rapid than the 
spatial intensity of the beam. At present this prediction differs significantly from the 
experimental results for both TTF and FLASH. Distinct from a synchrotron source the 
coherence properties of the radiation field from the XFEL is of the same order of magnitude 
both for the vertical and the horizontal direction. 
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Fig. 9. Beam size Σ(z) (dashed line) and the transverse coherence length Ξ(z) (solid line) at 
different distances z from the SASE 1 undulator of the European XFEL, from (Vartanyants & 
Singer, 2010). 
Earlier, results of numerical time dependent simulations for the coherence properties of 
LCLS XFEL at SLAC in Stanford have been reported (Reiche, 2006). For a wavelength of λ = 
0.15 nm (corresponding to h·ν = 8.27 keV) the effective coherence area within which the field 
amplitude and phase have a significant correlation to each other amounts to 0.32 mm². That 
is about five times larger than the spot size with a value of 0.044 mm² when evaluated at the 
first experimental location 115 m downstream from the undulator. 

5.2 Temporal coherence 
For an experimental measurement of the temporal coherence ideally time-delayed amplitude 
replicas of the FEL pulses should be brought to interference. However, the lack of amplitude 
splitting optical elements in the x-ray regime permits only the use of wavefront splitting 
mirrors in grazing incidence. These elements can then, however, be applied in a broad spectral 
region. Such a beam splitter and delay unit is shown schematically in Fig. 10(a).  
 

 
Fig. 10. (a) Schematic drawing of the layout of the autocorrelator. Grazing angles of 3° and 
6°for the fixed and variable delay arms, respectively, are employed to ensure a high 
reflectivity of the soft x-ray radiation. (b) Calculated reflectivity for amorphous carbon 
coated silicon mirrors for hν = 30 to 200 eV. The full green line shows the reflectivity of a 
single mirror for a grazing angle of 6°.  
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Based on geometrical wave front beam splitting by a sharp mirror edge and grazing incident 
angles the autocorrelator covers the fundamental energy range of FLASH (20 - 200 eV) with 
an efficiency of better than 50%, see Fig. 10 (b). Grazing angles of 3° and 6° for the fixed and 
variable delay arms, respectively, are employed to ensure a high reflectivity of the soft x-ray 
radiation. Looking in the propagation direction the beam splitter with a sharp edge reflects 
the left part of the incoming FEL pulse horizontally into a fixed beam path. The other part of 
the beam passes this beam splitting mirror unaffected and is then reflected vertically by the 
second mirror into a variable delay line. A variable time delay between -5 ps and +20 ps 
with respect to the fixed beam path can be achieved with a nominal step size of 40 as. The 
seventh and eighth mirror reflect the partial beams into their original direction. 
Alternatively, small angles can be introduced to achieve and vary a spatial overlap of the 
partial beams. Mitzner et al. investigated the temporal coherence properties of soft x-ray 
pulses at FLASH at λ = 23.9 nm by interfering two time-delayed partial beams directly on a 
CCD camera (Mitzner et al., 2008). Fig. 11 shows two interferograms at zero and 50 fs delay, 
respectively. The overlap of the two partial beams is Δx ≈ 1.2 mm which corresponds ~ 44% 
of the beam diameter in this case where an 1 mm aperture is set 65 m in front of the detector 
near the center of the beam profile.  In these particular cases the contrast of the interference 
fringes yields via equation (4) a visibility of V = 0.82 and V = 0.07, respectively. 
 

 
Fig. 11. Single exposure interference fringes at λ = 24 nm (a) at zero and (b) at 55 fs delay 
between both partial beams. The crossing angle of the partial beams is α = 60 µrad.  

Scanning now the delay between the two pulses and calculating at each time step the 
visibility of the interference fringes (applying Equation 4) the temporal coherence properties 
of FLASH pulses are investigated. Figure 12 shows the time delay dependence of the 
average visibility observed for two different wavelengths, λ = 23.9 nm and λ = 8 nm. Each 
data point (red dots) is the average of the visibility of ten single exposure interference 
pictures. In Fig. 12(a) the (averaged) visibility of V = 0.63 at zero time delay rapidly 
decreases as the time delay is increased. The central maximum of the correlation can be 
described by a Gaussian function (green line) with a width of 12 fs (FWHM). Then a 
coherence time corresponding to half of the full width of τcoh = 6 fs is obtained. Remarkably, 
the visibility, i.e. the mutual coherence, is not a monotonic function of the delay time 
between both partial beams. Instead, a minimum at about 7.4 fs after the main maximum 
and a secondary maximum at about 12.3 fs appear, symmetrically on both sides of the main 
maximum. In addition, a small but discernible increase of the visibility occurs at a delay 
around 40 fs.  
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Fig. 12. Observed visibility (experimental data points: red dots) as a function of time delay 
for (a) λ = 24 nm and (b) λ = 8 nm. The green line depicts a Gaussian function with a 
coherence time of (a) τcoh = 6 fs and (b) τcoh = 3 fs, representing a single Fourier transform 
limited pulses.  
Since the interferences were measured for independent single pulses of the FEL and then 
their visibilities averaged, this behavior of the temporal coherence function reflects an intrinsic 
feature of the FEL pulses at the time of the measurements. The radiation of SASE FELs consists 
of independently radiating transverse and longitudinal modes. In the time domain the 
radiation is emitted in short bursts with random phase relationship between the bursts. Time 
domain and spectral domain are related to each other via a Fourier transformation which leads 
to narrow spikes within the bandwidth of the undulator in the spectral domain, see also the 
calculated spectrum of a SASE FEL shown in Fig. 2. In the linear autocorrelation experiments 
shown in Fig. 12a (Mitzner et al., 2008) these independent modes can interact at longer time 
delays as a cross correlation. This behavior was found to be accountable for the non-
monotonous decay of the visibility. A second sub-pulse at Δt = 12 fs and a weak third one at Δt 
= 40 fs can be stated as a reason for this behavior.  Figure 12 (b) shows the result from an 
analogous measurement at λ = 8 nm. From a Gaussian fit with a FWHM of 6 fs a coherence 
time of τc = 3 fs is obtained. The non-monotonous decay that was discussed before for the 24 
nm measurement is not apparent here.  
Recently, a similar measurement also utilizing an autocorrelator that employs wave front 
beam splitters was performed for FLASH radiating at λ = 9.1 nm and λ = 33.2 nm (Schlotter 
et. al, 2010). These data were compared to Fourier transformed spectral bandwidth 
measurements obtained in the frequency domain by single-shot spectra.  A good agreement 
with the measurements in the time domain was found. In addition to single shot exposures 
the temporal coherence was measured in the 15-pulse-per-train mode. Figure 13 shows the 
time delay dependence of the average visibility observed for two different wavelengths, λ = 
33.2 nm (single shot: black triangles; 15 bunches: red triangles) and λ = 9.6 nm (single shot: 
black squares; 15 bunches: red dots). In order to plot the data of both wavelengths into one 
graph the abscissa is given in cτ/λ which represents the number of periods of the lightwave. 
For the 15 bunch per train data a clearly lower coherence at longer timescales is observed 
than for the single shot data. 
To explain this behavior we should take a look at a single point in the interference pattern. If 
a maximum of the intensity appears at this point for zero delay and for a path length 
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Based on geometrical wave front beam splitting by a sharp mirror edge and grazing incident 
angles the autocorrelator covers the fundamental energy range of FLASH (20 - 200 eV) with 
an efficiency of better than 50%, see Fig. 10 (b). Grazing angles of 3° and 6° for the fixed and 
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partial beams. Mitzner et al. investigated the temporal coherence properties of soft x-ray 
pulses at FLASH at λ = 23.9 nm by interfering two time-delayed partial beams directly on a 
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fringes yields via equation (4) a visibility of V = 0.82 and V = 0.07, respectively. 
 

 
Fig. 11. Single exposure interference fringes at λ = 24 nm (a) at zero and (b) at 55 fs delay 
between both partial beams. The crossing angle of the partial beams is α = 60 µrad.  

Scanning now the delay between the two pulses and calculating at each time step the 
visibility of the interference fringes (applying Equation 4) the temporal coherence properties 
of FLASH pulses are investigated. Figure 12 shows the time delay dependence of the 
average visibility observed for two different wavelengths, λ = 23.9 nm and λ = 8 nm. Each 
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and a secondary maximum at about 12.3 fs appear, symmetrically on both sides of the main 
maximum. In addition, a small but discernible increase of the visibility occurs at a delay 
around 40 fs.  
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Fig. 12. Observed visibility (experimental data points: red dots) as a function of time delay 
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Fig. 13. The normalized degree of coherence |γ| plotted versus the delay given in units of 
the wavelength. The dashed curve was calculated from spectral measurements at 33.2 nm. 
Taken from reference (Schlotter et al., 2010). 

small shot-to-shot fluctuations. Therefore for longer path length differences (n ~ 50) a π 
phase difference occurs for different wavelengths λk. At the same point of the detector the 
interference pattern corresponding to a wavelength λ1 may now show a maximum while the 
interference pattern corresponding to a wavelength λ2 shows a minimum. Thus, the 
visibility appears blurred, when k = 15 bunches with slightly different wavelengths form 
interference patterns before the read-out of the detector. 

5.3 Coherence enhancement through seeding 
An essential drawback of SASE FEL starting from shot noise is the limited temporal 
coherence. Therefore, the improvement of the temporal coherence is of great practical 
importance. One idea to overcome this problem was presented by Feldhaus et al. (Feldhaus 
et al., 1997). The FEL described consists of two undulators and an X-ray monochromator 
located between them (see Fig. 14). The first undulator operates in the linear regime of 
amplification and starts from noise. The radiation output has the usual SASE properties 
with significant shot-to-shot fluctuations. After the first undulator the electron beam is 
guided through a by-pass, where it is demodulated. The light pulse on the other hand is 
monochromatized by a grating.  At the entrance of the second undulator the monochromatic 
X-ray beam is recombined with the demodulated electron beam, thereby acting as a seed for 
the second undulator. For this purpose, the electron micro-bunching induced in the first 
undulator must be destroyed, because this electron micro-bunching from the first undulator 
corresponds to shot noise that was amplified. The degree of micro-bunching can thus be 
characterized by the power of shot noise which has the same order of magnitude as the 
output power of the FEL. When the radiation now passes the monochromator only a narrow 
bandwidth and thus only a small amount of the energy is transmitted. Thus at the entrance 
of the second undulator a radiation-signal to shot-noise ratio much larger than unity has to 
be provided. This can be achieved because of the finite value of the natural energy spread in 
the beam and by applying a special design of the electron by-pass. 
At the entrance of the second undulator the radiation power from the monochromator then 
dominates over the shot noise and the residual electron bunching, such that the second stage 
of the FEL amplifier will operate in the steady-state regime when the input signal 
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Fig. 14. Principal scheme of a single-pass two-stage SASE X-ray FEL with internal 
monochromator; after (Saldin et al., 2000a). 
bandwidth is small with respect to the FEL amplifier bandwidth. The second undulator will 
thus amplify the seed radiation. The additional benefits derived from this configuration are 
superior stability, control of the central wavelength, narrower bandwidth, and much smaller 
energy fluctuations than SASE. Further, it is tunable over a wide photon energy range, 
determined only by the FEL and the grating. 
An alternative approach is based on seeding with a laser, see ref. (Yu et al., 1991, 2000). Such a 
scheme has been applied at the Deep Ultraviolet FEL (DUV FEL) at the National Synchrotron 
Light Source (NSLS) of Brookhaven National Laboratory (BNL) (Yu et al., 2003). The set-up is 
shown in Fig. 15. In high-gain harmonic generation (HGHG) a small energy modulation is 
imposed on the electron beam by its interaction with a seed laser (1) in a short undulator (8) 
(the modulator) tuned to the seed wavelength λ.  The laser seed introduces an energy 
modulation to the electron bunch. In a dispersive three-dipole magnetic chicane (9) this energy 
modulation is then converted into a coherent longitudinal density modulation. In a second 
long undulator (10) (the radiator), which is tuned to the nth odd harmonic of the seed 
frequency, the microbunched electron beam emits coherent radiation at the harmonic 
frequency nλ, which is then amplified in the radiator until saturation is reached. The 
modulator (resonant at λ = 800 nm) of the DUV FEL is seeded by an 800 nm CPA Ti:sapphire 
laser (pulse duration: 9 ps). This laser drives also the rf gun of the photocathode producing an 
electron bunch of 1 ps duration. In this way an inherent synchronization between the electron 
bunches and the seeding pulses is achieved. The output properties of the HGHG FEL directly 
maps those of the seed laser which can show a high degree of temporal coherence. In the 
present case the output HGHG radiation shows a bandwidth of 0.23 nm FWHM 
(corresponding to ~0.1%), an energy fluctuation of only 7% and a pulse length of 1 ps (equal to 
the electron bunch length) when the undulator is seeded with an input seed power of Pin = 30 
MW. The bandwidth within a 1 ps slice of the chirped seed is 0.8 nm (corresponding to 0.1% 
bandwidth) and the chirp in the HGHG output is expected to be the same, i.e., 0.1% · 266 nm = 
0.26 nm. This is consistent with a bandwidth of Δλ = 0.23 nm [FWHM] experimentally 
observed. A Fourier-transform limited flat-top 1 ps pulse would have a bandwidth of Δλ = 0.23 
nm and a 1 ps (FWHM) Gaussian pulse would have a bandwidth of Δλ = 0.1 nm. Besides the 
high degree of temporal coherence a further advantage compared to a SASE FEL is the 
reduced shot-to-shot fluctuations of the output radiation if the second undulator operates in 
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Fig. 13. The normalized degree of coherence |γ| plotted versus the delay given in units of 
the wavelength. The dashed curve was calculated from spectral measurements at 33.2 nm. 
Taken from reference (Schlotter et al., 2010). 

small shot-to-shot fluctuations. Therefore for longer path length differences (n ~ 50) a π 
phase difference occurs for different wavelengths λk. At the same point of the detector the 
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located between them (see Fig. 14). The first undulator operates in the linear regime of 
amplification and starts from noise. The radiation output has the usual SASE properties 
with significant shot-to-shot fluctuations. After the first undulator the electron beam is 
guided through a by-pass, where it is demodulated. The light pulse on the other hand is 
monochromatized by a grating.  At the entrance of the second undulator the monochromatic 
X-ray beam is recombined with the demodulated electron beam, thereby acting as a seed for 
the second undulator. For this purpose, the electron micro-bunching induced in the first 
undulator must be destroyed, because this electron micro-bunching from the first undulator 
corresponds to shot noise that was amplified. The degree of micro-bunching can thus be 
characterized by the power of shot noise which has the same order of magnitude as the 
output power of the FEL. When the radiation now passes the monochromator only a narrow 
bandwidth and thus only a small amount of the energy is transmitted. Thus at the entrance 
of the second undulator a radiation-signal to shot-noise ratio much larger than unity has to 
be provided. This can be achieved because of the finite value of the natural energy spread in 
the beam and by applying a special design of the electron by-pass. 
At the entrance of the second undulator the radiation power from the monochromator then 
dominates over the shot noise and the residual electron bunching, such that the second stage 
of the FEL amplifier will operate in the steady-state regime when the input signal 
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Fig. 14. Principal scheme of a single-pass two-stage SASE X-ray FEL with internal 
monochromator; after (Saldin et al., 2000a). 
bandwidth is small with respect to the FEL amplifier bandwidth. The second undulator will 
thus amplify the seed radiation. The additional benefits derived from this configuration are 
superior stability, control of the central wavelength, narrower bandwidth, and much smaller 
energy fluctuations than SASE. Further, it is tunable over a wide photon energy range, 
determined only by the FEL and the grating. 
An alternative approach is based on seeding with a laser, see ref. (Yu et al., 1991, 2000). Such a 
scheme has been applied at the Deep Ultraviolet FEL (DUV FEL) at the National Synchrotron 
Light Source (NSLS) of Brookhaven National Laboratory (BNL) (Yu et al., 2003). The set-up is 
shown in Fig. 15. In high-gain harmonic generation (HGHG) a small energy modulation is 
imposed on the electron beam by its interaction with a seed laser (1) in a short undulator (8) 
(the modulator) tuned to the seed wavelength λ.  The laser seed introduces an energy 
modulation to the electron bunch. In a dispersive three-dipole magnetic chicane (9) this energy 
modulation is then converted into a coherent longitudinal density modulation. In a second 
long undulator (10) (the radiator), which is tuned to the nth odd harmonic of the seed 
frequency, the microbunched electron beam emits coherent radiation at the harmonic 
frequency nλ, which is then amplified in the radiator until saturation is reached. The 
modulator (resonant at λ = 800 nm) of the DUV FEL is seeded by an 800 nm CPA Ti:sapphire 
laser (pulse duration: 9 ps). This laser drives also the rf gun of the photocathode producing an 
electron bunch of 1 ps duration. In this way an inherent synchronization between the electron 
bunches and the seeding pulses is achieved. The output properties of the HGHG FEL directly 
maps those of the seed laser which can show a high degree of temporal coherence. In the 
present case the output HGHG radiation shows a bandwidth of 0.23 nm FWHM 
(corresponding to ~0.1%), an energy fluctuation of only 7% and a pulse length of 1 ps (equal to 
the electron bunch length) when the undulator is seeded with an input seed power of Pin = 30 
MW. The bandwidth within a 1 ps slice of the chirped seed is 0.8 nm (corresponding to 0.1% 
bandwidth) and the chirp in the HGHG output is expected to be the same, i.e., 0.1% · 266 nm = 
0.26 nm. This is consistent with a bandwidth of Δλ = 0.23 nm [FWHM] experimentally 
observed. A Fourier-transform limited flat-top 1 ps pulse would have a bandwidth of Δλ = 0.23 
nm and a 1 ps (FWHM) Gaussian pulse would have a bandwidth of Δλ = 0.1 nm. Besides the 
high degree of temporal coherence a further advantage compared to a SASE FEL is the 
reduced shot-to-shot fluctuations of the output radiation if the second undulator operates in 
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saturation. A similar scheme will also be applied at the FERMI FEL at Elettra that will start 
operation in 2011 providing wavelengths down to λ = 3 nm for the fundamental and λ = 1 nm 
for the third harmonic (Allaria et al., 2010). 
 

 
Fig. 15. The NSLS DUV FEL layout. 1: gun and seed laser system; 2: rf gun; 3: linac tanks; 4: 
focusing triplets; 5: magnetic chicane; 6: spectrometer dipoles; 7: seed laser mirror; 8: 
modulator; 9: dispersive section; 10: radiator; 11: beam dumps; 12: FEL radiation 
measurements area. After reference (Yu et al., 2003). 
Another possibility to generate coherent radiation from an FEL amplifier is seeding with 
high harmonics (HH) generated by an ultrafast laser source whose beam properties are 
simple to manipulate, see reference (Sheehy et al., 2006; Lambert et al., 2008). In this way 
extremely short XUV pulses are obtained, down to a few femtoseconds. Such a scheme was 
applied at the Spring-8 compact SASE source (Lambert et al., 2008) and is depicted 
schematically in Fig. 16.  
 

 
Fig. 16. Experimental setup for HHG seeding of the Spring-8 Compact SASE source, after 
(Lambert et al., 2008). 
A Ti:sapphire laser (800 nm, 20 mJ, 100 fs FWHM, 10 Hz) that is locked to the highly 
stable 476 MHz clock of the accelerator passes a delay line that is necessary to synchronize 
the HHG seed with the electron bunches. For this purpose a streak camera observes the 
800 nm laser light and the electron bunch signal from an optical transition radiation (OTR) 
screen. The beam is then focused into a xenon gas cell in order to produce high 
harmonics. Using a telescope and periscope optics the HHG seed beam is spectrally 
selected, refocused and spatially and temporally overlapped with the electron bunch (150 
MeV, 1 ps FWHM, 10 Hz) in the two consecutive undulator sections 1 and 2. Both 
undulators are tuned to λ = 160 nm, corresponding to the fifth harmonic of the laser. The 
beam position is monitored on optical transition radiation (OTR) screens. The output 
radiation is characterized with an imaging spectrometer for different seeding pulse 
energies between 0.53 nJ and 4.3 nJ per pulse. 
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Figure 17 shows the spectra of the unseeded undulator emission (purple, enlarged 35 times), 
the HHG seed (yellow, enlarged 72 times) and the seeded radiation output (green) for a seed 
pulse energy of 4.3 nJ. A spectral narrowing for the seeded output radiation and a significant 
shift to longer wavelengths compared with the seed radiation is obvious.  The measured 
relative spectral widths of the seeded FEL are reduced compared to the unseeded one from 
0.54% to 0.46 % (0.53 nJ seed) and from 0.88% to 0.44% (4.3 nJ seed). A similar narrowing is 
observed for the spectra of the third (λ = 53.55 nm) and fifth harmonic (λ = 32.1 nm).  
 

 
Fig. 17. Experimentally obtained spectra of the FEL fundamental emission (λ = 160 nm): 
SASE (red), seed radiation (green) and seeded output (blue), after (Lambert et al., 2008). 

For a fully coherent seed pulse the seeded FEL should also show a high temporal coherence 
which, however, is not yet experimentally confirmed. The pulse should then also show a 
duration close to the Fourier transform limit. From the measured spectral width of Δλ = 0.74 
nm (for 0.53 nJ seed) one might conclude a Fourier transform limited duration of 57 fs. 
Currently several facilities using HHG as a seed source are proposed or under construction 
e.g. references (McNeil et al., 2007; Miltchev et al., 2009). 

6. Temporal coherence of high-order harmonic generation sources 
The generation of high-order harmonics of a short laser pulse in a gas jet has attracted a lot 
of attention since the first discovery in the late 1980s (McPherson et al., 1987; Ferray et al., 
1988; Li et al., 1989). High harmonic radiation has become a useful short-pulse coherent light 
source in the XUV spectral regime (Haarlammert & Zacharias, 2009; Nisoli & Sansone, 2009). 
By focussing an intense femtosecond laser pulse into rare gases odd order high harmonics of 
the original laser frequency can be generated.  
This can be explained in terms of the three step model (Corkum, 1993; Kulander et al., 1993; 
Lewenstein et al., 1994). The focused pumping laser beam typically has intensities of more 
than 1013 W/cm2, which is in the order of the atomic potential. This leads to a disturbance of 
the atomic potential of the target atoms allowing the electron to tunnel through the 
remaining barrier, see Fig. 18a. Figure 18b shows how the electron is then accelerated away 
from the atom core by the electric field of the driving laser lightwave. After half an optical 
cycle the direction of the driving laser field reverses and the electron is forced to turn back 
to the core. There, a small fraction of the electrons recombine with the ion, and the energy 
that was gained in the accelerating processes before plus the ionization energy IP is emitted 
as light, see Fig. 18c. When the electrons turn back to the core they can basically follow two 
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saturation. A similar scheme will also be applied at the FERMI FEL at Elettra that will start 
operation in 2011 providing wavelengths down to λ = 3 nm for the fundamental and λ = 1 nm 
for the third harmonic (Allaria et al., 2010). 
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Figure 17 shows the spectra of the unseeded undulator emission (purple, enlarged 35 times), 
the HHG seed (yellow, enlarged 72 times) and the seeded radiation output (green) for a seed 
pulse energy of 4.3 nJ. A spectral narrowing for the seeded output radiation and a significant 
shift to longer wavelengths compared with the seed radiation is obvious.  The measured 
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SASE (red), seed radiation (green) and seeded output (blue), after (Lambert et al., 2008). 

For a fully coherent seed pulse the seeded FEL should also show a high temporal coherence 
which, however, is not yet experimentally confirmed. The pulse should then also show a 
duration close to the Fourier transform limit. From the measured spectral width of Δλ = 0.74 
nm (for 0.53 nJ seed) one might conclude a Fourier transform limited duration of 57 fs. 
Currently several facilities using HHG as a seed source are proposed or under construction 
e.g. references (McNeil et al., 2007; Miltchev et al., 2009). 
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1988; Li et al., 1989). High harmonic radiation has become a useful short-pulse coherent light 
source in the XUV spectral regime (Haarlammert & Zacharias, 2009; Nisoli & Sansone, 2009). 
By focussing an intense femtosecond laser pulse into rare gases odd order high harmonics of 
the original laser frequency can be generated.  
This can be explained in terms of the three step model (Corkum, 1993; Kulander et al., 1993; 
Lewenstein et al., 1994). The focused pumping laser beam typically has intensities of more 
than 1013 W/cm2, which is in the order of the atomic potential. This leads to a disturbance of 
the atomic potential of the target atoms allowing the electron to tunnel through the 
remaining barrier, see Fig. 18a. Figure 18b shows how the electron is then accelerated away 
from the atom core by the electric field of the driving laser lightwave. After half an optical 
cycle the direction of the driving laser field reverses and the electron is forced to turn back 
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Fig. 18. Illustration of the three step model for high harmonic generation. (a) deformation of 
the atomic potential and tunnel ionization of the target atoms (b) acceleration of the free 
electrons in the laser electric field (c) recombination and photon emission.  
different trajectories, a short one and a long one, respectively. The short trajectory shows an 
excursion time close to half an optical cycle, whereas the long trajectory takes slightly less than 
the whole optical period. Both of them show different phase properties with respect to the 
dipole moment of the particular harmonic.  The phase of the short trajectory does not 
significantly vary with the laser intensity as opposed to the phase of the long trajectory that 
varies rapidly with the laser intensity (Lewenstein et al., 1995; Mairesse et al., 2003). The 
energy acquired by the electron in the light field corresponds to the ponderomotive energy Up 

 2 2 2/ 4p o eU e E m ω= . (12) 

Here E0 denotes the electric field strength, e the elementary charge, me the electron mass and ω 
the angular frequency. The maximum photon energy emitted, the cut-off energy, is given by 

 3.17  cutoff pon pE U I= ⋅ + , (13) 

where Ip denotes the ionization potential of the atom.  
A theoretical study of the coherence properties of high order harmonics generated by an 
intense short-pulse low-frequency laser is presented particularly for the 45th harmonic of a 
825 nm wavelength laser (Salières, L’Huillier & Lewenstein, 1995). First, the generation of 
the radiation by a single atom is calculated by means of a semi-classical model (Lewenstein 
et al., 1994). Phase and amplitude of each harmonic frequency are evaluated and then in a 
second step propagated in terms of the slowly varying amplitude approximation (L’Huillier 
et al., 1992). Harmonic generation is optimized when the phase-difference between the 
electromagnetic field of the driving laser and the electromagnetic field of the output 
radiation is minimized over the length of the medium. At this point phase-matching is 
achieved. It is shown that the coherence properties and consequently the output of the 
harmonics can be controlled and optimized by adjusting the position of the laser focus 
relative to the nonlinear medium.      
Bellini et al. investigated experimentally the temporal coherence of high-order harmonics up 
to the 15th order produced by focusing 100 fs laser pulses into an argon gas jet (Bellini et al., 
1998; Lyngå et al., 1999). The visibility of the interference fringes produced when two 
spatially separated harmonic sources interfere in the far-field was measured as a function of 
time delay between the two sources. The possibility to create two phase-locked HHG 
sources that are able to form an interference pattern in the far-field had been demonstrated 
earlier (Zerne et. al., 1997). A high transverse coherence that is necessary for two beams to 
interfere under an angle had been proven by a Youngs double-slit set-up (Ditmire et al., 
1996). The experimental set-up used for the coherence measurements is shown in Fig. 19.  
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Fig. 19. Experimental setup for the measurement of the temporal coherence of high-order 
harmonics. BS is a broadband 50% beam splitter for 800 nm. L is the lens used to focus the 
two pulses, separated by the time delay τ, into the gas jet. Taken from reference (Bellini et 
al., 1998). 
The laser used was an amplified Ti:sapphire system delivering 100 fs pulses with 14 nm  
spectral width centered around 790 nm at a 1 kHz repetition rate and with an energy up to 
0.7 mJ. A Michelson interferometer placed in the path of the laser beam produced pairs of 
near infrared pump pulses which had equal intensities and whose relative delay could be 
accurately adjusted by means of a computer controlled stepping motor. The beams were 
then apertured down and focused into a pulsed argon gas jet. In order to avoid interference 
effects in the focal zone and to prevent perturbations of the medium induced by the first 
pulse one arm of the interferometer was slightly misaligned. Thus the paths of the two 
pulses were not perfectly parallel to each other and formed a focus in two separate positions 
of the jet. Both pulses then interacted with different Ar ensembles and produced harmonics 
as two separate and independent sources that may interfere in the far field. Behind the exit 
slit of a monochromator spatially overlapped beams were detected on the sensitive surface 
of a MCP detector coupled to a phosphor screen and a CCD camera. 
To determine the temporal coherence of the high-order harmonics the time delay between 
both generating pulses was varied in steps of 5 or 10 fs and successive recordings of the 
interference patterns were taken. The fringe visibility V is calculated according to equation 4 
for the different delays Δt and for different points in the interference pattern in order to 
analyze the temporal coherence properties spatially for inner and outer regions of the beam.  
The coherence time was obtained as the half width at half maximum of the curve shown in 
Fig. 20.  
The coherence times measured at the center of the spatial profile varied from 20 to 40 fs, 
relatively independently of the harmonic order. In the outer region a much shorter 
coherence time is observed. This can be explained when the different behavior of the phases 
of the long and the short trajectory due to the laser intensity is taken into account. In a 
simulation the contributions of these trajectories are examined. Because the long trajectory 
shows a rapid variation of the dipole phase that leads to a strong curvature of the phase 
 



 Coherence and Ultrashort Pulse Laser Emission 

 

40 

 
Fig. 18. Illustration of the three step model for high harmonic generation. (a) deformation of 
the atomic potential and tunnel ionization of the target atoms (b) acceleration of the free 
electrons in the laser electric field (c) recombination and photon emission.  
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 2 2 2/ 4p o eU e E m ω= . (12) 

Here E0 denotes the electric field strength, e the elementary charge, me the electron mass and ω 
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 3.17  cutoff pon pE U I= ⋅ + , (13) 

where Ip denotes the ionization potential of the atom.  
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electromagnetic field of the driving laser and the electromagnetic field of the output 
radiation is minimized over the length of the medium. At this point phase-matching is 
achieved. It is shown that the coherence properties and consequently the output of the 
harmonics can be controlled and optimized by adjusting the position of the laser focus 
relative to the nonlinear medium.      
Bellini et al. investigated experimentally the temporal coherence of high-order harmonics up 
to the 15th order produced by focusing 100 fs laser pulses into an argon gas jet (Bellini et al., 
1998; Lyngå et al., 1999). The visibility of the interference fringes produced when two 
spatially separated harmonic sources interfere in the far-field was measured as a function of 
time delay between the two sources. The possibility to create two phase-locked HHG 
sources that are able to form an interference pattern in the far-field had been demonstrated 
earlier (Zerne et. al., 1997). A high transverse coherence that is necessary for two beams to 
interfere under an angle had been proven by a Youngs double-slit set-up (Ditmire et al., 
1996). The experimental set-up used for the coherence measurements is shown in Fig. 19.  
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Fig. 19. Experimental setup for the measurement of the temporal coherence of high-order 
harmonics. BS is a broadband 50% beam splitter for 800 nm. L is the lens used to focus the 
two pulses, separated by the time delay τ, into the gas jet. Taken from reference (Bellini et 
al., 1998). 
The laser used was an amplified Ti:sapphire system delivering 100 fs pulses with 14 nm  
spectral width centered around 790 nm at a 1 kHz repetition rate and with an energy up to 
0.7 mJ. A Michelson interferometer placed in the path of the laser beam produced pairs of 
near infrared pump pulses which had equal intensities and whose relative delay could be 
accurately adjusted by means of a computer controlled stepping motor. The beams were 
then apertured down and focused into a pulsed argon gas jet. In order to avoid interference 
effects in the focal zone and to prevent perturbations of the medium induced by the first 
pulse one arm of the interferometer was slightly misaligned. Thus the paths of the two 
pulses were not perfectly parallel to each other and formed a focus in two separate positions 
of the jet. Both pulses then interacted with different Ar ensembles and produced harmonics 
as two separate and independent sources that may interfere in the far field. Behind the exit 
slit of a monochromator spatially overlapped beams were detected on the sensitive surface 
of a MCP detector coupled to a phosphor screen and a CCD camera. 
To determine the temporal coherence of the high-order harmonics the time delay between 
both generating pulses was varied in steps of 5 or 10 fs and successive recordings of the 
interference patterns were taken. The fringe visibility V is calculated according to equation 4 
for the different delays Δt and for different points in the interference pattern in order to 
analyze the temporal coherence properties spatially for inner and outer regions of the beam.  
The coherence time was obtained as the half width at half maximum of the curve shown in 
Fig. 20.  
The coherence times measured at the center of the spatial profile varied from 20 to 40 fs, 
relatively independently of the harmonic order. In the outer region a much shorter 
coherence time is observed. This can be explained when the different behavior of the phases 
of the long and the short trajectory due to the laser intensity is taken into account. In a 
simulation the contributions of these trajectories are examined. Because the long trajectory 
shows a rapid variation of the dipole phase that leads to a strong curvature of the phase 
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Fig. 20. Visibility curves as a function of the delay for the 15th harmonic, for the inner (full 
symbols) and outer (open symbols) regions. Taken from (Bellini et. al., 1998). 
front, the radiation emitted from this process has a short coherence time due to the chirp 
caused by the rapid variation of the phase during the pulse. As opposed, the short trajectory 
shows a long coherence time. Since the radiation emerging from the short trajectory is much 
more collimated than that from the long trajectory its contribution to the outer part of the 
observed interference pattern is much lower than that of the latter. At this point it is 
necessary to emphasize that in this experiment the temporal coherence of two phase-locked 
HHG sources is evaluated, where the time delay is introduced between the partial beams of 
the driving Ti:sapphire laser. Therefore the two XUV pulses have to be assumed to be 
identical. 
Hemmers and Pretzler presented an interferometric set-up operating in the XUV spectral 
range (Hemmers & Pretzler, 2009). The interferometer consisted of a combination of a 
double pinhole (similar to Young’s double slit) and a transmission grating. In the case of a 
light source consisting of discrete spectral lines, it allows to record interferograms for 
multiple colors simultaneously. The experimental setup is shown in Fig. 21.   
The pinholes were mounted such that a defined rotation around the beam axis was possible. 
A transmission grating placed behind the pinholes dispersed the radiation spectrally. 
Spectra were recorded by a CCD camera placed at a distance of L = 135 cm from the 
pinholes. This set-up is suitable to be used as a spectrometer with the double pinhole as a 
slit. The spectral resolution is determined by the pinhole diffraction, which creates Airy 
spots in the far-field. With the described geometry this leads to a spectral resolution in the 
range of Δλ = 0.3 nm at a wavelength of λ = 20 nm, sufficient to separate individual odd 
harmonics with spectral separation of about 1 nm in that spectral range. Furthermore, the 
combination of a rotatable double pinhole and a transmission grating acts as a spectrally 
resolved Young’s double slit interferometer with variable slit spacing. The time delay 
between the partial beams was realized in the following manner: a varying path difference 
between the two interfering beams was achieved by rotating the double pinhole around the 
grating normal. As illustrated in Fig. 21, the path difference in the beams diffracted into first 
order by the grating varies as 

 Δ * sin * sin * sin *s D D Nβ γ β λ= = . (12) 

Here γ denotes the diffraction angle and β the rotation angle of the pinholes with respect to 
the grating.  
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Fig. 21. Experimental set-up of high harmonics generation and the rotatable pinhole 
interferometer; after (Hemmers & Pretzler, 2009) 

This allowed the variation of the path length difference |Δs| between zero (β = 0: pinholes 
perpendicular to the dispersion direction) and 200 · λ = 16,7 fs at λ = 25 nm (β = ±π/2) with 
respect to the given geometrical parameters. When the two diffracted Airy disks overlap 
partially an interference pattern occurs on the detector for each single harmonic if the light is 
sufficiently coherent. The visibility V for different delays was then calculated according to 
equation 4.  
 

 
Fig. 22. (a) Interference patterns for different time delays. (b) Coherence times τc for the 
harmonics H17 – H 26; after reference (Hemmers & Pretzler, 2009).   
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Fig. 20. Visibility curves as a function of the delay for the 15th harmonic, for the inner (full 
symbols) and outer (open symbols) regions. Taken from (Bellini et. al., 1998). 
front, the radiation emitted from this process has a short coherence time due to the chirp 
caused by the rapid variation of the phase during the pulse. As opposed, the short trajectory 
shows a long coherence time. Since the radiation emerging from the short trajectory is much 
more collimated than that from the long trajectory its contribution to the outer part of the 
observed interference pattern is much lower than that of the latter. At this point it is 
necessary to emphasize that in this experiment the temporal coherence of two phase-locked 
HHG sources is evaluated, where the time delay is introduced between the partial beams of 
the driving Ti:sapphire laser. Therefore the two XUV pulses have to be assumed to be 
identical. 
Hemmers and Pretzler presented an interferometric set-up operating in the XUV spectral 
range (Hemmers & Pretzler, 2009). The interferometer consisted of a combination of a 
double pinhole (similar to Young’s double slit) and a transmission grating. In the case of a 
light source consisting of discrete spectral lines, it allows to record interferograms for 
multiple colors simultaneously. The experimental setup is shown in Fig. 21.   
The pinholes were mounted such that a defined rotation around the beam axis was possible. 
A transmission grating placed behind the pinholes dispersed the radiation spectrally. 
Spectra were recorded by a CCD camera placed at a distance of L = 135 cm from the 
pinholes. This set-up is suitable to be used as a spectrometer with the double pinhole as a 
slit. The spectral resolution is determined by the pinhole diffraction, which creates Airy 
spots in the far-field. With the described geometry this leads to a spectral resolution in the 
range of Δλ = 0.3 nm at a wavelength of λ = 20 nm, sufficient to separate individual odd 
harmonics with spectral separation of about 1 nm in that spectral range. Furthermore, the 
combination of a rotatable double pinhole and a transmission grating acts as a spectrally 
resolved Young’s double slit interferometer with variable slit spacing. The time delay 
between the partial beams was realized in the following manner: a varying path difference 
between the two interfering beams was achieved by rotating the double pinhole around the 
grating normal. As illustrated in Fig. 21, the path difference in the beams diffracted into first 
order by the grating varies as 
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Here γ denotes the diffraction angle and β the rotation angle of the pinholes with respect to 
the grating.  
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Fig. 21. Experimental set-up of high harmonics generation and the rotatable pinhole 
interferometer; after (Hemmers & Pretzler, 2009) 

This allowed the variation of the path length difference |Δs| between zero (β = 0: pinholes 
perpendicular to the dispersion direction) and 200 · λ = 16,7 fs at λ = 25 nm (β = ±π/2) with 
respect to the given geometrical parameters. When the two diffracted Airy disks overlap 
partially an interference pattern occurs on the detector for each single harmonic if the light is 
sufficiently coherent. The visibility V for different delays was then calculated according to 
equation 4.  
 

 
Fig. 22. (a) Interference patterns for different time delays. (b) Coherence times τc for the 
harmonics H17 – H 26; after reference (Hemmers & Pretzler, 2009).   
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The temporal coherence lengths of the single harmonics (H47 - H31, λ = 17 – 25 nm) 
generated by a Ti:sapphire laser focused into a neon gas jet were determined. The results are 
shown in Fig. 22. Interference patterns for different path length differences show that the 
high visibility that occurs for zero delay degrades for Δs = 2.74 µm and then vanishes at Δs = 
4.57 µm (Fig. 22a). An observed decrease of the coherence length from 2.5 µm at λ = 25 nm to 
0.8 µm at λ = 17 nm corresponds to coherence times of tc = 8.3 fs and tc = 2.7 fs, respectively. 

7. Summary 
In this article recent developments in research on coherence properties of free electron lasers 
and high-harmonic sources in the xuv and soft x-ray spectral regime were reviewed. 
Theoretical results applying 1D- and 3D-numerical simulations for SASE FEL yield good 
spatial coherence but rather poor temporal coherence which is confirmed by experimental 
studies. Promising seeding methods for the improvement of the coherence properties and 
the stability of the output radiation power of free electron lasers were discussed. Several 
FEL user facilities are nowadays proposed or under construction applying such 
sophisticated techniques. The first FEL utilizing a HHG scheme, SCSS at Spring-8 in Japan, 
has succesfully proven this principle in the x-ray spectral regime. A scheme making use of a 
HHG light source for the seeding of an undulator is now applied at S-FLASH. The 
outstanding coherence properties of such light sources discussed in this article predestine 
HHG for the seeding of FEL. Nevertheless FEL based on SASE are established light sources 
in the XUV and soft x-ray spectral regime. This technique will also be employed for 
upcoming projects such as the European XFEL. For the latter also a pulse splitting and delay 
unit (autocorrelator) similar to that one at FLASH presented in this article is now under 
construction. With this device a measurement of the coherence properties as well as jitter 
free hard x-ray pump - x-ray probe experiments will be possible. 
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The temporal coherence lengths of the single harmonics (H47 - H31, λ = 17 – 25 nm) 
generated by a Ti:sapphire laser focused into a neon gas jet were determined. The results are 
shown in Fig. 22. Interference patterns for different path length differences show that the 
high visibility that occurs for zero delay degrades for Δs = 2.74 µm and then vanishes at Δs = 
4.57 µm (Fig. 22a). An observed decrease of the coherence length from 2.5 µm at λ = 25 nm to 
0.8 µm at λ = 17 nm corresponds to coherence times of tc = 8.3 fs and tc = 2.7 fs, respectively. 

7. Summary 
In this article recent developments in research on coherence properties of free electron lasers 
and high-harmonic sources in the xuv and soft x-ray spectral regime were reviewed. 
Theoretical results applying 1D- and 3D-numerical simulations for SASE FEL yield good 
spatial coherence but rather poor temporal coherence which is confirmed by experimental 
studies. Promising seeding methods for the improvement of the coherence properties and 
the stability of the output radiation power of free electron lasers were discussed. Several 
FEL user facilities are nowadays proposed or under construction applying such 
sophisticated techniques. The first FEL utilizing a HHG scheme, SCSS at Spring-8 in Japan, 
has succesfully proven this principle in the x-ray spectral regime. A scheme making use of a 
HHG light source for the seeding of an undulator is now applied at S-FLASH. The 
outstanding coherence properties of such light sources discussed in this article predestine 
HHG for the seeding of FEL. Nevertheless FEL based on SASE are established light sources 
in the XUV and soft x-ray spectral regime. This technique will also be employed for 
upcoming projects such as the European XFEL. For the latter also a pulse splitting and delay 
unit (autocorrelator) similar to that one at FLASH presented in this article is now under 
construction. With this device a measurement of the coherence properties as well as jitter 
free hard x-ray pump - x-ray probe experiments will be possible. 
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1. Introduction

Compton-scattering is a well-known process, observed and described by Arthur H. Compton
in 1924, where the energy of an incident photon is modified by an inelastic scatter
with matter (Compton, 1923). In 1948, Feenberg and Primakoff presented a theory of
Compton backscattering, where photons can gain energy through collisions with energetic
electrons (Feenberg & Primakoff, 1948). In 1963, Milburn and Arutyanyan and Tumanyan
developed a concept for Compton-scattering light sources based on colliding an accelerated,
relativistic electron beam and a laser (Arutyunyan & Tumanyan, 1964; Milburn, 1963).
When an infrared photon scatters off a relativistic electron beam, its wavelength can
be Doppler-upshifted to X-rays. Under properly designed conditions, we can generate
high brightness, high flux, MeV-scale photons by colliding an intense laser pulse with
a high quality, electron beam accelerated in a Linac. Despite being incoherent, the
Compton-generated gamma-rays share many of the laser light characteristics: low divergence,
high flux, narrow-bandwidth, and polarizability. Traditional laser sources operate in a 0.1−10
eV range, overlapping most of the molecular and atomic transitions. Transitions inside the
nucleus have energies greater than 0.1 MeV. By matching the gamma-ray energy to a particular
nuclear transition, we can target a specific isotope, akin to using a laser to excite a particular
atomic or molecular transition.
Narrow-bandwidth gamma-ray sources enable high impact technological and scientific
missions such as isotope-specific nuclear resonance fluorescence (NRF) (Bertozzi & Ledoux,
2005; Pruet et al., 2006), radiography of low density materials (Albert et al., 2010), precision
nuclear spectroscopy (Pietralla et al., 2002), medical imaging and treatment (Carroll et al.,
2003; Bech et al., 2009), and tests of quantum chromodynamics (Titov et al., 2006). In
traditional X-ray radiography, the target must have a higher atomic number than the
surrounding material. Hence, one could conceal an object by shielding with a higher
Z-number material. In NRF gamma-ray imaging, the MeV class photons have very long
absorption lengths and will transmit through meter lengths of material unless resonantly
absorbed by a specific isotope. Some applications of NRF tuned gamma-rays include nuclear
waste imaging and assay, monitoring of special nuclear material for homeland security, and
tumor detection for medical treatment.
Compton-based sources are attractive in the 100 keV and higher energy regime because
they are highly compact and can be more than 15 orders of magnitude brighter than
alternative methods for producing photons in this energy regime: Bremsstrahlung radiation
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nuclear spectroscopy (Pietralla et al., 2002), medical imaging and treatment (Carroll et al.,
2003; Bech et al., 2009), and tests of quantum chromodynamics (Titov et al., 2006). In
traditional X-ray radiography, the target must have a higher atomic number than the
surrounding material. Hence, one could conceal an object by shielding with a higher
Z-number material. In NRF gamma-ray imaging, the MeV class photons have very long
absorption lengths and will transmit through meter lengths of material unless resonantly
absorbed by a specific isotope. Some applications of NRF tuned gamma-rays include nuclear
waste imaging and assay, monitoring of special nuclear material for homeland security, and
tumor detection for medical treatment.
Compton-based sources are attractive in the 100 keV and higher energy regime because
they are highly compact and can be more than 15 orders of magnitude brighter than
alternative methods for producing photons in this energy regime: Bremsstrahlung radiation
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or synchrotron sources. A major challenge for Compton-scattering based gamma-ray
generation is its inefficiency, caused by the low Thomson scattering cross-section. In a typical
Compton interaction, only 1 in 1010 of the incident laser photons is converted to gamma-rays.
Producing a high gamma-ray flux requires a highly energetic, intense, short-pulse laser,
precisely synchronized to the electron beam with sub-picosecond precision. Production of
high brightness gamma-rays also requires a high quality, low emittance, and low energy
spread electron beam. The electron beam is typically generated in a Linac, by accelerating
electron bunches produced by the photoelectric effect at a photocathode RF gun. For
optimum, high charge electron generation, the few picosecond duration photocathode laser
must operate above the photocathode material work function (3.7 eV or 265 nm for copper),
and have a flattop spatial and temporal shape.
While various Compton-scattering based sources have been in existence since 1970s, they
suffered from low brightness, low flux, and wide bandwidth. Recent advances in laser and
accelerator technology have enabled production of high-flux, narrow-bandwidth gamma-ray
sources with a highly compact footprint machine. For example, at Lawrence Livermore
National Lab, we have recently demonstrated a 2nd generation monoenergetic gamma-ray
(MEGa-Ray) source termed T-REX (Thomson-Radiated Extreme X-rays) with a record peak
brilliance of 1.5x1015 photons/mm2/mrad2/s/0.1% bandwidth at 478 keV (Albert et al., 2010).
In this chapter, we will give a brief overview of Compton-scattering and describe the
laser-technology for MEGa-ray sources with emphasis on a recently commissioned T-REX
machine, at LLNL (Gibson et al., 2010). We will review basic concepts, such as Chirped Pulse
Amplification (CPA), pulse dispersion and compression, and nonlinear frequency conversion
in the context of compact Compton sources. We will also describe some of the novel CPA
developments such as hyper-dispersion stretching and compression, and narrowband CPA
with Nd:YAG amplifiers that have recently been demonstrated in our group (Shverdin, Albert,
Anderson, Betts, Gibson, Messerly, Hartemann, Siders & Barty, 2010). We will conclude with
a brief overview of areas for future laser research for the continuing improvement of source
size, brightness, flux, efficiency, and cost.

2. Overview of Compton scattering

2.1 Basic properties
Compton scattering sources, which have been widely studied over the past decades (Esarey
et al., 1993; Hartemann & Kerman, 1996; Leemans et al., 1997), rely on energy-momentum
conservation, before and after scattering. The energy of the scattered photons, Ex, depends on
several electron and laser beam parameters:

Ex =
γ −√

γ2 − 1cosφ

γ −√
γ2 − 1cosθ + λ̄k0(1 − cosθ cosφ + cosψsinθ sinφ)

EL (1)

where γ is the electron relativistic factor, φ is the angle between the incident laser and electron
beams, θ is the angle between the scattered photon and incident electron, ψ the angle between
the incident and scattered photon, k0 = 2π/λ̄c is the laser wavenumber (reduced Compton
wavelength λ̄c = 3.8616 × 10−13 m), and finally EL is the laser energy. Here, we assume that
β = v/c � 1, where v is the electron velocity. For a head-on collision (φ = 180◦) and on-axis
observation in the plane defined by the incident electron and laser beams (θ = 0◦ and ψ = 0),
the scattered energy scales as 4γ2EL. In our experiments, where γ � 200, k0 � 107, we can
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ignore the electron recoil term, 4γk0λ̄c. One can obtain high-energy (MeV) scattered photons
with relatively modest electron beam energies in a compact footprint machine.
When the laser and the electron focal spots, w0, are matched, the number of the generated
γ-rays is approximately Nx = (σ/πw2

0)NL Ne, where NL and Ne are respectively the number of
laser photons and electrons at the interaction point, and σ = 6.65 × 10−25 cm2 is the Thomson
cross-section. In a linear accelerator, the electron beam focal spot size scales with electron
energy as 1/γ and the γ-ray yield scales as γ2. Compton scattering sources become more
efficient at higher energies and produce a highly collimated beam with good energy-angle
correlation.

2.2 Modelling
To properly model the Compton scattering spectrum and the broadening effects, we
need to consider electrons with a particular phase space distribution interacting with a
Gaussian-paraxial electromagnetic wave. For simplification, we can neglect laser’s wavefront
curvature for interaction geometries with a slow focus ( f /# >10). For a detailed description
of our formalism, see (Hartemann, 2002). We first calculate the Compton scattering frequency
using the energy-momentum conservation law:

κ − λ = λ̄c(kμqμ), (2)

where κ and λ are the incident and scattered light cone variables, kμ = (k,0,0,k) is the incident
laser pulse 4-wavevector, and qμ is the scattered 4-wavevector. Solving this equation for q, we
obtain qc, the wavenumber for the scattered radiation in spherical coordinates (θ, φ):

qc =
k(γ − uz)

γ − uz cosθ + kλ̄c(1 − ux sinθ cosφ − uy sinθ sinφ − uz cosθ)
, (3)

where uμ = (γ,ux,uy,uz) is the electron 4-velocity. For a counter-propagating geometry, θ = π
and φ = 0. Next, we generate a random normal distribution of particles with velocities ux,
uy, relativistic factor γ and with respective standard deviations Δux = j�x/σx, Δuy = j�y/σy
and Δγ. The quantities � and σ refer to the electron beam normalized emittance and spot
size. j is the jitter: e. g. j = 1 in the absence of jitter. Electron beam jitter and emittance are
the biggest contributors to the spectral broadening. An example of a normalized spectrum
calculated with the method outlined above is shown in Fig. 1. An experimental spectrum
from our T-REX source, measured with a germanium detector collecting photons scattered at
48 degrees from an aluminium plate is shown in Fig. 2 (Albert et al., 2010). The γ-ray beam
profile is shown in Fig. 2 inset.
From Fig. 2, the spectrum has several distinctive features. The tail after 400 keV is mainly due
to the high energy Bremsstrahlung and to pile-up (multiple-photon events) in the detector.
The main peak has a maximum at 365 keV, which corresponds to an incident energy of 478
keV. The full width at half maximum of this peak is 55±5 keV, which corresponds to a relative
bandwidth of 15%. The bandwidth of the γ-ray spectrum increases as the square of the
normalized emittance - critical for the design of a narrow bandwidth Compton scattering
source. The energy spread and jitter of the laser are negligible, while those of the electron
beam are 0.2% and j = 2, respectively. From Eq. 1, the γ-ray spectrum is broadened by
0.4% by the electron beam energy spread. The electron beam divergence, �/γr, where r
is the electron beam radius, broadens the γ-ray spectrum by 4.5% At energies below 250
keV, we record a broad continuum with two additonal peaks at 80 keV and 110 keV. These
features are artifacts of several processes during beam detection and can be reproduced by a
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where γ is the electron relativistic factor, φ is the angle between the incident laser and electron
beams, θ is the angle between the scattered photon and incident electron, ψ the angle between
the incident and scattered photon, k0 = 2π/λ̄c is the laser wavenumber (reduced Compton
wavelength λ̄c = 3.8616 × 10−13 m), and finally EL is the laser energy. Here, we assume that
β = v/c � 1, where v is the electron velocity. For a head-on collision (φ = 180◦) and on-axis
observation in the plane defined by the incident electron and laser beams (θ = 0◦ and ψ = 0),
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need to consider electrons with a particular phase space distribution interacting with a
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and φ = 0. Next, we generate a random normal distribution of particles with velocities ux,
uy, relativistic factor γ and with respective standard deviations Δux = j�x/σx, Δuy = j�y/σy
and Δγ. The quantities � and σ refer to the electron beam normalized emittance and spot
size. j is the jitter: e. g. j = 1 in the absence of jitter. Electron beam jitter and emittance are
the biggest contributors to the spectral broadening. An example of a normalized spectrum
calculated with the method outlined above is shown in Fig. 1. An experimental spectrum
from our T-REX source, measured with a germanium detector collecting photons scattered at
48 degrees from an aluminium plate is shown in Fig. 2 (Albert et al., 2010). The γ-ray beam
profile is shown in Fig. 2 inset.
From Fig. 2, the spectrum has several distinctive features. The tail after 400 keV is mainly due
to the high energy Bremsstrahlung and to pile-up (multiple-photon events) in the detector.
The main peak has a maximum at 365 keV, which corresponds to an incident energy of 478
keV. The full width at half maximum of this peak is 55±5 keV, which corresponds to a relative
bandwidth of 15%. The bandwidth of the γ-ray spectrum increases as the square of the
normalized emittance - critical for the design of a narrow bandwidth Compton scattering
source. The energy spread and jitter of the laser are negligible, while those of the electron
beam are 0.2% and j = 2, respectively. From Eq. 1, the γ-ray spectrum is broadened by
0.4% by the electron beam energy spread. The electron beam divergence, �/γr, where r
is the electron beam radius, broadens the γ-ray spectrum by 4.5% At energies below 250
keV, we record a broad continuum with two additonal peaks at 80 keV and 110 keV. These
features are artifacts of several processes during beam detection and can be reproduced by a
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Fig. 1. Example of a spectrum simulated with Mathematica, using 105 particles and 100 bins
for an electron beam energy of 116 MeV and a laser wavelength of 532 nm. The other
parameters are j = 2, �x = 5 mm mrad, �y = 6 mm mrad, σx = 35 μm and σy = 40 μm.

Monte-Carlo simulation. We utilized MCNP5 code (Forster et al., 2004), with modifications
to include Compton scattering of linearly polarized photons (G.Matt et al., 1996) to describe
the realistic experimental set-up. Fig. 2 shows the simulated pulse height spectrum expected
for single-photon counting. The continuum below 250 keV is caused by incomplete energy
absorption (elastic Compton scattering) in the detector itself. The broad peak at 110 keV
arises from double Compton scattering off the Al plate and the adjacent wall, followed by
photoabsorption in the Ge Detector. Since the detector is shielded with lead, the first peak is
due to X-rays coming from the lead Kα and Kβ lines, respectively, at 72.8 keV, 75 keV, 84.9 keV
and 87.3 keV.
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Fig. 2. On axis spectrum recorded after scattering off the Al plate and corresponding Monte
Carlo simulation. The images correspond to the full beam and the signal transmitted through
the collimator, respectively.

3. Laser technology

3.1 Laser system overview
We describe laser technology underlying high brightness, Compton-scattering based
monoenergetic gamma-ray sources, focusing on a recently commissioned T-REX (Gibson
et al., 2010) and a 3rd generation Velociraptor, currently under construction at Lawrence
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Livermore National Lab. The two main systems of these machines consist of a low emittance,
low energy spread, high charge electron beam and a high intensity, narrow bandwidth,
counter-propagating laser focused into the interaction region to scatter off the accelerated
electrons. A simplified schematic of the Compton-scattering source is shown in Fig. 3.
A state of the art ultrashort laser facilitates generation of a high charge, low emittance
electron beam. A photogun laser delivers spatially and temporally shaped UV pulses
to RF photocathode to generate electrons with a desired phase-space distribution by the
photoelectric effect. Precisely synchronized to the RF phase of the linac, the generated
electrons are then accelerated to relativistic velocities. The arrival of the electrons at the
interaction point is timed to the arrival of the interaction laser photons. A common oscillator,
operating at 40 MHz repetition rate, serves as a reference clock for the GHz-scale RF system
of the Linac, seeds both laser systems, and facilitates subpicosecond synchronization between
the interaction laser, the photogun laser, and the RF Linac phase. Typical parameters for the
laser system are listed in Table 1.
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Fig. 3. Block diagram of the Velociraptor compton source with details of the laser systems.

Parameters Oscillator Photogun Laser Interaction Laser
Repetition Rate 40.8 MHz 10-120 Hz 10-120 Hz

Wavelength 1 μm 263 nm 532 nm or 1 μm
Energy 100 pJ 30-50 μJ 150 mJ - 800 mJ

Pulse Duration 1 ps 2 or 15 ps 10 ps
Spot size on target n/a 1-2 mm dia 20-40 μm RMS

Table 1. Summary of key laser parameters for T-REX and Velociraptor compton source

Because the oscillator produces ultrashort pulses with energies in the pico-Joule to nano-Joule
range, and the final required energies are in the milli-joule to Joule range, pulses are amplified
by 70-100 dB in a series of amplifiers. Chirped pulse amplification (CPA) enables generation
of highly energetic picosecond and femtosecond pulses (Strickland & Mourou, 1985). The
key concept behind CPA is to increase the pulse duration prior to amplification, thereby
reducing the peak intensity during the amplification process. The peak intensity of the
pulse determines the onset of various nonlinear processes, such as self-focusing, self-phase
modulation, multi-photon ionization that lead to pulse brake-up and damage to the medium.
Nonlinear phase accumulation, or B-integral, is guided by Eq. 4:

φNL =
2π

λ

∫ ∞

−∞
n2 I(z)dz (4)
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Fig. 1. Example of a spectrum simulated with Mathematica, using 105 particles and 100 bins
for an electron beam energy of 116 MeV and a laser wavelength of 532 nm. The other
parameters are j = 2, �x = 5 mm mrad, �y = 6 mm mrad, σx = 35 μm and σy = 40 μm.

Monte-Carlo simulation. We utilized MCNP5 code (Forster et al., 2004), with modifications
to include Compton scattering of linearly polarized photons (G.Matt et al., 1996) to describe
the realistic experimental set-up. Fig. 2 shows the simulated pulse height spectrum expected
for single-photon counting. The continuum below 250 keV is caused by incomplete energy
absorption (elastic Compton scattering) in the detector itself. The broad peak at 110 keV
arises from double Compton scattering off the Al plate and the adjacent wall, followed by
photoabsorption in the Ge Detector. Since the detector is shielded with lead, the first peak is
due to X-rays coming from the lead Kα and Kβ lines, respectively, at 72.8 keV, 75 keV, 84.9 keV
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Fig. 2. On axis spectrum recorded after scattering off the Al plate and corresponding Monte
Carlo simulation. The images correspond to the full beam and the signal transmitted through
the collimator, respectively.

3. Laser technology

3.1 Laser system overview
We describe laser technology underlying high brightness, Compton-scattering based
monoenergetic gamma-ray sources, focusing on a recently commissioned T-REX (Gibson
et al., 2010) and a 3rd generation Velociraptor, currently under construction at Lawrence
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Livermore National Lab. The two main systems of these machines consist of a low emittance,
low energy spread, high charge electron beam and a high intensity, narrow bandwidth,
counter-propagating laser focused into the interaction region to scatter off the accelerated
electrons. A simplified schematic of the Compton-scattering source is shown in Fig. 3.
A state of the art ultrashort laser facilitates generation of a high charge, low emittance
electron beam. A photogun laser delivers spatially and temporally shaped UV pulses
to RF photocathode to generate electrons with a desired phase-space distribution by the
photoelectric effect. Precisely synchronized to the RF phase of the linac, the generated
electrons are then accelerated to relativistic velocities. The arrival of the electrons at the
interaction point is timed to the arrival of the interaction laser photons. A common oscillator,
operating at 40 MHz repetition rate, serves as a reference clock for the GHz-scale RF system
of the Linac, seeds both laser systems, and facilitates subpicosecond synchronization between
the interaction laser, the photogun laser, and the RF Linac phase. Typical parameters for the
laser system are listed in Table 1.
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Energy 100 pJ 30-50 μJ 150 mJ - 800 mJ

Pulse Duration 1 ps 2 or 15 ps 10 ps
Spot size on target n/a 1-2 mm dia 20-40 μm RMS

Table 1. Summary of key laser parameters for T-REX and Velociraptor compton source

Because the oscillator produces ultrashort pulses with energies in the pico-Joule to nano-Joule
range, and the final required energies are in the milli-joule to Joule range, pulses are amplified
by 70-100 dB in a series of amplifiers. Chirped pulse amplification (CPA) enables generation
of highly energetic picosecond and femtosecond pulses (Strickland & Mourou, 1985). The
key concept behind CPA is to increase the pulse duration prior to amplification, thereby
reducing the peak intensity during the amplification process. The peak intensity of the
pulse determines the onset of various nonlinear processes, such as self-focusing, self-phase
modulation, multi-photon ionization that lead to pulse brake-up and damage to the medium.
Nonlinear phase accumulation, or B-integral, is guided by Eq. 4:

φNL =
2π

λ

∫ ∞

−∞
n2 I(z)dz (4)
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where, I(z) is a position dependent pulse intensity and n2 is the material dependent nonlinear
refractive index (n = n0 + n2 I). φNL should normally be kept below 2-3 to avoid significant
pulse and beam distortion. For a desired final pulse intensity, we minimize the value of
the accumulated B-integral by increasing the beam diameter and the chirped pulse duration.
After amplification, the stretched pulse is recompressed to its near transform limited duration.
The four stages of the CPA process are illustrated in Fig. 4. The stretcher and the compressor
impart the largest pulse dispersion. In our laser systems, the chirped pulse duration is
between 1.5 and 3 ns to maximize the final pulse energy.

Fig. 4. Basic CPA scheme: ultrashort seed pulse is stretched, amplified, and recompressed.

The photogun laser consists of a mode-locked and phase-locked Yb:doped fiber oscillator, an
all-reflective pulse stretcher, and a series of fiber amplifiers producing over 1 mJ/pulse at
10 kHz at the output. The pulses are then re-compressed to near transform limited (200 fs)
duration in a compact multi-layer-dielectric grating compressor. Next, two nonlinear crystals
generate the 4th harmonic of the fundamental frequency in the UV. Temporally and spatially
shaped pulses are finally delivered at the RF photogun.
The interaction laser system (ILS) parameters are optimized to generate high flux, narrowband
γ rays. The interaction laser produces joule-class, ≈ 10 ps pulses at 1064 nm, at up to
120 Hz repetition rate, which are then frequency doubled to 532 nm. Separate fiber amplifiers
pre-amplify the pulses prior to injection into a bulk power amplifier chain. The pulses are
then recompressed, frequency doubled, and focused into the interaction region to scatter off
the electrons.
Picosecond pulse duration is desirable to both minimize peak laser intensity, which leads
to nonlinear scattering effects, and decrease the laser linewidth, Δωlaser, which broadens the

generated γ-ray bandwidth, Δωγ, as Δωγ =
√

Δω2
res + Δω2

laser. Here, Δωres is the contribution

to γ-ray bandwidth from all other effects, such as e− beam emittance, energy spread, focusing
geometry, etc. Due to narrow laser pulse bandwidths, we utilize a novel type of high
dispersion pulse stretcher and pulse compressor. The ILS pulses are finally frequency doubled
to increase the generated γ-ray energy.
Several alternate types of Compton-scattering γ-ray sources, not covered here, exist (see
(D’Angelo et al., 2000)). Some utilize different laser technologies such as Q-switched,
nanosecond duration interaction laser pulses (Kawase et al., 2008). Other sources are based on
Free Electron Laser (Litvinenko et al., 1997) or CO2 technologies (Yakimenko & Pogorelsky,
2006). Several sources based on low charge, high repetition rate electron bunches and low
energy, high repetition rate laser pulses coupled to high finesse resonant cavities have been
proposed (Graves et al., 2009) and demonstrated (Bech et al., 2009).

3.1.1 Dispersion management
The action of various dispersive elements is best described in the spectral domain. Given
a time dependent electric field, E(t) = A(t)eiω0t, where we factor out the carrier-frequency
term, its frequency domain is the Fourier transform, A(ω) =

∫ ∞
−∞ A(t)e−iωtdt =

√
Is(ω)eiφ(ω).

Here, we explicitly separate the real spectral amplitude,
√

Is(ω), and phase, φ(ω). We

54 Coherence and Ultrashort Pulse Laser Emission Laser Technology for Compact, Narrow-bandwidth Gamma-ray Sources 7

define spectral intensity Is(ω)≡ |A(ω)|2, and temporal intensity I(t)≡ |A(t)|2 We can Taylor
expand the phase of the pulse envelope A(ω) as

φ(ω) =
∞

∑
n=0

1
n!

φ(n)(0)ωn (5)

where φ(n)(0) ≡ dnφ(ω)
dφn evaluated at ω = 0. Term n=1 is the group delay, corresponding to

the time shift of the pulse; terms n ≥ 2 are responsible for pulse dispersion. Terms φ(n)(0),
where n=2 and 3, are defined as, respectively, group delay dispersion (GDD) and third order

dispersion (TOD). For a gaussian, unchirped, pulse, E(t) = E0e
− t2

τ2
0 , we can analytically

calculate its chirped duration, τf assuming a purely quadratic dispersion (φ(n)(0) = 0 for
n > 2).

τf = τ0

√
1 + 16

GDD2

τ4
0

(6)

The transform limited pulse duration is inversely proportional to the pulse bandwidth. For
a transform limited gaussian, the time-bandwidth product (FWHM intensity duration [sec]
x FWHM spectral intensity bandwidth [Hz]) is 2

π log2 ≈ 0.44. From Eq. (6), for large stretch
ratios, the amount of chirp, GDD, needed to stretch from the transform limit, τ0, to the final
duration, τf , is proportional to τ0.
In our CPA system, near transform limited pulse are chirped from 200 fs (photogun
laser) and 10 ps (interaction laser) to few nanosecond durations. Options for such large
dispersion stretchers include chirped fiber bragg gratings (CFBG), chirped volume Bragg
gratings (CVBG), and bulk grating based stretchers. Prism based stretchers do not provide
sufficient dispersion for our bandwidths. The main attraction of CFBG and CVBG is their
extremely compact size and alignment insensitivity. Both CFBG and CVBG have shown
great recent promise but still have unresolved issues relating to group delay ripple that affect
recompressed pulse fidelity (Sumetsky et al., 2002). High pulse contrast systems typically
utilize reflective grating stretchers and compressors which provide a smooth dispersion
profile. The grating stretcher and compressor designs are driven by the grating equation
which relates the angle of incidence ψ and the angle of diffraction φ measured with respect to
grating normal for a ray at wavelength λ,

sin(ψ) + sin(φ) =
mλ

d
(7)

where d is the groove spacing and m is an integer specifying the diffraction order. Grating
stretchers and compressors achieve large optical path differences versus wavelength due to
their high angular resolution, dφ

dλ (Treacy, 1969; Martinez, 1987).
A stretcher imparts a positive pulse chirp (longer wavelengths lead the shorter wavelengths
in time) and a compressor imparts a negative pulse chirp. The sign of the chirp is important,
because other materials in the system, such as transport fibers, lenses, and amplifiers, have
positive dispersion. A pulse with a negative initial chirp could become partially recompressed
during amplification and damage the gain medium.
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where, I(z) is a position dependent pulse intensity and n2 is the material dependent nonlinear
refractive index (n = n0 + n2 I). φNL should normally be kept below 2-3 to avoid significant
pulse and beam distortion. For a desired final pulse intensity, we minimize the value of
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After amplification, the stretched pulse is recompressed to its near transform limited duration.
The four stages of the CPA process are illustrated in Fig. 4. The stretcher and the compressor
impart the largest pulse dispersion. In our laser systems, the chirped pulse duration is
between 1.5 and 3 ns to maximize the final pulse energy.

Fig. 4. Basic CPA scheme: ultrashort seed pulse is stretched, amplified, and recompressed.
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generated γ-ray bandwidth, Δωγ, as Δωγ =
√

Δω2
res + Δω2

laser. Here, Δωres is the contribution
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∫ ∞
−∞ A(t)e−iωtdt =

√
Is(ω)eiφ(ω).

Here, we explicitly separate the real spectral amplitude,
√

Is(ω), and phase, φ(ω). We

54 Coherence and Ultrashort Pulse Laser Emission Laser Technology for Compact, Narrow-bandwidth Gamma-ray Sources 7

define spectral intensity Is(ω)≡ |A(ω)|2, and temporal intensity I(t)≡ |A(t)|2 We can Taylor
expand the phase of the pulse envelope A(ω) as

φ(ω) =
∞

∑
n=0

1
n!

φ(n)(0)ωn (5)

where φ(n)(0) ≡ dnφ(ω)
dφn evaluated at ω = 0. Term n=1 is the group delay, corresponding to

the time shift of the pulse; terms n ≥ 2 are responsible for pulse dispersion. Terms φ(n)(0),
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dispersion (TOD). For a gaussian, unchirped, pulse, E(t) = E0e
− t2

τ2
0 , we can analytically

calculate its chirped duration, τf assuming a purely quadratic dispersion (φ(n)(0) = 0 for
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τf = τ0

√
1 + 16

GDD2

τ4
0

(6)
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π log2 ≈ 0.44. From Eq. (6), for large stretch
ratios, the amount of chirp, GDD, needed to stretch from the transform limit, τ0, to the final
duration, τf , is proportional to τ0.
In our CPA system, near transform limited pulse are chirped from 200 fs (photogun
laser) and 10 ps (interaction laser) to few nanosecond durations. Options for such large
dispersion stretchers include chirped fiber bragg gratings (CFBG), chirped volume Bragg
gratings (CVBG), and bulk grating based stretchers. Prism based stretchers do not provide
sufficient dispersion for our bandwidths. The main attraction of CFBG and CVBG is their
extremely compact size and alignment insensitivity. Both CFBG and CVBG have shown
great recent promise but still have unresolved issues relating to group delay ripple that affect
recompressed pulse fidelity (Sumetsky et al., 2002). High pulse contrast systems typically
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where d is the groove spacing and m is an integer specifying the diffraction order. Grating
stretchers and compressors achieve large optical path differences versus wavelength due to
their high angular resolution, dφ

dλ (Treacy, 1969; Martinez, 1987).
A stretcher imparts a positive pulse chirp (longer wavelengths lead the shorter wavelengths
in time) and a compressor imparts a negative pulse chirp. The sign of the chirp is important,
because other materials in the system, such as transport fibers, lenses, and amplifiers, have
positive dispersion. A pulse with a negative initial chirp could become partially recompressed
during amplification and damage the gain medium.
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We need to dispersion balance the CPA chain, to recompress the pulse to its transform
limit. The total group delay, GDtotal vs wavelength for the system must be constant at
the output, or GDtotal(λ) = GDstretcher(λ) + GDcompressor(λ) + GDf iber(λ) + GDoscillator(λ) +
GDampli f ier(λ) + GDmaterial(λ) = C1, where C1 is an arbitrary constant. From Eq. (5), φ(ω) =∫ ∞
−∞ GD(ω)dω. Any frequency dependence in the total group delay will degrade pulse

fidelity.
Several approaches to achieving dispersion balance exist. In the Taylor’s expansion (Eq. (5))
of the phase of a well behaved dispersive element, when n < m the contribution of a term n
to the total phase is much larger than of a term m, or |φ(n)(0)Δωn/n!| � |φ(m)(0)Δωm/m!|,
where Δω is the pulse bandwidth. One approach to achieve dispersion balance is to calculate
the total GDD, TOD, and higher order terms for the system and attempt to zero them.
For example, when terms up to the 4th order are zero, the system is quintic limited. This
term-by-term cancellation approach can become problematic when successive terms in the
Taylor’s expansion do not decrease rapidly. It is often preferable to minimize the residual
group delay, GDRMS, over the pulse bandwidth (Eq. 8).

GDRMS =

√√√√
∫ ∞
−∞ (GD(ω)− ḠD)

2 |E(ω)|2dω∫ ∞
∞ |E(ω)|2dω

(8)

where ḠD is the mean group delay, ḠD ≡
∫ ∞
−∞ GD(ω)|E(ω)|2dω∫ ∞

−∞ |E(ω)|2dω
.

A sample pulse stretcher is shown in Fig. 5. The stretcher consists of a single grating, a lens of
focal length f , a retro-reflecting folding mirror placed f away from the lens and a vertical roof
mirror. The folding mirror simplifies stretcher configuration and alignment by eliminating
a second grating and lens pair. A vertical roof mirror double passes the beam through the
stretcher and takes out the spatial chirp. The total dispersion of the stretcher is determined by
the distance from the grating to the lens, L f . When L f = f , the path lengths at all wavelengths
are equal and the net dispersion is zero. When L f > f , the chirp becomes negative, same
as in the compressor. In a stretcher, L f < f producing a positive chirp. We can calculate
the dispersion, or GD(ω) = nω L(ω)/c, where L(ω) is the frequency dependent propagation
distance and nω is the frequency dependent refractive index, using various techniques. Here,
we give a compact equation for GDD(ω) = ∂GD(ω)/∂ω, from which all other dispersion
terms can be determined. Assuming an aberration free stretcher in the thin lens approximate,
GDD(ω) is then given by Eq. 9.

Grating Lens, f

Vert roof mirror

Folding mirror

fLf

red

blue

Fig. 5. Grating and lens based stretcher is folded with a flat mirror. The distance from the
grating to the focal length of the lens determine the sign and magnitude of the chirp.

GDD(ω) = 2( f − L f )
λ

πc2
[sin (φ) + sin (ψ)]2

cos2(φ)
(9)

where the diffraction angle, φ is a function of ω. The aberration free approximation is
important, because a real lens introduces both chromatic and geometric beam aberrations
which modify higher order dispersion terms from those derived from Eq. 9.
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A compressor, which is typically a final component in the CPA system undoes all of the
accumulated dispersion. The compressor used on the photogun laser is shown in Fig. 6.
Compared to the stretcher, the lens is absent. The magnitude of the negative chirp is now
controlled by the distance from the horizontal roof to the grating. The horizontal roof,
here folds the compressor geometry and eliminates a second grating. As in the stretcher of
Fig. 5, the compressor’s vertical roof mirror double passes the beam and removes the spatial
chirp. Because a compressor has no curved optics, it introduces no geometric or chromatic
aberrations. The dispersion of a real compressor is very precisely described by the Treacy
formula or its equivalent given by Eq. 10.

Grating

Vert roof mirror

Hor roof mirror

in/out

Fig. 6. Folded grating compressor. The distance from the horizontal roof mirror to the grating
determines the magnitude of the negative chirp.

GDD(ω) = −L1
λ

πc2
[sin (φ) + sin (ψ)]2

cos2(φ)
(10)

The actual stretcher design for Velociraptor photogun laser is shown in Fig. 7. The
all-reflective Offner design (Cheriaux et al., 1996) uses a convex and a concave mirror to form
an imaging telescope with magnification of -1 and relay planes at the radius of curvature
(ROC) center of the concave mirror. The grating is placed inside the ROC to impart a
positive chirp. A vertical roof mirror folds the stretcher geometry and eliminates the second
grating. The Offner stretcher is compact and has low chromatic and geometric aberrations.
Consequently, its dispersion profile is nearly aberration free, meaning the GDD and higher
order dispersion terms are closely predicted by Eq. 9.

in/out
Grating

convex mirror

concave mirror

vertical roof
retro-reflector

Fig. 7. Raytraced design of the Offner stretcher for the photogun laser on Velociraptor.

3.2 Fiber oscillator and amplifiers
Essential to building a compact, highly stable laser system is a fiber front-end. Fibers lasers
are highly portable, reliable, relatively insensitive to external perturbations, provide long term
hands free operation, and have been scaled to average powers above 1 kW in a diffraction
limited beam (Jeong et al., 2004). When the required pulse energy is above a mJ, a fiber
oscillator and amplifiers can serve as a front end in a multi-amplifier-stage system. We employ
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We need to dispersion balance the CPA chain, to recompress the pulse to its transform
limit. The total group delay, GDtotal vs wavelength for the system must be constant at
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GDampli f ier(λ) + GDmaterial(λ) = C1, where C1 is an arbitrary constant. From Eq. (5), φ(ω) =∫ ∞
−∞ GD(ω)dω. Any frequency dependence in the total group delay will degrade pulse

fidelity.
Several approaches to achieving dispersion balance exist. In the Taylor’s expansion (Eq. (5))
of the phase of a well behaved dispersive element, when n < m the contribution of a term n
to the total phase is much larger than of a term m, or |φ(n)(0)Δωn/n!| � |φ(m)(0)Δωm/m!|,
where Δω is the pulse bandwidth. One approach to achieve dispersion balance is to calculate
the total GDD, TOD, and higher order terms for the system and attempt to zero them.
For example, when terms up to the 4th order are zero, the system is quintic limited. This
term-by-term cancellation approach can become problematic when successive terms in the
Taylor’s expansion do not decrease rapidly. It is often preferable to minimize the residual
group delay, GDRMS, over the pulse bandwidth (Eq. 8).
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where ḠD is the mean group delay, ḠD ≡
∫ ∞
−∞ GD(ω)|E(ω)|2dω∫ ∞

−∞ |E(ω)|2dω
.

A sample pulse stretcher is shown in Fig. 5. The stretcher consists of a single grating, a lens of
focal length f , a retro-reflecting folding mirror placed f away from the lens and a vertical roof
mirror. The folding mirror simplifies stretcher configuration and alignment by eliminating
a second grating and lens pair. A vertical roof mirror double passes the beam through the
stretcher and takes out the spatial chirp. The total dispersion of the stretcher is determined by
the distance from the grating to the lens, L f . When L f = f , the path lengths at all wavelengths
are equal and the net dispersion is zero. When L f > f , the chirp becomes negative, same
as in the compressor. In a stretcher, L f < f producing a positive chirp. We can calculate
the dispersion, or GD(ω) = nω L(ω)/c, where L(ω) is the frequency dependent propagation
distance and nω is the frequency dependent refractive index, using various techniques. Here,
we give a compact equation for GDD(ω) = ∂GD(ω)/∂ω, from which all other dispersion
terms can be determined. Assuming an aberration free stretcher in the thin lens approximate,
GDD(ω) is then given by Eq. 9.
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Fig. 5. Grating and lens based stretcher is folded with a flat mirror. The distance from the
grating to the focal length of the lens determine the sign and magnitude of the chirp.

GDD(ω) = 2( f − L f )
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[sin (φ) + sin (ψ)]2

cos2(φ)
(9)

where the diffraction angle, φ is a function of ω. The aberration free approximation is
important, because a real lens introduces both chromatic and geometric beam aberrations
which modify higher order dispersion terms from those derived from Eq. 9.
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A compressor, which is typically a final component in the CPA system undoes all of the
accumulated dispersion. The compressor used on the photogun laser is shown in Fig. 6.
Compared to the stretcher, the lens is absent. The magnitude of the negative chirp is now
controlled by the distance from the horizontal roof to the grating. The horizontal roof,
here folds the compressor geometry and eliminates a second grating. As in the stretcher of
Fig. 5, the compressor’s vertical roof mirror double passes the beam and removes the spatial
chirp. Because a compressor has no curved optics, it introduces no geometric or chromatic
aberrations. The dispersion of a real compressor is very precisely described by the Treacy
formula or its equivalent given by Eq. 10.
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Fig. 6. Folded grating compressor. The distance from the horizontal roof mirror to the grating
determines the magnitude of the negative chirp.
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The actual stretcher design for Velociraptor photogun laser is shown in Fig. 7. The
all-reflective Offner design (Cheriaux et al., 1996) uses a convex and a concave mirror to form
an imaging telescope with magnification of -1 and relay planes at the radius of curvature
(ROC) center of the concave mirror. The grating is placed inside the ROC to impart a
positive chirp. A vertical roof mirror folds the stretcher geometry and eliminates the second
grating. The Offner stretcher is compact and has low chromatic and geometric aberrations.
Consequently, its dispersion profile is nearly aberration free, meaning the GDD and higher
order dispersion terms are closely predicted by Eq. 9.
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Fig. 7. Raytraced design of the Offner stretcher for the photogun laser on Velociraptor.

3.2 Fiber oscillator and amplifiers
Essential to building a compact, highly stable laser system is a fiber front-end. Fibers lasers
are highly portable, reliable, relatively insensitive to external perturbations, provide long term
hands free operation, and have been scaled to average powers above 1 kW in a diffraction
limited beam (Jeong et al., 2004). When the required pulse energy is above a mJ, a fiber
oscillator and amplifiers can serve as a front end in a multi-amplifier-stage system. We employ
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a 10 mW Yb:doped mode-locked oscillator which, when compressed, produces 250 pJ, sub
100 fs, near transform limited pulses at 40.8 MHz repetition rate with a full bandwidth from
1035 nm to 1085 nm. The oscillator, based on a design developed at Cornell (Ilday et al., 2003),
fits on a rack mounted, 12”x12” breadboard (see Fig. 8).
On T-REX and Velociraptor, a single fiber oscillator seeds both, the photogun laser and the
interaction laser systems. An experimental oscillator spectrum showing the bandpass for
the photogun and the interaction lasers is shown in Fig. 9. Two different chains of fiber
Yb:doped fiber amplifiers tuned for peak gain at 1053 nm for PDL and 1064 nm for ILS,
boost the seed pulse to ≈100 μJ/pulse. The seed is chirped to a few nanosecond duration
prior to amplification. Each fiber amplifier stage provides 20 dB of gain. The repetition
rate is gradually stepped down to 10 kHz with acousto-optic modulators (AOM), inserted in
between fiber amplifiers. The AOMs also remove out of band amplified spontaneous emission
(ASE), preserving pulse fidelity.
The total energy from the fiber amplifier is limited by the total stored energy and by the
accumulated nonlinear phase (Eq. 4). Several initial amplifier stages consist of telecom-type,
6.6 μm core polarization maintaining (PM) fibers. The output from this core sized fiber is
limited to ≈1μJ. Next, a series of large mode field diameter, 29 μm core photonic band-gap
(PBG) fibers accommodate pulse energies up to 100 μJ. We are currently developing even
larger core (80 μm) PBG fiber rod based amplifiers to attain over 1 mJ per pulse at the output.
A major challenge with PBG and other large core fibers is careful control of the refractive index
uniformity to prevent generation of higher order spatial modes, which degrade beam quality.

Gain fiber Pump diodes

Compressor

Fig. 8. The ultrashort Yb+ doped fiber oscillator fits on a 12”x12” breadboard. When
recompressed, the anomalous dispersion oscillator generates 100 fs pulses.

4. Amplification

The action of the amplifier is illustrated in Fig. 10. An input pulse with intensity Iin is
amplified to output intensity Iout. An amplifier can be chacterized by its small signal
(undepleted) gain, G0, saturation fluence, Jsat, and its frequency dependent lineshape
function, g(ν). In general, we need to solve the laser rate equations to determine the output
pulse shape, spectral distribution, and energy. For a homogeneous gain medium, when (1)
the temporal pulse variation and the population inversion is sufficiently small (compared
to T2 coherence time) to justify rate equation analysis, and (2) transient effects relating
to spontaneous emission and pumping occur on a time scale much longer than the pulse
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Fig. 9. Experimental pulse spectrum of the Velociraptor oscillator of Fig. 8. The same
oscillator seeds both the interaction and the photogun lasers.

duration, an analytical solution can be obtained using a Frantz-Nodvik approach (Frantz &
Nodvik, 1963). Eq. (11) is derived for a monochromatic input pulse (Planchon et al., 2005).

Iout(t) = Iin(t)×
[
1 −

(
1 − G−1

0

)
e−Jin(t)/Jsat(t)

]−1
(11)

Here, Jin(t) ≡
∫ t

0 Iin(t�)dt� is the instantaneous fluence. Eq. (11) can be modified to describe
amplification of a chirped pulse. This involves determining the frequency dependence of the
small gain, G0(ν) and the saturation fluence, Jsat(ν), both of which depend on the emission
cross-section σe(ν). For a four-level system, Jsat(ν) = hν/σe(ν), and G0 = exp [Nσe(ν)], where
N is the population inversion. If the instantaneous pulse frequency, ν̄ = 1

2π
dφ(t)

dt is a monotonic
function of t, we can define time as a function of frequency, t(ν). In this instantaneous
frequency approach, we can rewrite Eq. (11) as a function of ν. Various aspects of chirped
pulse amplification, such as total output energy, gain narrowing, square pulse distortion, and
spectral sculpting can be analytically calculated using the modified form of Eq. (11).

Amplifier with gain G0

Iin Iout

Fig. 10. Basic scheme for pulse amplification. A gain medium with stored energy coherently
amplifies the input pulse.

4.1 Chirped pulse amplification with narrowband pulses
In CPA, the gain bandwidth of the amplifying medium is typically broad enough to
minimize gain narrowing of the seed pulse. On the photogun laser, Yb doped glass has
a wide bandwidth spanning from 1000 nm to 1150 nm, and is well suited for amplifying
100 fs pulses. On the interaction laser, however, bulk amplification is in Nd:YAG, which
has a narrow bandwidth of 120 GHz. The seed pulses gain narrow to sub nanometer
bandwidths after amplification. Traditional two-grating stretchers and compressors cannot
provide adequate dispersion in a table-top footprint. In this section, we will describe novel
hyper-dispersion technology that we developed for CPA with sub-nanometer bandwidth
pulses (Shverdin, Albert, Anderson, Betts, Gibson, Messerly, Hartemann, Siders & Barty,
2010). The meter-scale stretcher and compressor pair achieve 10x greater dispersion compared
to standard two-grating designs. Previously, D. Fittinghoff, et. al. suggested hyper-dispersion
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a 10 mW Yb:doped mode-locked oscillator which, when compressed, produces 250 pJ, sub
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1035 nm to 1085 nm. The oscillator, based on a design developed at Cornell (Ilday et al., 2003),
fits on a rack mounted, 12”x12” breadboard (see Fig. 8).
On T-REX and Velociraptor, a single fiber oscillator seeds both, the photogun laser and the
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boost the seed pulse to ≈100 μJ/pulse. The seed is chirped to a few nanosecond duration
prior to amplification. Each fiber amplifier stage provides 20 dB of gain. The repetition
rate is gradually stepped down to 10 kHz with acousto-optic modulators (AOM), inserted in
between fiber amplifiers. The AOMs also remove out of band amplified spontaneous emission
(ASE), preserving pulse fidelity.
The total energy from the fiber amplifier is limited by the total stored energy and by the
accumulated nonlinear phase (Eq. 4). Several initial amplifier stages consist of telecom-type,
6.6 μm core polarization maintaining (PM) fibers. The output from this core sized fiber is
limited to ≈1μJ. Next, a series of large mode field diameter, 29 μm core photonic band-gap
(PBG) fibers accommodate pulse energies up to 100 μJ. We are currently developing even
larger core (80 μm) PBG fiber rod based amplifiers to attain over 1 mJ per pulse at the output.
A major challenge with PBG and other large core fibers is careful control of the refractive index
uniformity to prevent generation of higher order spatial modes, which degrade beam quality.
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Fig. 8. The ultrashort Yb+ doped fiber oscillator fits on a 12”x12” breadboard. When
recompressed, the anomalous dispersion oscillator generates 100 fs pulses.

4. Amplification

The action of the amplifier is illustrated in Fig. 10. An input pulse with intensity Iin is
amplified to output intensity Iout. An amplifier can be chacterized by its small signal
(undepleted) gain, G0, saturation fluence, Jsat, and its frequency dependent lineshape
function, g(ν). In general, we need to solve the laser rate equations to determine the output
pulse shape, spectral distribution, and energy. For a homogeneous gain medium, when (1)
the temporal pulse variation and the population inversion is sufficiently small (compared
to T2 coherence time) to justify rate equation analysis, and (2) transient effects relating
to spontaneous emission and pumping occur on a time scale much longer than the pulse
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duration, an analytical solution can be obtained using a Frantz-Nodvik approach (Frantz &
Nodvik, 1963). Eq. (11) is derived for a monochromatic input pulse (Planchon et al., 2005).

Iout(t) = Iin(t)×
[
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]−1
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Here, Jin(t) ≡
∫ t

0 Iin(t�)dt� is the instantaneous fluence. Eq. (11) can be modified to describe
amplification of a chirped pulse. This involves determining the frequency dependence of the
small gain, G0(ν) and the saturation fluence, Jsat(ν), both of which depend on the emission
cross-section σe(ν). For a four-level system, Jsat(ν) = hν/σe(ν), and G0 = exp [Nσe(ν)], where
N is the population inversion. If the instantaneous pulse frequency, ν̄ = 1
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dt is a monotonic
function of t, we can define time as a function of frequency, t(ν). In this instantaneous
frequency approach, we can rewrite Eq. (11) as a function of ν. Various aspects of chirped
pulse amplification, such as total output energy, gain narrowing, square pulse distortion, and
spectral sculpting can be analytically calculated using the modified form of Eq. (11).

Amplifier with gain G0

Iin Iout

Fig. 10. Basic scheme for pulse amplification. A gain medium with stored energy coherently
amplifies the input pulse.

4.1 Chirped pulse amplification with narrowband pulses
In CPA, the gain bandwidth of the amplifying medium is typically broad enough to
minimize gain narrowing of the seed pulse. On the photogun laser, Yb doped glass has
a wide bandwidth spanning from 1000 nm to 1150 nm, and is well suited for amplifying
100 fs pulses. On the interaction laser, however, bulk amplification is in Nd:YAG, which
has a narrow bandwidth of 120 GHz. The seed pulses gain narrow to sub nanometer
bandwidths after amplification. Traditional two-grating stretchers and compressors cannot
provide adequate dispersion in a table-top footprint. In this section, we will describe novel
hyper-dispersion technology that we developed for CPA with sub-nanometer bandwidth
pulses (Shverdin, Albert, Anderson, Betts, Gibson, Messerly, Hartemann, Siders & Barty,
2010). The meter-scale stretcher and compressor pair achieve 10x greater dispersion compared
to standard two-grating designs. Previously, D. Fittinghoff, et. al. suggested hyper-dispersion
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compressor arrangements (Fittinghoff et al., 2004). F. J. Duarte described a conceptually
similar hyper-dispersion arrangements for a prism-based compressor (Duarte, 1987).
We utilize commercial Nd:YAG amplifiers for two reasons: (1) Nd:YAG technology is
extremely mature, relatively inexpensive, and provides high signal gain; (2) nominally 10 ps
transform limited laser pulses are well-suited for narrowband γ-ray generation. Employing a
hyper-dispersion stretcher and compressor pair, we generated 750 mJ pulses at 1064 nm with
0.2 nm bandwidth, compressed to near transform limited duration of 8 ps.
The nearly unfolded version of the hyper-dispersion compressor is shown in Fig. 11, with a
retro-mirror replacing gratings 5-8. Compared to standard Treacy design, this compressor
contains two additional gratings (G2 and G3). The orientation of G2 is anti-parallel to
G1: the rays dispersed at G1, are further dispersed at G2. This anti-parallel arrangement
enables angular dispersion, dθ

dλ , which is greater than possible with a single grating. The
orientation of G3 and G4 is parallel to, respectively, G2 and G1. G3 undoes the angular
dispersion of G2 and G4 undoes the angular dispersion of G1 producing a collimated,
spatially chirped beam at the retro-mirror. After retro-reflection, the spatial chirp is
removed after four more grating reflections. The number of grating reflections (8), is twice
that in a Treacy compressor. High diffraction efficiency gratings are essential for high
throughput efficiency. We utilize multi-layer-dielectric (MLD) gratings developed at LLNL
with achievable diffraction efficiency >99% (Perry et al., 1995). The magnitude of the negative
chirp is controlled by varying L1, the optical path length of the central ray between G1 and G2
and L2, the optical path length between G2 and G3.
We derive an analytical formula (Eq. 12) for group delay dispersion (GDD) as a function of
wavelength for the compressor using Kostenbauder formalism (Kostenbauder, 1990; Lin et al.,
1993).

GDD =− λ

πc2
[sin (φ) + sin (ψ)]2

cos4(φ)
×

[
2L1 cos2 (φ) + L2 [cos (φ) + cos (ψ)]2

]
(12)

Here ψ is the angle of incidence and φ is the angle of diffraction of the central ray of
wavelength λ at the first grating measured with respect to grating normal. We assume that
the groove density of gratings 1 and 2 is the same. Note that the expression for GDD reduces
to that of the standard two-grating compressor when L2=0. Higher order dispersion terms
can be derived by noting that φ is a function of wavelength.

G1

G2

G3

G4 retro mirror

in/out

Fig. 11. Unfolded version of the hyper-dispersion compressor with anti-parallel gratings.

Compressor design can be folded to reduce the total number of gratings and simplify
compressor alignment. The compressor shown in Fig. 12 has been designed for Velociraptor
and is similar to the experimental design on T-REX. The compressor consists of two 40x20
cm multi-layer dielectric (MLD) gratings arranged anti-parallel to each other, a vertical roof
mirror (RM), and a series of two periscopes and a horizontal roof mirror. These six mirrors set
the height and the position of the reflected beam on the gratings and inverts the beam in the
plane of diffraction. The beam is incident at Littrow-3 degrees (64.8o) on the 1740 grooves/mm
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gratings. The vertical roof mirror here, is equivalent to the retro-mirror in Fig. 11. The beam
undergoes a total of 8 grating reflections and 16 mirror reflections in the compressor. The
total beam path of the central ray is 22 m. On T-REX, the MLD gratings had a diffraction
efficiency above 97%, enabling an overall compressor throughput efficiency of 60%. Here, the
magnitude of the chirp is tuned by translating the horizontal roof mirror. The compressor,
with its relatively compact footprint of 3x0.7 m provides GDD=-4300 ps2/rad, or a pulse
dispersion of 7000 ps/nm. This chirps the incident 0.2 nm bandwidth pulse to 3 ns. The
two grating separation in a standard Treacy compressor with the same dispersion would be
32 m.

vertical roof mirror grating 1

grating 2
horizontal roofhorizontal periscope

vertical periscope
in/out

Fig. 12. The compact hyper-dispersion compressor consisting of two 1740 grooves/mm
gratings has a footprint of 3 x 0.7 m and group delay dispersion of -4300 ps2/rad.

The hyper-dispersion stretcher design is conceptually similar. The unfolded version is shown
in Fig. 13. Compared to the standard Martinez stretcher, the hyper-dispersion design contain
two extra mirrors G1 and G4, arranged anti-parallel to G2 and G3. We define L f as the path
length from G2 to the first lens. Then the total ray path length from G1 to the first lens (L1 + L f )
must be smaller than the lens focal length, f to produce a positive chirp. The magnitude of
the chirp is controlled by varying the value of L1 + L f − f .
We modify Eq. 12 to derive the GDD formula for the aberration free hyper-dispersion stretcher
shown in Fig. 13:

GDD =− λ

πc2
[sin (φ) + sin (ψ)]2

cos4(φ)
×

[
L1 cos2 (φ) + (L f − f ) [cos (φ) + cos (ψ)]2

]
(13)

2f
Lens, f Lens, f

G2 G3

G1in/out G4 retro mirror

Fig. 13. Unfolded hyper-dispersion stretcher utilizes four gratings, as opposed to two
gratings in the standard Martinez design.

The folded CAD version of the stretcher built for T-REX is shown in Fig. 14. For high
fidelity pulse recompression, the stretcher is designed with a nearly equal and opposite chirp
compared to that of the compressor. The small difference accounts for other dispersive
elements in the system. We again use two large 1740 grooves/mm MLD gratings, with
footprints of 20x10 cm and 35x15 cm. The beam is incident at the same Littrow-3o angle
as in the compressor. A large, 175 mm diameter, f = 3099 mm lens accommodates the large
footprint of the spatially chirped beam. A folding retro-mirror is placed f away from the lens,
forming a 2- f telescope seen in the unfolded version of Fig. 13. The beam height changes
through off-center incidence on the lens. After 4 grating reflections, the beam is incident
on the vertical roof mirror, which is equivalent to the retro-mirror in Fig. 13. The two 450
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compressor arrangements (Fittinghoff et al., 2004). F. J. Duarte described a conceptually
similar hyper-dispersion arrangements for a prism-based compressor (Duarte, 1987).
We utilize commercial Nd:YAG amplifiers for two reasons: (1) Nd:YAG technology is
extremely mature, relatively inexpensive, and provides high signal gain; (2) nominally 10 ps
transform limited laser pulses are well-suited for narrowband γ-ray generation. Employing a
hyper-dispersion stretcher and compressor pair, we generated 750 mJ pulses at 1064 nm with
0.2 nm bandwidth, compressed to near transform limited duration of 8 ps.
The nearly unfolded version of the hyper-dispersion compressor is shown in Fig. 11, with a
retro-mirror replacing gratings 5-8. Compared to standard Treacy design, this compressor
contains two additional gratings (G2 and G3). The orientation of G2 is anti-parallel to
G1: the rays dispersed at G1, are further dispersed at G2. This anti-parallel arrangement
enables angular dispersion, dθ

dλ , which is greater than possible with a single grating. The
orientation of G3 and G4 is parallel to, respectively, G2 and G1. G3 undoes the angular
dispersion of G2 and G4 undoes the angular dispersion of G1 producing a collimated,
spatially chirped beam at the retro-mirror. After retro-reflection, the spatial chirp is
removed after four more grating reflections. The number of grating reflections (8), is twice
that in a Treacy compressor. High diffraction efficiency gratings are essential for high
throughput efficiency. We utilize multi-layer-dielectric (MLD) gratings developed at LLNL
with achievable diffraction efficiency >99% (Perry et al., 1995). The magnitude of the negative
chirp is controlled by varying L1, the optical path length of the central ray between G1 and G2
and L2, the optical path length between G2 and G3.
We derive an analytical formula (Eq. 12) for group delay dispersion (GDD) as a function of
wavelength for the compressor using Kostenbauder formalism (Kostenbauder, 1990; Lin et al.,
1993).

GDD =− λ

πc2
[sin (φ) + sin (ψ)]2

cos4(φ)
×

[
2L1 cos2 (φ) + L2 [cos (φ) + cos (ψ)]2

]
(12)

Here ψ is the angle of incidence and φ is the angle of diffraction of the central ray of
wavelength λ at the first grating measured with respect to grating normal. We assume that
the groove density of gratings 1 and 2 is the same. Note that the expression for GDD reduces
to that of the standard two-grating compressor when L2=0. Higher order dispersion terms
can be derived by noting that φ is a function of wavelength.
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Fig. 11. Unfolded version of the hyper-dispersion compressor with anti-parallel gratings.

Compressor design can be folded to reduce the total number of gratings and simplify
compressor alignment. The compressor shown in Fig. 12 has been designed for Velociraptor
and is similar to the experimental design on T-REX. The compressor consists of two 40x20
cm multi-layer dielectric (MLD) gratings arranged anti-parallel to each other, a vertical roof
mirror (RM), and a series of two periscopes and a horizontal roof mirror. These six mirrors set
the height and the position of the reflected beam on the gratings and inverts the beam in the
plane of diffraction. The beam is incident at Littrow-3 degrees (64.8o) on the 1740 grooves/mm
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gratings. The vertical roof mirror here, is equivalent to the retro-mirror in Fig. 11. The beam
undergoes a total of 8 grating reflections and 16 mirror reflections in the compressor. The
total beam path of the central ray is 22 m. On T-REX, the MLD gratings had a diffraction
efficiency above 97%, enabling an overall compressor throughput efficiency of 60%. Here, the
magnitude of the chirp is tuned by translating the horizontal roof mirror. The compressor,
with its relatively compact footprint of 3x0.7 m provides GDD=-4300 ps2/rad, or a pulse
dispersion of 7000 ps/nm. This chirps the incident 0.2 nm bandwidth pulse to 3 ns. The
two grating separation in a standard Treacy compressor with the same dispersion would be
32 m.
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Fig. 12. The compact hyper-dispersion compressor consisting of two 1740 grooves/mm
gratings has a footprint of 3 x 0.7 m and group delay dispersion of -4300 ps2/rad.

The hyper-dispersion stretcher design is conceptually similar. The unfolded version is shown
in Fig. 13. Compared to the standard Martinez stretcher, the hyper-dispersion design contain
two extra mirrors G1 and G4, arranged anti-parallel to G2 and G3. We define L f as the path
length from G2 to the first lens. Then the total ray path length from G1 to the first lens (L1 + L f )
must be smaller than the lens focal length, f to produce a positive chirp. The magnitude of
the chirp is controlled by varying the value of L1 + L f − f .
We modify Eq. 12 to derive the GDD formula for the aberration free hyper-dispersion stretcher
shown in Fig. 13:

GDD =− λ

πc2
[sin (φ) + sin (ψ)]2

cos4(φ)
×

[
L1 cos2 (φ) + (L f − f ) [cos (φ) + cos (ψ)]2

]
(13)
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Fig. 13. Unfolded hyper-dispersion stretcher utilizes four gratings, as opposed to two
gratings in the standard Martinez design.

The folded CAD version of the stretcher built for T-REX is shown in Fig. 14. For high
fidelity pulse recompression, the stretcher is designed with a nearly equal and opposite chirp
compared to that of the compressor. The small difference accounts for other dispersive
elements in the system. We again use two large 1740 grooves/mm MLD gratings, with
footprints of 20x10 cm and 35x15 cm. The beam is incident at the same Littrow-3o angle
as in the compressor. A large, 175 mm diameter, f = 3099 mm lens accommodates the large
footprint of the spatially chirped beam. A folding retro-mirror is placed f away from the lens,
forming a 2- f telescope seen in the unfolded version of Fig. 13. The beam height changes
through off-center incidence on the lens. After 4 grating reflections, the beam is incident
on the vertical roof mirror, which is equivalent to the retro-mirror in Fig. 13. The two 450
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mirrors fold the beam path, rendering a more compact footprint. After 8 grating reflections,
the compressed pulse arrives and 2nd pass retro mirror. The beam is then retro-reflected
through the stretcher, undergoing a total of 16 grating reflections. We double pass through
the stretcher to double the total pulse chirp. Beam clipping on the lens prevents reducing the
lens to G2 distance to match compressor dispersion in a single pass.
Chromatic and geometric lens aberrations modify higher order dispersion terms in the
stretcher, requiring raytracing for more accurate computation. We use a commercial
ray-tracing software (FRED by Photon Engineering, LLC) to compute ray paths in the stretcher
and in the compressor. From raytrace analysis, the GDD for the stretcher is 4300 ps2/rad,
and the TOD/GDD ratio is -115 fs, at the 1064 nm central wavelength; for the compressor,
the TOD/GDD ratio is -84 fs. The TOD mismatch would result in a 3% reduction in the
temporal Strehl ratio of the compressed pulse. We can match the GDD and the TOD of the
stretcher/compressor pair by a 1o increase of the angle of incidence on gratings 1 and 2 in the
stretcher.

folding retro mirror

G2

G1

fiber input/output
beam sizing

folding mirror

vertical roof

lens

2nd pass
retro

Fig. 14. The compact hyper-dispersion stretcher matches the GDD of the compressor.

We employed the hyper-dispersion stretcher-compressor pair in our interaction laser.
Commercial Q-switched bulk Nd:YAG laser heads amplified stretched pulses from the
fiber chain to 1.3 J, with 800 mJ remaining after pulse recompression. We characterize
the compressed pulse temporal profile using multi-shot second harmonic generation (SHG)
frequency resolved optical gating (FROG) (Kane & Trebino, 1993; Kane et al., 1994) technique.
FROG is a commonly used method for measurement of ultrashort pulses. Compared
to autocorrelation which cannot measure the actual pulse intensity, FROG measures
both the intensity and the phase of the recompressed pulse. In its multi-shot, SHG
implementation, a FROG measurement consists of measuring the frequency spectrum of the
auto-correlation signal at each relative delay between the two pulse replicas. Mathematically,
we determine ISHG

FROG(ω,τ) = |∫ ∞
−∞ E(t)E(t − τ)exp(−iωt)dt|2, which is a 2D spectrogram

plotting delay, τ vs frequency (Trebino, 2000). Several inversion algorithms exist to process
the FROG data and extract pulse intensity and phase.
In the measurement, we use a 0.01 nm resolution 1 m spectrometer (McPherson Model
2061) to resolve the narrow bandwidth pulse spectrum at the output of a background
free SHG auto-correlator. The measured field of the FROG spectrogram,

√
I(ω,τ) is

shown in Fig. 15(a). Numerical processing then symmetrizes the trace and removes
spurious background and noise. The FROG algorithm converges to the spectrogram shown
in Fig. 15(b). The FROG algorithm discretizes the measurement into a 512x512 array.
The FROG error between the measured and the converged calculated profile, defined as

EFROG ≡
√

1
N2 ∑N

i,j=1

[
Imeas
FROG(ωi,τj)− Icalculated

FROG (ωi,τj)
]2

, where N=512 is the array dimension,

is 5.3x10−3.
The intensity profile corresponding to FROG spectrum of Fig. 15(b) is shown in Fig. 16(a). The
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(a) (b)

Fig. 15. Experimental measurement of the 800 mJ pulse duation. (a) Field of the
experimentally measured FROG spectrogram. (b) Lowest error field obtained by a FROG
algorithm using a 512×512 discretization grid.

pulse is slightly asymmetric and contains a small pre-pulse, caused by a small residual TOD
mismatch. We calculate that the FWHM is 8.3 ps, with 84% of the pulse energy contained in
the 20 ps wide bin indicated by the dashed box, and the temporal strehl ratio is 0.78. The
temporal strehl is the ratio of the peak measured intensity, and the peak transform limited
intensity for the measured spectral profile. The temporal waveform on the logarithmic scale
(Fig. 16(b)) shows a post pulse at 160 ps, 100 dB lower than the main pulse. This post-pulse
causes the satellite wings and the fringing in the FROG measurement. Frequency doubling
will further improve the pulse contrast.
FROG also measures the pulse spectrum (Fig. 17). Comparing the FROG measured spectrum
with the direct IR spectral measurement performed with an f =1 m spectrometer indicates
good agreement.
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Fig. 16. Temporal pulse intensity obtained by analyzing a numerically processed FROG
spectrogram on the linear scale (a) and log scale (b). FWHM of the pulse duration is 8.3 ps,
and 84% of the energy is contained in the 20 ps bin (dashed box).

5. Frequency conversion

High power, high energy laser technology is well developed in the 800 nm to 1.1 μm
wavelength range. One can generate other wavelengths through a nonlinear conversion
process. Fundamentally, the response of a dielectric medium to an applied electric field can be
described by an induced polarization, P = �0χ(1)E + �0χ(2)EE + ..., where �0 is the free space
permittivity, χ(n) is the nth order susceptibility, and E is the vector electric field. Because
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mirrors fold the beam path, rendering a more compact footprint. After 8 grating reflections,
the compressed pulse arrives and 2nd pass retro mirror. The beam is then retro-reflected
through the stretcher, undergoing a total of 16 grating reflections. We double pass through
the stretcher to double the total pulse chirp. Beam clipping on the lens prevents reducing the
lens to G2 distance to match compressor dispersion in a single pass.
Chromatic and geometric lens aberrations modify higher order dispersion terms in the
stretcher, requiring raytracing for more accurate computation. We use a commercial
ray-tracing software (FRED by Photon Engineering, LLC) to compute ray paths in the stretcher
and in the compressor. From raytrace analysis, the GDD for the stretcher is 4300 ps2/rad,
and the TOD/GDD ratio is -115 fs, at the 1064 nm central wavelength; for the compressor,
the TOD/GDD ratio is -84 fs. The TOD mismatch would result in a 3% reduction in the
temporal Strehl ratio of the compressed pulse. We can match the GDD and the TOD of the
stretcher/compressor pair by a 1o increase of the angle of incidence on gratings 1 and 2 in the
stretcher.
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Fig. 14. The compact hyper-dispersion stretcher matches the GDD of the compressor.

We employed the hyper-dispersion stretcher-compressor pair in our interaction laser.
Commercial Q-switched bulk Nd:YAG laser heads amplified stretched pulses from the
fiber chain to 1.3 J, with 800 mJ remaining after pulse recompression. We characterize
the compressed pulse temporal profile using multi-shot second harmonic generation (SHG)
frequency resolved optical gating (FROG) (Kane & Trebino, 1993; Kane et al., 1994) technique.
FROG is a commonly used method for measurement of ultrashort pulses. Compared
to autocorrelation which cannot measure the actual pulse intensity, FROG measures
both the intensity and the phase of the recompressed pulse. In its multi-shot, SHG
implementation, a FROG measurement consists of measuring the frequency spectrum of the
auto-correlation signal at each relative delay between the two pulse replicas. Mathematically,
we determine ISHG

FROG(ω,τ) = |∫ ∞
−∞ E(t)E(t − τ)exp(−iωt)dt|2, which is a 2D spectrogram

plotting delay, τ vs frequency (Trebino, 2000). Several inversion algorithms exist to process
the FROG data and extract pulse intensity and phase.
In the measurement, we use a 0.01 nm resolution 1 m spectrometer (McPherson Model
2061) to resolve the narrow bandwidth pulse spectrum at the output of a background
free SHG auto-correlator. The measured field of the FROG spectrogram,

√
I(ω,τ) is

shown in Fig. 15(a). Numerical processing then symmetrizes the trace and removes
spurious background and noise. The FROG algorithm converges to the spectrogram shown
in Fig. 15(b). The FROG algorithm discretizes the measurement into a 512x512 array.
The FROG error between the measured and the converged calculated profile, defined as

EFROG ≡
√

1
N2 ∑N

i,j=1

[
Imeas
FROG(ωi,τj)− Icalculated

FROG (ωi,τj)
]2

, where N=512 is the array dimension,

is 5.3x10−3.
The intensity profile corresponding to FROG spectrum of Fig. 15(b) is shown in Fig. 16(a). The
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Fig. 15. Experimental measurement of the 800 mJ pulse duation. (a) Field of the
experimentally measured FROG spectrogram. (b) Lowest error field obtained by a FROG
algorithm using a 512×512 discretization grid.

pulse is slightly asymmetric and contains a small pre-pulse, caused by a small residual TOD
mismatch. We calculate that the FWHM is 8.3 ps, with 84% of the pulse energy contained in
the 20 ps wide bin indicated by the dashed box, and the temporal strehl ratio is 0.78. The
temporal strehl is the ratio of the peak measured intensity, and the peak transform limited
intensity for the measured spectral profile. The temporal waveform on the logarithmic scale
(Fig. 16(b)) shows a post pulse at 160 ps, 100 dB lower than the main pulse. This post-pulse
causes the satellite wings and the fringing in the FROG measurement. Frequency doubling
will further improve the pulse contrast.
FROG also measures the pulse spectrum (Fig. 17). Comparing the FROG measured spectrum
with the direct IR spectral measurement performed with an f =1 m spectrometer indicates
good agreement.
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Fig. 16. Temporal pulse intensity obtained by analyzing a numerically processed FROG
spectrogram on the linear scale (a) and log scale (b). FWHM of the pulse duration is 8.3 ps,
and 84% of the energy is contained in the 20 ps bin (dashed box).

5. Frequency conversion

High power, high energy laser technology is well developed in the 800 nm to 1.1 μm
wavelength range. One can generate other wavelengths through a nonlinear conversion
process. Fundamentally, the response of a dielectric medium to an applied electric field can be
described by an induced polarization, P = �0χ(1)E + �0χ(2)EE + ..., where �0 is the free space
permittivity, χ(n) is the nth order susceptibility, and E is the vector electric field. Because
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Fig. 17. Pulse spectrum from FROG (red dots) and spectrometer (solid line) measurements.

χ(1) � χ(2) for an off-resonant medium, higher order terms become important only when
the applied electric field is sufficiently high. In a χ(2) process, EE term produces excitation
at twice the fundamental frequency. Let E = Acos(ωt), then E2 = A2

2 (1 + cos(2ωt)). The
magnitude of the nonlinear susceptibility varies with the applied frequency and depends
on the electronic level structure of the material. Under well-optimized conditions harmonic
efficiencies can exceed 80%. When selecting an appropriate nonlinear crystal, we consider
various application dependent factors such as the magnitude of the nonlinear coefficient,
acceptance bandwidth, absorption, thermal acceptance, thermal conductivity, walk-off angle,
damage threshold, and maximum clear aperture. For pulse durations in the 200 fs to 10 ps
range and for the fundamental wavelength ≈1 μm, beta barium borate (BBO) is an excellent
candidate for 2ω, 3ω, and 4ω generation. The main draw back, is that the largest clear crystal
aperture is ≈20 mm which limits its use to low pulse energies (< 10 − 100 mJ). For higher
pulse energies, deuterated and non-deuterated potassium dihydrogen phosphate (DKDP and
KDP), lithium triborate (LBO) and yttrium calcium oxyborate (YCOB) can be grown to much
larger apertures. YCOB is particularly attractive for its high average power handling, high
damage threshold, and large effective nonlinearity (Liao et al., 2006). For frequency doubling,
typical required laser intensities are in the 100 MW/cm2 to 10 GW/cm2 range.
The crystal must be cut along an appropriate plane to allow phase matching and to maximize
the effective nonlinear coefficient, de f f , which is related to χ(2) and the crystal orientation.
The interacting waves at ω and 2ω acquire different phases, φ(ω) = kωz = nωωz/c and
φ(2ω) = k2ωz = 2n2ωωz/c as they propagate along the crystal in z direction. An interaction
is phase matched when k2ω = 2kω . A uniaxial crystal contains two polarization eigenvectors,
one parallel to the optic axis (the axis of rotation symmetry) and one perpendicular to it. An
electric field inside the crystal contains a component perpendicular to the optic axis (ordinary
polarization) and a component in the plane defined by the optic axis and the direction of
propagation (extraordinary polarization), as illustrated in Fig. (18). The refractive index of the
extraordinary polarization, ne, varies with θ, the angle between the direction of propagation
and the optic axis; the ordinary refractive index, no has no angular dependence. In the
example shown in Fig. (18), the crystal is rotated along the y-axis until ne

2ω(θ) = no
ω . The

illustrated phase matching condition, where both incident photons have the same polarization
is known as type I phase matching. In Type II phase matching, the incident field has both an
ordinary and an extraordinary polarization component.
Coupled Eqs. (14-15), given in SI units, describe Type I, 2ω generation process relevant
for 200 fs - 10 ps duration pulses. Here, we make a plane wave approximation, justified
when we are not focusing into the crystal, and when the crystal is sufficiently thin to ignore
beam walk-off effects. We also ignore pulse dispersion in the crystal, justified for our pulse
bandwidth and crystal thickness. We can account for two-photon absorption, which becomes
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important for 4ω generation in BBO, by adding β|A2ω |2 A2ω term to the left hand side of
Eq. (15).

∂Aω

∂z
+

1
vg,ω

∂Aω

∂t
+

αω

2
Aω = i

2ω

n(ω)c
de f f A∗

ω A2ω exp(−iΔkz) (14)

∂A2ω

∂z
+

1
vg,2ω

∂A2ω

∂t
+

α2ω

2
A2ω = i

2ω

n(2ω)c
de f f A2

ω exp(iΔkz) (15)

Fig. 18. Frequency doubling with OOE type phasematching in a uniaxial nonlinear crystal. θ
is the phasematching angle between the optic axis and the propagation direction.

We obtain an analytical solution assuming qausi-CW pulse duration, which eliminates the
time dependent terms, and a low conversion efficiency, or a constant Aω . The efficiency of 2ω
harmonic generation, η2ω = I2ω/Iω , reduces to Eq. (16):

η2ω =
8π2d2

e f f L2 Iω

�0n2
ωn2ωcλ2

ω

sin2(ΔkL/2)
(ΔkL/2)2 (16)

In our laser systems, we implement frequency conversion on both, the photogun and the
interaction laser systems (Gibson et al., 2010). On T-REX, we generate the 4th harmonic of the
fundamental frequency by cascading two BBO crystals. The first, 1 mm thick crystal cut for
Type I phase matching, frequency doubles the incident pulse from 1053 nm to 527 nm. The
second 0.45 mm thick BBO crystal cut for Type I phase matching,frequency doubles 527 nm
pusle to 263 nm. The overall conversion efficiency from IR to UV is 10%, yielding 100 μJ at
263 nm. Here, frequency conversion is primarily limited by two-photon absorption in the UV
and the group velocity mismatch (GVM) between the 2ω and the 4ω pulses. GVM results in
temporal walk-off of the pulse envelopes and, in the frequency domain, is equivalent to the
acceptance bandwidth.
On the interaction laser, we frequency double the high energy pulses to increase the final γ-ray
energy. On T-REX we use a large aperture (30x30 mm) 6 mm thick DKDP crystal to frequency
double 800 mJ pulse from 1064 nm to 532 nm with up to 40% conversion efficiency. Here, the
pulse bandwidth is relatively narrow (≈0.2 nm) and group velocity walk-off is insignificant.
The conversion efficiency is primarily limited by beam quality and temporal pulse shape.
Generated 532 nm pulse energy is plotted vs the compressed input pulse energy in Fig. 19.
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Fig. 17. Pulse spectrum from FROG (red dots) and spectrometer (solid line) measurements.

χ(1) � χ(2) for an off-resonant medium, higher order terms become important only when
the applied electric field is sufficiently high. In a χ(2) process, EE term produces excitation
at twice the fundamental frequency. Let E = Acos(ωt), then E2 = A2

2 (1 + cos(2ωt)). The
magnitude of the nonlinear susceptibility varies with the applied frequency and depends
on the electronic level structure of the material. Under well-optimized conditions harmonic
efficiencies can exceed 80%. When selecting an appropriate nonlinear crystal, we consider
various application dependent factors such as the magnitude of the nonlinear coefficient,
acceptance bandwidth, absorption, thermal acceptance, thermal conductivity, walk-off angle,
damage threshold, and maximum clear aperture. For pulse durations in the 200 fs to 10 ps
range and for the fundamental wavelength ≈1 μm, beta barium borate (BBO) is an excellent
candidate for 2ω, 3ω, and 4ω generation. The main draw back, is that the largest clear crystal
aperture is ≈20 mm which limits its use to low pulse energies (< 10 − 100 mJ). For higher
pulse energies, deuterated and non-deuterated potassium dihydrogen phosphate (DKDP and
KDP), lithium triborate (LBO) and yttrium calcium oxyborate (YCOB) can be grown to much
larger apertures. YCOB is particularly attractive for its high average power handling, high
damage threshold, and large effective nonlinearity (Liao et al., 2006). For frequency doubling,
typical required laser intensities are in the 100 MW/cm2 to 10 GW/cm2 range.
The crystal must be cut along an appropriate plane to allow phase matching and to maximize
the effective nonlinear coefficient, de f f , which is related to χ(2) and the crystal orientation.
The interacting waves at ω and 2ω acquire different phases, φ(ω) = kωz = nωωz/c and
φ(2ω) = k2ωz = 2n2ωωz/c as they propagate along the crystal in z direction. An interaction
is phase matched when k2ω = 2kω . A uniaxial crystal contains two polarization eigenvectors,
one parallel to the optic axis (the axis of rotation symmetry) and one perpendicular to it. An
electric field inside the crystal contains a component perpendicular to the optic axis (ordinary
polarization) and a component in the plane defined by the optic axis and the direction of
propagation (extraordinary polarization), as illustrated in Fig. (18). The refractive index of the
extraordinary polarization, ne, varies with θ, the angle between the direction of propagation
and the optic axis; the ordinary refractive index, no has no angular dependence. In the
example shown in Fig. (18), the crystal is rotated along the y-axis until ne

2ω(θ) = no
ω . The

illustrated phase matching condition, where both incident photons have the same polarization
is known as type I phase matching. In Type II phase matching, the incident field has both an
ordinary and an extraordinary polarization component.
Coupled Eqs. (14-15), given in SI units, describe Type I, 2ω generation process relevant
for 200 fs - 10 ps duration pulses. Here, we make a plane wave approximation, justified
when we are not focusing into the crystal, and when the crystal is sufficiently thin to ignore
beam walk-off effects. We also ignore pulse dispersion in the crystal, justified for our pulse
bandwidth and crystal thickness. We can account for two-photon absorption, which becomes
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important for 4ω generation in BBO, by adding β|A2ω |2 A2ω term to the left hand side of
Eq. (15).
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Fig. 18. Frequency doubling with OOE type phasematching in a uniaxial nonlinear crystal. θ
is the phasematching angle between the optic axis and the propagation direction.

We obtain an analytical solution assuming qausi-CW pulse duration, which eliminates the
time dependent terms, and a low conversion efficiency, or a constant Aω . The efficiency of 2ω
harmonic generation, η2ω = I2ω/Iω , reduces to Eq. (16):

η2ω =
8π2d2

e f f L2 Iω

�0n2
ωn2ωcλ2

ω

sin2(ΔkL/2)
(ΔkL/2)2 (16)

In our laser systems, we implement frequency conversion on both, the photogun and the
interaction laser systems (Gibson et al., 2010). On T-REX, we generate the 4th harmonic of the
fundamental frequency by cascading two BBO crystals. The first, 1 mm thick crystal cut for
Type I phase matching, frequency doubles the incident pulse from 1053 nm to 527 nm. The
second 0.45 mm thick BBO crystal cut for Type I phase matching,frequency doubles 527 nm
pusle to 263 nm. The overall conversion efficiency from IR to UV is 10%, yielding 100 μJ at
263 nm. Here, frequency conversion is primarily limited by two-photon absorption in the UV
and the group velocity mismatch (GVM) between the 2ω and the 4ω pulses. GVM results in
temporal walk-off of the pulse envelopes and, in the frequency domain, is equivalent to the
acceptance bandwidth.
On the interaction laser, we frequency double the high energy pulses to increase the final γ-ray
energy. On T-REX we use a large aperture (30x30 mm) 6 mm thick DKDP crystal to frequency
double 800 mJ pulse from 1064 nm to 532 nm with up to 40% conversion efficiency. Here, the
pulse bandwidth is relatively narrow (≈0.2 nm) and group velocity walk-off is insignificant.
The conversion efficiency is primarily limited by beam quality and temporal pulse shape.
Generated 532 nm pulse energy is plotted vs the compressed input pulse energy in Fig. 19.

65Laser Technology for Compact, Narrow-bandwidth Gamma-ray Sources



18 Laser Pulses

At maximum IR energy, the conversion efficiency unexpectedly decreases. This may indicate
onset of crystal damage, degradation in pulse quality, or an increase in phase mismatch.
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Fig. 19. Frequency doubling of the 10 ps T-REX ILS laser with a peak efficiency of 40%.

6. Pulse shaping

A uniform elliptical laser shape in space and time minimizes the contribution of space-charge
force on the electron beam emittance (Kapchinskij & Vladimirskij, 1959; Li & Lewellen, 2008).
Due to technical difficulties of generating this shape, simulations suggest that a uniform
cylindrical pulse in space and time is an alternative (Cornacchia & et. al., 1998). We
generate the cylindrical shape by time-stacking the UV laser pulse in a Hyper-Michelson
interferometer (Siders et al., 1998) and clipping the UV beam with a hard edge aperture. It
is also possible to mode-convert the UV beam from a Gaussian to a flat-top with a commercial
refractive beam shaper based on aspheric lenses.
The pulse shaper is a Michelson-based ultrafast multiplexing device having nearly 100%
throughput and designed for high energy shaped pulse generation. The pulse train generates
a train of replicas of the input pulse delayed with respect to each other with femtosecond
precision. The pulse stacker used in T-REX (Gibson et al., 2010) consists of 4 stages, stacking 16
pulses. The laser pulse passes through a series of beam splitters, each time being recombined
following an adjustable delay path. The built pulse stacker is shown in Fig. 20. At the output
of the pulse stacker, two orthogonally polarized pulse trains are recombined and interleaved
in time at a polarizing beamsplitter. The individual pulses must be sufficiently delayed to
avoid high frequency intensity modulation that results from interferences of same-polarized
pulses.
An example of a stacked flat-top pulse from the pulse stacker is shown in Fig. 21. The figure
shows a cross-correlation of the stacked UV pulse obtained on T-REX. The 15 ps stacked
UV (4ω) pulse is cross-correlated with the ≈0.75 ps IR (1ω) pulse (blue line). The predicted
cross-correlation on the basis of the pulse energies of each of the 16 stacked pulses is shown
by the dashed line. Cross-correlations between the IR and the 16 individual UV pulses are
shown below the main pulse.

7. High energy laser pulse recirculation

In this section we describe a novel technique for recirculating high power, high energy,
picosecond laser pulses, akin to the interaction laser pulses on T-REX. The motivation for
laser recirculation for compton-scattering sources is two-fold. First, a major fundamental
limitation of these sources is the extremely small Thomson scattering cross-section, σT =
8π
3 r2

e = 6.65 × 10−25cm2, where re classical electron radius, which leads to low conversion
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Fig. 21. Cross-correlation measurement of the temporally shaped UV pulse from T-REX
photogun laser indicates a 15 ps FWHM pulse duration.

efficiency from laser photons to γ rays. Only 1 in 1010 of laser photons is doppler upshifted
to γ-ray energy. The overall efciency of the compton-scattering source could be increased
by reusing the laser photons after each interaction with the electron bunch. Second, the
joule-class, short pulse lasers operate at a few Hz to 100 Hz type of repetition rates. Linacs
can operate at kHz and higher repetition rates. Increasing the repetition rate of the interaction
laser would increase the average brightness of the γ-ray source.
The pulse recirculation scheme that we have developed is general and could be applied to
various other phenomena that involve high intensity lasers interacting with an optically thin
medium such as cavity ring down spectroscopy, high-harmonic generation in short gas jets,
or laser based plasma diagnostics. The pulse recirculation scheme is based on injection and
trapping a single laser pulse inside a passive optical cavity. A thin nonlinear crystal acts as an
optical switch, trapping the frequency converted light. This technique, termed recirculation
injection by nonlinear gating (RING) is compatible with joule class, 100s of Watts of average
power, picosecond laser pulses. In the simplest implementation of this technique, the incident
laser pulse at the fundamental frequency enters the resonator and is efficiently frequency
doubled. The resonator mirrors are dichroic, coated to transmit the 1ω light and reflect at
2ω (see Fig. 22). The upconverted 2ω pulse becomes trapped inside the cavity. After many
roundtrips, the laser pulse decays primarily due to Fresnel losses at the crystal faces and cavity
mirrors. The crystal thickness is optimized for high conversion efficiency.
Current pulse recirculation schemes are based on either resonant cavity coupling (Gohle et al.,
2005; Jones et al., 2005) or active (electro-optic or acousto-optic) pulse switching (Yu & Stuart,
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At maximum IR energy, the conversion efficiency unexpectedly decreases. This may indicate
onset of crystal damage, degradation in pulse quality, or an increase in phase mismatch.
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Fig. 19. Frequency doubling of the 10 ps T-REX ILS laser with a peak efficiency of 40%.

6. Pulse shaping

A uniform elliptical laser shape in space and time minimizes the contribution of space-charge
force on the electron beam emittance (Kapchinskij & Vladimirskij, 1959; Li & Lewellen, 2008).
Due to technical difficulties of generating this shape, simulations suggest that a uniform
cylindrical pulse in space and time is an alternative (Cornacchia & et. al., 1998). We
generate the cylindrical shape by time-stacking the UV laser pulse in a Hyper-Michelson
interferometer (Siders et al., 1998) and clipping the UV beam with a hard edge aperture. It
is also possible to mode-convert the UV beam from a Gaussian to a flat-top with a commercial
refractive beam shaper based on aspheric lenses.
The pulse shaper is a Michelson-based ultrafast multiplexing device having nearly 100%
throughput and designed for high energy shaped pulse generation. The pulse train generates
a train of replicas of the input pulse delayed with respect to each other with femtosecond
precision. The pulse stacker used in T-REX (Gibson et al., 2010) consists of 4 stages, stacking 16
pulses. The laser pulse passes through a series of beam splitters, each time being recombined
following an adjustable delay path. The built pulse stacker is shown in Fig. 20. At the output
of the pulse stacker, two orthogonally polarized pulse trains are recombined and interleaved
in time at a polarizing beamsplitter. The individual pulses must be sufficiently delayed to
avoid high frequency intensity modulation that results from interferences of same-polarized
pulses.
An example of a stacked flat-top pulse from the pulse stacker is shown in Fig. 21. The figure
shows a cross-correlation of the stacked UV pulse obtained on T-REX. The 15 ps stacked
UV (4ω) pulse is cross-correlated with the ≈0.75 ps IR (1ω) pulse (blue line). The predicted
cross-correlation on the basis of the pulse energies of each of the 16 stacked pulses is shown
by the dashed line. Cross-correlations between the IR and the 16 individual UV pulses are
shown below the main pulse.

7. High energy laser pulse recirculation

In this section we describe a novel technique for recirculating high power, high energy,
picosecond laser pulses, akin to the interaction laser pulses on T-REX. The motivation for
laser recirculation for compton-scattering sources is two-fold. First, a major fundamental
limitation of these sources is the extremely small Thomson scattering cross-section, σT =
8π
3 r2

e = 6.65 × 10−25cm2, where re classical electron radius, which leads to low conversion
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Fig. 21. Cross-correlation measurement of the temporally shaped UV pulse from T-REX
photogun laser indicates a 15 ps FWHM pulse duration.

efficiency from laser photons to γ rays. Only 1 in 1010 of laser photons is doppler upshifted
to γ-ray energy. The overall efciency of the compton-scattering source could be increased
by reusing the laser photons after each interaction with the electron bunch. Second, the
joule-class, short pulse lasers operate at a few Hz to 100 Hz type of repetition rates. Linacs
can operate at kHz and higher repetition rates. Increasing the repetition rate of the interaction
laser would increase the average brightness of the γ-ray source.
The pulse recirculation scheme that we have developed is general and could be applied to
various other phenomena that involve high intensity lasers interacting with an optically thin
medium such as cavity ring down spectroscopy, high-harmonic generation in short gas jets,
or laser based plasma diagnostics. The pulse recirculation scheme is based on injection and
trapping a single laser pulse inside a passive optical cavity. A thin nonlinear crystal acts as an
optical switch, trapping the frequency converted light. This technique, termed recirculation
injection by nonlinear gating (RING) is compatible with joule class, 100s of Watts of average
power, picosecond laser pulses. In the simplest implementation of this technique, the incident
laser pulse at the fundamental frequency enters the resonator and is efficiently frequency
doubled. The resonator mirrors are dichroic, coated to transmit the 1ω light and reflect at
2ω (see Fig. 22). The upconverted 2ω pulse becomes trapped inside the cavity. After many
roundtrips, the laser pulse decays primarily due to Fresnel losses at the crystal faces and cavity
mirrors. The crystal thickness is optimized for high conversion efficiency.
Current pulse recirculation schemes are based on either resonant cavity coupling (Gohle et al.,
2005; Jones et al., 2005) or active (electro-optic or acousto-optic) pulse switching (Yu & Stuart,
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Fig. 22. Conceptual design of the RING picosecond pulse recirculation cavity.

1997; Mohamed et al., 2002) into and out of the resonator. Active pulse switching schemes are
suitable for low intensity, nanosecond duration pulses (Meng et al., 2007). Resonant cavity
coupling requires interferometric cavity alignment and MHz and higher repetition rates. To
date, researchers have attained up to 100x enhancement for 1 W average power, ≈50 fs
duration incident pulses with per pulse energy <1 μJ. Compared to active pulse switching
schemes, the main advantage of RING is an order of magnitude reduction of the accumulated
nonlinear phase with each roundtrip. Here, the crystal thickness is a few mm, compared to
a few cm thick crystal inside a pockels cell. Compared to resonant cavity coupling, RING
increases the intracavity repetition rate, while maintaining nearly the same peak pulse power.
A resonant cavity increases the peak pulse power while decreasing the intracavity repetition
rate.
We describe a low energy, millijoule-scale and a high energy, joule-scale pulse recirculation
experiments (Shverdin, Jovanovic, V. A. Semenov, Brown, Gibson, Shuttlesworth, Hartemann,
Siders & Barty, 2010). We chose a Fabry-Perot configuration for our RING cavity to maximize
the cavity finesse (Fig. 23). In this arrangement, the concave spherical mirrors are spaced
≈ 2 f apart, where f = 375 mm is the focal length of each of the cavity mirrors. The
mirrors’ multi-layer dielectric coating on the surface internal to the cavity is 99.8% reflective
at 527 nm and 98% transmissive at 1053 nm. The mirrors’ flat surface external to the cavity
is anti-reflection coated at both wavelengths. Any plane inside the cavity is relay imaged
back onto itself, which minimizes diffraction losses and supports an arbitrary incident spatial
profile. The difference in the RING cavity designs for the two experiments involves the
aperture size of the optical components and the choice of the doubling crystal.
The CAD experimental design is shown in Fig. 24. The cavity is contained inside two
interconnected vacuum chambers. One of the vacuum chambers contains the nonlinear crystal
and one of the spherical mirrors. The second chamber contains the other spherical mirror.
Concave spherical mirrors act as negative lenses in transmission. A positive lens prior to
the cavity adjusts the beam curvature to produce a collimated wavefront for the input 1ω
(IR) beam inside the cavity. The 2ω beam is collimated when traveling from right to left,
and focuses in the middle when traveling in the opposite direction. The cavity contains an
internal focus to simulate an electron beam interaction region. Vacuum compatible actuators
control the tip/tilt of the mirrors, the phase matching angle of the crystal, and the total cavity
length. The chambers are pumped down to 10−3 Torr range to minimize nonlinear phase
accumulation and prevent air breakdown at the focus.

BBO R=750R=750

750 mm

Fig. 23. Ray trace of the designed confocal resonator-type RING cavity.
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In the low energy experiment, we inject a 10 Hz, 1.7 mJ, 10 nm bandwidth pulse centered
at 1053 nm and chirped to 2.25 ps through the right 1” diameter cavity mirror, which is a
negative lens in transmission. Upstream beam sizing optics produce a collimated w0=4 mm
gaussian inside the cavity. The nonlinear crystal is a 10x10x1 mm Type I SHG BBO crystal. The
crystal has a single layer MgF2 antireflection (AR) coating at both wavelengths (0.3% loss per
surface). The choice of BBO is motivated by its excellent thermomechanical properties, broad
spectral and thermal acceptance, and a relatively low nonlinear index to effective nonlinear
coefficient ratio, n2/deff. We measure 270 μJ at 527 nm after the crystal, corresponding to peak
intensity ≈ 0.8 GW/cm2. The majority of the residual IR is coupled out of the cavity through
the end mirror.
The precise cavity length, Lcav, is slightly longer than 2 f to account for refraction through the
crystal. Lcav = 2 f + ΔL, where ΔL=Lc(1-1/nc). Here, Lc is the crystal’s thickness and nc is its
refractive index at 2ω. ΔL=2 mm for the 1 mm thick BBO.

Fig. 24. CAD of the RING cavity design: two interconnected vacuum chambers contain the
nonlinear crystal and dichroic mirrors.

We measure cavity enhancement at 2ω, by recording the leakage 527 nm light that passes
through the end mirror, on a 1.2 GHz Si photodiode and 15 GHz digital signal oscilloscope and
analyzing the resulting cavity ring-down signal. We define enhancement as enh ≡ ∑N

n=0 In/I0,
where In is pulse power after n roundtrips, and N is the total number of roundtrips. Dichroic
mirrors and green bandpass filters scrape off any residual IR from the detected beam. The
measured ring-down signal (Fig. 25) shows approximately 170 pulses spaced by the 5 ns,
cavity roundtrip time. Impedance mismatch between the photodiode and the oscilloscope
introduces some ringing in the recorded waveform.
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Fig. 25. Low energy cavity ring-down signal indicates 40x signal enhancement. The red
dashed line is an exponential fit to the pulse power at each roundtrip (blue circles). The total
cavity length sets the 5 ns pulse spacing (inset figure).

69Laser Technology for Compact, Narrow-bandwidth Gamma-ray Sources



20 Laser Pulses

NL crystal

M M

M

Fig. 22. Conceptual design of the RING picosecond pulse recirculation cavity.

1997; Mohamed et al., 2002) into and out of the resonator. Active pulse switching schemes are
suitable for low intensity, nanosecond duration pulses (Meng et al., 2007). Resonant cavity
coupling requires interferometric cavity alignment and MHz and higher repetition rates. To
date, researchers have attained up to 100x enhancement for 1 W average power, ≈50 fs
duration incident pulses with per pulse energy <1 μJ. Compared to active pulse switching
schemes, the main advantage of RING is an order of magnitude reduction of the accumulated
nonlinear phase with each roundtrip. Here, the crystal thickness is a few mm, compared to
a few cm thick crystal inside a pockels cell. Compared to resonant cavity coupling, RING
increases the intracavity repetition rate, while maintaining nearly the same peak pulse power.
A resonant cavity increases the peak pulse power while decreasing the intracavity repetition
rate.
We describe a low energy, millijoule-scale and a high energy, joule-scale pulse recirculation
experiments (Shverdin, Jovanovic, V. A. Semenov, Brown, Gibson, Shuttlesworth, Hartemann,
Siders & Barty, 2010). We chose a Fabry-Perot configuration for our RING cavity to maximize
the cavity finesse (Fig. 23). In this arrangement, the concave spherical mirrors are spaced
≈ 2 f apart, where f = 375 mm is the focal length of each of the cavity mirrors. The
mirrors’ multi-layer dielectric coating on the surface internal to the cavity is 99.8% reflective
at 527 nm and 98% transmissive at 1053 nm. The mirrors’ flat surface external to the cavity
is anti-reflection coated at both wavelengths. Any plane inside the cavity is relay imaged
back onto itself, which minimizes diffraction losses and supports an arbitrary incident spatial
profile. The difference in the RING cavity designs for the two experiments involves the
aperture size of the optical components and the choice of the doubling crystal.
The CAD experimental design is shown in Fig. 24. The cavity is contained inside two
interconnected vacuum chambers. One of the vacuum chambers contains the nonlinear crystal
and one of the spherical mirrors. The second chamber contains the other spherical mirror.
Concave spherical mirrors act as negative lenses in transmission. A positive lens prior to
the cavity adjusts the beam curvature to produce a collimated wavefront for the input 1ω
(IR) beam inside the cavity. The 2ω beam is collimated when traveling from right to left,
and focuses in the middle when traveling in the opposite direction. The cavity contains an
internal focus to simulate an electron beam interaction region. Vacuum compatible actuators
control the tip/tilt of the mirrors, the phase matching angle of the crystal, and the total cavity
length. The chambers are pumped down to 10−3 Torr range to minimize nonlinear phase
accumulation and prevent air breakdown at the focus.
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Fig. 23. Ray trace of the designed confocal resonator-type RING cavity.
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In the low energy experiment, we inject a 10 Hz, 1.7 mJ, 10 nm bandwidth pulse centered
at 1053 nm and chirped to 2.25 ps through the right 1” diameter cavity mirror, which is a
negative lens in transmission. Upstream beam sizing optics produce a collimated w0=4 mm
gaussian inside the cavity. The nonlinear crystal is a 10x10x1 mm Type I SHG BBO crystal. The
crystal has a single layer MgF2 antireflection (AR) coating at both wavelengths (0.3% loss per
surface). The choice of BBO is motivated by its excellent thermomechanical properties, broad
spectral and thermal acceptance, and a relatively low nonlinear index to effective nonlinear
coefficient ratio, n2/deff. We measure 270 μJ at 527 nm after the crystal, corresponding to peak
intensity ≈ 0.8 GW/cm2. The majority of the residual IR is coupled out of the cavity through
the end mirror.
The precise cavity length, Lcav, is slightly longer than 2 f to account for refraction through the
crystal. Lcav = 2 f + ΔL, where ΔL=Lc(1-1/nc). Here, Lc is the crystal’s thickness and nc is its
refractive index at 2ω. ΔL=2 mm for the 1 mm thick BBO.

Fig. 24. CAD of the RING cavity design: two interconnected vacuum chambers contain the
nonlinear crystal and dichroic mirrors.

We measure cavity enhancement at 2ω, by recording the leakage 527 nm light that passes
through the end mirror, on a 1.2 GHz Si photodiode and 15 GHz digital signal oscilloscope and
analyzing the resulting cavity ring-down signal. We define enhancement as enh ≡ ∑N

n=0 In/I0,
where In is pulse power after n roundtrips, and N is the total number of roundtrips. Dichroic
mirrors and green bandpass filters scrape off any residual IR from the detected beam. The
measured ring-down signal (Fig. 25) shows approximately 170 pulses spaced by the 5 ns,
cavity roundtrip time. Impedance mismatch between the photodiode and the oscilloscope
introduces some ringing in the recorded waveform.
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Fig. 25. Low energy cavity ring-down signal indicates 40x signal enhancement. The red
dashed line is an exponential fit to the pulse power at each roundtrip (blue circles). The total
cavity length sets the 5 ns pulse spacing (inset figure).
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The circles in Fig. 25 correspond to the normalized power in each pulse, determined by
integrating the voltage signal. The expected power in each successive pulse is (1− α) times the
power of the previous pulse, or In=I0(1 − α)n, where I0 is the initial signal power and α is the
loss per roundtrip. The total cavity enhancement is then [1-(1-α)n]/α. The dashed line in the
figure is a fit to pulse power with α = 0.025, corresponding to enh=40. Contributions above the
1.8% Fresnel losses, could be attributed to hard edge diffraction and scattering in the nonlinear
crystal. In the measured trace, the ratio of the powers in the first to the second pulses is larger
than for subsequent pulses; an effect caused by additional diffraction losses during the first
pass. The waveform also exhibits ”picket fence” effect, where the power of many pulses is
higher than of the adjacent pulses. This is likely caused by a slight cavity misalignment. We
explicitly calculate cavity enhancement by summing over all of the observed pulses, obtaining

enh=36. We estimate the total accumulated nonlinear phase, φNL= 2πn2 Lc Ipeak
λ

1−(1−α)N

α =0.7 rad,
where, n2 is the nonlinear refractive index (8.8x10−16 cm2/W).
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Fig. 26. High energy (177 mJ) cavity ring-down signal indicates 17x signal enhancement.

In the high energy experiment, both the spatial and the temporal profiles exhibited significant
aberrations. We injected 10 Hz, 677 mJ, 0.25 nm bandwidth pulses at 1064 nm with a FWHM
pulse duration of 20 ps. Autocorrelation measurements of the IR pulse indicate that 70% of the
677 mJ is contained in a wide 400 ps pulse pedestal. Compared to the low energy experiment,
the main changes to the RING cavity involve replacing 1” diameter cavity mirrors with 2”
diameter mirrors and replacing the small aperture BBO crystal with 30x30x6 mm deuterated
potassium dihydrogen phosphate (DKDP) cut for Type II phase matching. After frequency
doubling, we generate 177 mJ at 532 nm in an slightly elliptical 12x15 mm FWHM beam.
Computer simulations indicate that the pulse at 532 nm is 16 ps FWHM and 50% of total
energy is contained in the wide pedestal. We estimate the resulting peak pulse intensity at
4 GW/cm2.
The high energy ring-down signal is shown in Fig. 26. We observe pulses over ≈50 roundtrips.
Here, the loss coefficient, α=0.06, resulting in cavity enhancement, enh=17, the same value as
obtained by explicitly summing the powers in each pulse. The estimated total nonlinear phase
is 2.8 rad. We attribute the significant degradation in cavity enhancement to the poor spatial
beam quality of the high energy 1ω laser. The near field spatial profile suffers from high
frequency intensity modulation causing high hard edge diffraction losses at the crystal. When
we replaced the DKDP crystal with a smaller aperture 20x20x1.2 mm BBO crystal, higher
diffraction losses reduced cavity enhancement to 11.
The peak power scaling of the RING cavity is primarily limited by the nonlinear phase
accumulation in the crystal. For a gaussian pulse, the bandwidth doubles for φNL≈2.4.
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In monoenergetic gamma-ray generation, this increases the bandwidth of the generated
photons (Albert et al., 2010). Other deleterious effects include whole beam self-focusing and
modulation instability growth. Increasing beam size and correspondingly the aperture of the
cavity optics mitigates nonlinear phase accumulation. DKDP crystals are available in sizes up
to 40x40 cm, potentially enabling recirculation of 100 J, 10 ps pulses.
RING cavity design is scalable to very high peak and average power recirculation. Linear
absorption in the crystal is the primary limitation to the maximum sustainable average power
inside the cavity. LBO, YCOB, and BBO crystals are particularly attractive candidates for high
average power operation. For a simple edge cooling scheme, finite element simulation of the
thermal profile inside the crystal indicate that LBO and YCOB support up to 1.2 kW of total
recirculating power. The peak recirculating power limit could be significantly increased with
surface cooling schemes.
Deploying RING on a Compton scattering light source could lead to more than an order
of magnitude increase in average source brightness of the generated γ-ray flux. The RING
cavity would be integrated into the γ-ray source after a relatively simple modification of the
interaction point architecture.

8. Conclusion

We provided a brief overview of Compton-scattering based compact monoenergetic
γ-ray sources, emphasizing the recently commissioned 2nd generation T-REX, and the
currently under construction, 3rd generation Velociraptor machine at LLNL. We detailed the
underlying laser technology and described several technological breakthroughs which enable
development of γ-ray sources with the highest peak brightness in a compact footprint.
We expect continued improvement in future Compton-based light sources. In the laser realm,
some of the fruitful future research will include: (1) boosting the laser repetition rates to
develop joule-class, kW and MW average power systems, to increase the average γ-ray
source brightness; (2) developing tunable and multi-resonant joule-class, picosecond optical
parametric amplifiers, to either simultaneously generate multiple γ-ray energies or rapidly
tune the output energy; (3) preparing proper laser pulse and beam formats to further reduce
the γ-ray bandwidth; (4) demonstrating appropriate beam pointing and scanning technology
to enable γ-ray beam rastering.
This work was performed under the auspices of the U.S. Department of Energy by University
of California, Lawrence Livermore National Laboratory under Contract W-7405-ENG- 48. We
also acknowledge support of DOE/NA-22.
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The circles in Fig. 25 correspond to the normalized power in each pulse, determined by
integrating the voltage signal. The expected power in each successive pulse is (1− α) times the
power of the previous pulse, or In=I0(1 − α)n, where I0 is the initial signal power and α is the
loss per roundtrip. The total cavity enhancement is then [1-(1-α)n]/α. The dashed line in the
figure is a fit to pulse power with α = 0.025, corresponding to enh=40. Contributions above the
1.8% Fresnel losses, could be attributed to hard edge diffraction and scattering in the nonlinear
crystal. In the measured trace, the ratio of the powers in the first to the second pulses is larger
than for subsequent pulses; an effect caused by additional diffraction losses during the first
pass. The waveform also exhibits ”picket fence” effect, where the power of many pulses is
higher than of the adjacent pulses. This is likely caused by a slight cavity misalignment. We
explicitly calculate cavity enhancement by summing over all of the observed pulses, obtaining

enh=36. We estimate the total accumulated nonlinear phase, φNL= 2πn2 Lc Ipeak
λ

1−(1−α)N

α =0.7 rad,
where, n2 is the nonlinear refractive index (8.8x10−16 cm2/W).
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Fig. 26. High energy (177 mJ) cavity ring-down signal indicates 17x signal enhancement.

In the high energy experiment, both the spatial and the temporal profiles exhibited significant
aberrations. We injected 10 Hz, 677 mJ, 0.25 nm bandwidth pulses at 1064 nm with a FWHM
pulse duration of 20 ps. Autocorrelation measurements of the IR pulse indicate that 70% of the
677 mJ is contained in a wide 400 ps pulse pedestal. Compared to the low energy experiment,
the main changes to the RING cavity involve replacing 1” diameter cavity mirrors with 2”
diameter mirrors and replacing the small aperture BBO crystal with 30x30x6 mm deuterated
potassium dihydrogen phosphate (DKDP) cut for Type II phase matching. After frequency
doubling, we generate 177 mJ at 532 nm in an slightly elliptical 12x15 mm FWHM beam.
Computer simulations indicate that the pulse at 532 nm is 16 ps FWHM and 50% of total
energy is contained in the wide pedestal. We estimate the resulting peak pulse intensity at
4 GW/cm2.
The high energy ring-down signal is shown in Fig. 26. We observe pulses over ≈50 roundtrips.
Here, the loss coefficient, α=0.06, resulting in cavity enhancement, enh=17, the same value as
obtained by explicitly summing the powers in each pulse. The estimated total nonlinear phase
is 2.8 rad. We attribute the significant degradation in cavity enhancement to the poor spatial
beam quality of the high energy 1ω laser. The near field spatial profile suffers from high
frequency intensity modulation causing high hard edge diffraction losses at the crystal. When
we replaced the DKDP crystal with a smaller aperture 20x20x1.2 mm BBO crystal, higher
diffraction losses reduced cavity enhancement to 11.
The peak power scaling of the RING cavity is primarily limited by the nonlinear phase
accumulation in the crystal. For a gaussian pulse, the bandwidth doubles for φNL≈2.4.
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In monoenergetic gamma-ray generation, this increases the bandwidth of the generated
photons (Albert et al., 2010). Other deleterious effects include whole beam self-focusing and
modulation instability growth. Increasing beam size and correspondingly the aperture of the
cavity optics mitigates nonlinear phase accumulation. DKDP crystals are available in sizes up
to 40x40 cm, potentially enabling recirculation of 100 J, 10 ps pulses.
RING cavity design is scalable to very high peak and average power recirculation. Linear
absorption in the crystal is the primary limitation to the maximum sustainable average power
inside the cavity. LBO, YCOB, and BBO crystals are particularly attractive candidates for high
average power operation. For a simple edge cooling scheme, finite element simulation of the
thermal profile inside the crystal indicate that LBO and YCOB support up to 1.2 kW of total
recirculating power. The peak recirculating power limit could be significantly increased with
surface cooling schemes.
Deploying RING on a Compton scattering light source could lead to more than an order
of magnitude increase in average source brightness of the generated γ-ray flux. The RING
cavity would be integrated into the γ-ray source after a relatively simple modification of the
interaction point architecture.

8. Conclusion

We provided a brief overview of Compton-scattering based compact monoenergetic
γ-ray sources, emphasizing the recently commissioned 2nd generation T-REX, and the
currently under construction, 3rd generation Velociraptor machine at LLNL. We detailed the
underlying laser technology and described several technological breakthroughs which enable
development of γ-ray sources with the highest peak brightness in a compact footprint.
We expect continued improvement in future Compton-based light sources. In the laser realm,
some of the fruitful future research will include: (1) boosting the laser repetition rates to
develop joule-class, kW and MW average power systems, to increase the average γ-ray
source brightness; (2) developing tunable and multi-resonant joule-class, picosecond optical
parametric amplifiers, to either simultaneously generate multiple γ-ray energies or rapidly
tune the output energy; (3) preparing proper laser pulse and beam formats to further reduce
the γ-ray bandwidth; (4) demonstrating appropriate beam pointing and scanning technology
to enable γ-ray beam rastering.
This work was performed under the auspices of the U.S. Department of Energy by University
of California, Lawrence Livermore National Laboratory under Contract W-7405-ENG- 48. We
also acknowledge support of DOE/NA-22.
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1. Introduction

An ion can be trapped in a small region in three dimensional space by the electromagnetic trap,
and can be effectively manipulated by the applied laser pulses (1; 2; 3). The system of trapped
ions driven by laser pulses provides a powerful platform to engineer quantum states (4; 5; 6; 7)
and implement quantum information processings (QIPs) (8; 9; 10). Typically, manipulations
and detections quantum information can be utilized to test certain fundamental principles
(such as EPR and Shrödinger cat ”paradox”) in quantum mechanics and implement quantum
computation, quantum telegraph, and quantum cryptography, etc.(see, e.g., (11; 12; 13; 14)).
Up to now, several kinds of physical systems, e.g., cavity-QEDs (15), superconducting
Josephson junctions (16), nuclear magnetic resonances (NMRs) (17), and coupled quantum
dots (18), etc., have been proposed to physically implement the QIPs. The system of trapped
ions is currently one of the most advanced models for implementing the QIPs, due to its
relatively-long coherence time. Indeed, the coherent manipulations up to eight trapped ions
had already been experimentally demonstrated (14).
However, most of the quantum manipulations with the trapped cold ions are within
the Lamb-Dicke (LD) approximation, e.g., the famous Cirac-Zoller model (8). Such an
approximation requires that the coupling between the quantum bit (encoded by two atomic
levels of a trapped ion) and the data bus (the collective vibration mode of the ions) should be
sufficiently weak. Sometimes, the LD limits could be not rigorously satisfied for typical single
trapped-ion system, and thus higher-order powers of the LD parameter must be taken into
account (19). Alternatively, the laser-ion interaction beyond the LD approximation might be
helpful to reduce the noise in the ion-trap and improve the cooling rate(see, e.g., (20; 21; 22)),
and thus could be utilized to high-efficiently realize QIPs.
In this chapter, we summarize our works (23; 24; 25; 26; 27; 28; 29; 30; 31) on how to design
proper laser pulses for the desirable quantum-state engineerings with single trapped-ions,
including the preparations of various typical quantum states of the data bus and the
implementations of quantum logic gates beyond the LD approximation. The chapter is
organized as: In Sec. 2 we derivate the dynamical evolutions of a single trapped ion (driven
by a classical laser beam) with and beyond the LD approximation. Based on the quantum
dynamics beyond the LD approximation, in Sec. 3, we discuss how to use a series of laser
pulses to generate various vibrational quantum states of the trapped ion, e.g., coherence states,
squeezed coherent states, squeezed odd/even coherent states and squeezed vacuum states,
etc. We also present the approach (by properly setting the laser pulses) to realize control-NOT
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and can be effectively manipulated by the applied laser pulses (1; 2; 3). The system of trapped
ions driven by laser pulses provides a powerful platform to engineer quantum states (4; 5; 6; 7)
and implement quantum information processings (QIPs) (8; 9; 10). Typically, manipulations
and detections quantum information can be utilized to test certain fundamental principles
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Josephson junctions (16), nuclear magnetic resonances (NMRs) (17), and coupled quantum
dots (18), etc., have been proposed to physically implement the QIPs. The system of trapped
ions is currently one of the most advanced models for implementing the QIPs, due to its
relatively-long coherence time. Indeed, the coherent manipulations up to eight trapped ions
had already been experimentally demonstrated (14).
However, most of the quantum manipulations with the trapped cold ions are within
the Lamb-Dicke (LD) approximation, e.g., the famous Cirac-Zoller model (8). Such an
approximation requires that the coupling between the quantum bit (encoded by two atomic
levels of a trapped ion) and the data bus (the collective vibration mode of the ions) should be
sufficiently weak. Sometimes, the LD limits could be not rigorously satisfied for typical single
trapped-ion system, and thus higher-order powers of the LD parameter must be taken into
account (19). Alternatively, the laser-ion interaction beyond the LD approximation might be
helpful to reduce the noise in the ion-trap and improve the cooling rate(see, e.g., (20; 21; 22)),
and thus could be utilized to high-efficiently realize QIPs.
In this chapter, we summarize our works (23; 24; 25; 26; 27; 28; 29; 30; 31) on how to design
proper laser pulses for the desirable quantum-state engineerings with single trapped-ions,
including the preparations of various typical quantum states of the data bus and the
implementations of quantum logic gates beyond the LD approximation. The chapter is
organized as: In Sec. 2 we derivate the dynamical evolutions of a single trapped ion (driven
by a classical laser beam) with and beyond the LD approximation. Based on the quantum
dynamics beyond the LD approximation, in Sec. 3, we discuss how to use a series of laser
pulses to generate various vibrational quantum states of the trapped ion, e.g., coherence states,
squeezed coherent states, squeezed odd/even coherent states and squeezed vacuum states,
etc. We also present the approach (by properly setting the laser pulses) to realize control-NOT
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2 Laser Pulses

Fig. 1. (Color online) A sketch of an two-level ion trapped in one-dimensional
electromagnetic trap (Only the vibrational motion along the x-direction is considered) and
driven by a classical laser field propagating along the x direction.

(CNOT) gates (between the internal and external freedoms of a single trapped ion) beyond
the LD approximation. In Sec. 4 we give a brief conclusion.

2. Dynamics of single trapped ions driven by laser beams

An electromagnetic-trap can provides a three-dimensional potential to trap an ion (with mass
m and charge e). The potential function takes the form (3)

U(x,y,z) ≈ 1
2
(αx2 + βy2 + γz2), (1)

near the trap-center (x, y, z = 0), with α, β, and γ bing the related experimental parameters.
Therefore, a trapped ion (see, Fig.1) has two degrees of freedom: the vibrational motion
around the trap-center and the internal atomic levels of the ion. For simplicity, we consider
that the trap provides a pseudopotential whose frequencies satisfy the condition vx = v �
vy, vz. This implies that only the quantized vibrational motion along the x-direction (i.e., the
principal axes of the trap) is considered. For the internal degree of freedom of the trapped
ion, we consider only two selected levels, e.g., the ground state |g� and excited state |e�. The
Hamiltonian describing the above two uncoupled degrees of freedom can be written as

Ĥ0 = h̄ν(â† â +
1
2
) +

h̄
2

ωaσ̂z, (2)

where, h̄ is the Planck’s constant divided by 2π, â† and â are the bosonic creation and
annihilation operators of the external vibrational quanta of the cooled ion with frequency
ν. σ̂z = |e��e| − |g��g| is the Pauli operator. The transition frequency ωa is defined by
ωa = (Ee − Eg)/h̄ with Eg and Ee being the corresponding energies of the two selected levels,
respectively.
In order to couple the above two uncoupled degrees of freedom of the trapped ion, we
now apply a classical laser beam E(x, t) = Acos(kl x − ωl t − φl) (propagating along the x
direction) to the trapped ion (see Fig. 1), where A, kl , ωl , and φl are its amplitude, wave-vector,
frequency, and initial phase, respectively. This yields the laser-ion interaction

V = erE(x, t). (3)

Certainly, x =
√

h̄/2mν(â + â†) and r = �g|r|e�(|g��e|+ |e��g|), and thus the above interaction
can be further written as

Ĥint =
h̄Ω
2

σ̂x

(
eiη(â+â†)−iωl t−iϑl + e−iη(â+â†)+iωl t+iϑl

)
, (4)
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where, σ̂x = σ̂− + σ̂+ with σ̂− = |g��e| and σ̂− = |e��g| being the usual raising and lowering
operators, respectively. The Rabi frequency Ω = eA�g|r|e�/h̄ describes the strength of
coupling between the applied laser field and the trapped ion. Finally, η = kl

√
h̄/2mν is

the so-called LD parameter, which describes the strength of coupling between external and
internal degrees of freedom of the trapped ion.
Obviously, the total Hamiltonian, describing the trapped ion driven by a classical laser field,
reads

Ĥ = Ĥ0 + Ĥint = h̄ν(â† â +
1
2
) +

h̄
2

ωaσ̂z +
h̄Ω
2

σ̂x

�
eiη(â+â†)−iωl t−iϑl + e−iη(â+â†)+iωl t+iϑl

�
. (5)

This Hamiltonian yields a fundamental dynamics in this chapter for engineering the quantum
states of trapped cold ion.

2.1 Within Lamb-Dicke approximation
Up to now, most of the experiments (see, e.g., (10)) for engineering the quantum states of
trapped ions are operated under the LD approximation, i.e., supposing the LD parameters are
sufficiently small (η � 1) such that one can make the following approximation:

e±iη(â+â†) ≈ 1 ± iη(â + â†). (6)

Under such an approximation, the Hamiltonian (5) can be reduced to

ĤLDA = Ĥ0 +
h̄Ω
2

σ̂x

�
e−iωl t−iϑl + eiωl t+iϑl + iηe−iωl t−iϑl (â + â†)− iηeiωl t+iϑl (â + â†)

�
, (7)

and can be further written as

Ĥ�
LDA = h̄Ω

2

�
e−iωatσ̂− + σ̂+eiωat

�

×
�
e−iωl t−iϑl + eiωl t+iϑl + iηe−iωl t−iϑl (e−iνt â + eiνt â†)− iηeiωl t+iϑl (e−iνt â + eiνt â†)

�

(8)
in the interaction picture defined by the unity operator Û = exp(−itĤ0/h̄). Note that, to
obtain the interacting Hamiltonian (8), we have used the following relations

⎧⎪⎪⎨
⎪⎪⎩

e−iασ̂z σ̂zeiασ̂z = σ̂z
e−iασ̂z σ̂+eiασ̂z = ei2ασ̂+
e−iασ̂z σ̂−eiασ̂z = e−i2ασ̂−
e−iαâ† â f (â†, â)eiαâ† â = f (eiα â†, e−iα â).

(9)

Above, α is an arbitrary parameter and f (â†, â) is an arbitrary function of operators â† and â.
Now, we assume that the frequencies of the applied laser fields are set as ωl = ω0 + Kν,
with K = 0, ±1 corresponding to the usual resonance (K = 0), the first blue- (K = 1), and red-
(K = 1) sideband excitations (4), respectively. As a consequence, the Hamiltonian (8) can be
specifically simplified to (30)

Ĥ0
LDA =

h̄Ω
2

�
eiϑl σ̂− + e−iϑl σ̂+

�
for K = 0, (10)

Ĥr
LDA =

h̄Ω
2

iη
�

e−iϑl σ̂+ â − eiϑl σ̂− â†
�

for K = −1, (11)
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Fig. 1. (Color online) A sketch of an two-level ion trapped in one-dimensional
electromagnetic trap (Only the vibrational motion along the x-direction is considered) and
driven by a classical laser field propagating along the x direction.

(CNOT) gates (between the internal and external freedoms of a single trapped ion) beyond
the LD approximation. In Sec. 4 we give a brief conclusion.

2. Dynamics of single trapped ions driven by laser beams

An electromagnetic-trap can provides a three-dimensional potential to trap an ion (with mass
m and charge e). The potential function takes the form (3)

U(x,y,z) ≈ 1
2
(αx2 + βy2 + γz2), (1)

near the trap-center (x, y, z = 0), with α, β, and γ bing the related experimental parameters.
Therefore, a trapped ion (see, Fig.1) has two degrees of freedom: the vibrational motion
around the trap-center and the internal atomic levels of the ion. For simplicity, we consider
that the trap provides a pseudopotential whose frequencies satisfy the condition vx = v �
vy, vz. This implies that only the quantized vibrational motion along the x-direction (i.e., the
principal axes of the trap) is considered. For the internal degree of freedom of the trapped
ion, we consider only two selected levels, e.g., the ground state |g� and excited state |e�. The
Hamiltonian describing the above two uncoupled degrees of freedom can be written as

Ĥ0 = h̄ν(â† â +
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) +
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ωaσ̂z, (2)

where, h̄ is the Planck’s constant divided by 2π, â† and â are the bosonic creation and
annihilation operators of the external vibrational quanta of the cooled ion with frequency
ν. σ̂z = |e��e| − |g��g| is the Pauli operator. The transition frequency ωa is defined by
ωa = (Ee − Eg)/h̄ with Eg and Ee being the corresponding energies of the two selected levels,
respectively.
In order to couple the above two uncoupled degrees of freedom of the trapped ion, we
now apply a classical laser beam E(x, t) = Acos(kl x − ωl t − φl) (propagating along the x
direction) to the trapped ion (see Fig. 1), where A, kl , ωl , and φl are its amplitude, wave-vector,
frequency, and initial phase, respectively. This yields the laser-ion interaction

V = erE(x, t). (3)

Certainly, x =
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can be further written as
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the so-called LD parameter, which describes the strength of coupling between external and
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reads
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1
2
) +

h̄
2

ωaσ̂z +
h̄Ω
2

σ̂x

�
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This Hamiltonian yields a fundamental dynamics in this chapter for engineering the quantum
states of trapped cold ion.

2.1 Within Lamb-Dicke approximation
Up to now, most of the experiments (see, e.g., (10)) for engineering the quantum states of
trapped ions are operated under the LD approximation, i.e., supposing the LD parameters are
sufficiently small (η � 1) such that one can make the following approximation:

e±iη(â+â†) ≈ 1 ± iη(â + â†). (6)

Under such an approximation, the Hamiltonian (5) can be reduced to

ĤLDA = Ĥ0 +
h̄Ω
2

σ̂x

�
e−iωl t−iϑl + eiωl t+iϑl + iηe−iωl t−iϑl (â + â†)− iηeiωl t+iϑl (â + â†)

�
, (7)

and can be further written as

Ĥ�
LDA = h̄Ω

2

�
e−iωatσ̂− + σ̂+eiωat

�

×
�
e−iωl t−iϑl + eiωl t+iϑl + iηe−iωl t−iϑl (e−iνt â + eiνt â†)− iηeiωl t+iϑl (e−iνt â + eiνt â†)

�

(8)
in the interaction picture defined by the unity operator Û = exp(−itĤ0/h̄). Note that, to
obtain the interacting Hamiltonian (8), we have used the following relations

⎧⎪⎪⎨
⎪⎪⎩

e−iασ̂z σ̂zeiασ̂z = σ̂z
e−iασ̂z σ̂+eiασ̂z = ei2ασ̂+
e−iασ̂z σ̂−eiασ̂z = e−i2ασ̂−
e−iαâ† â f (â†, â)eiαâ† â = f (eiα â†, e−iα â).

(9)

Above, α is an arbitrary parameter and f (â†, â) is an arbitrary function of operators â† and â.
Now, we assume that the frequencies of the applied laser fields are set as ωl = ω0 + Kν,
with K = 0, ±1 corresponding to the usual resonance (K = 0), the first blue- (K = 1), and red-
(K = 1) sideband excitations (4), respectively. As a consequence, the Hamiltonian (8) can be
specifically simplified to (30)

Ĥ0
LDA =

h̄Ω
2

�
eiϑl σ̂− + e−iϑl σ̂+

�
for K = 0, (10)

Ĥr
LDA =

h̄Ω
2

iη
�

e−iϑl σ̂+ â − eiϑl σ̂− â†
�

for K = −1, (11)
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Ĥb
LDA =

h̄Ω
2

iη
�

e−iϑl σ̂+ â† − eiϑl σ̂− â
�

for K = −1, (12)

under the rotating-wave approximation (i.e., neglected the rapidly-oscillating terms in Eq. (8)).
Obviously, the Hamiltonian Ĥ0

LDA describes a Rabi oscillation and corresponds to a one-qubit
operation, and Hamiltonians Ĥr

LDA and Ĥb
LDA correspond to the Jaynes-Cummings (JC) model

(JCM) and anti-JCM (4), respectively. It is well-known that the JCM describes the basic
interaction of a two-level atom and a quantized electromagnetic field (15). Here, the quantized
electromagnetic field is replaced by the quantized vibration of the trapped ion, and thus the
entanglement between the external motional states and the internal atomic states of the ions
can be induced. Certainly, these JC interactions take the central role in the current trap-ion
experiments for implementing the QIPs (10).

2.2 Beyond the LD approximation
In principle, quantum motion of the trapped ions beyond the usual LD limit ( η � 1) is also
possible. Utilizing the laser-ion interaction outside the LD regime might be helpful to reduce
the noise in the ion-trap and improve the cooling rate, and thus could be utilized to efficiently
realize QIPs. Indeed, several approaches have been proposed to coherently operate trapped
ions beyond the LD limit (see, e.g., (19)).
Because [â, â†] = 1, the term exp[±iη(â + â†)] in Eq. (5) can be expanded as

e±iη(â+â†) = e−η2/2e±iη â†
e±iη â = e−η2/2

∞

∑
n,m

(±iη â†)n(±iη â)m

n!m!
. (13)

Comparing to the expansion Eq. (6), the above expansion is exactly, and the LD parameter can
be taken as an arbitrary value. With the help of relation (9) and (13), the Hamiltonian (5) can
be written as:

Ĥ�
NLDA = h̄Ω

2 σ̂+

�
ei(ωa+ωl)teiϑl e−η2/2 ∑∞

n,m
(−iη â†eiνt)n(−iη âe−iνt)m

n!m!

+ei(ωa−ωl)te−iϑl e−η2/2 ∑∞
n,m

(iη â†eiνt)n(iη âe−iνt)m

n!m!

�
+ H.c

(14)

in the interaction picture defined by unity operator Û = exp(−itĤ0/h̄).
For the so-called sideband excitations ωl = ω0 + Kν with K being arbitrary integer, the above
Hamiltonian can be reduced to (23; 26)

Ĥr
NLDA =

h̄Ω
2

e−η2/2

⎡
⎣e−iϑl (iη)kσ̂+

∞

∑
j=0

(iη)2j(â†)j âj+k

j!(j + k)!
+ H.c

⎤
⎦ for K ≤ 0 (15)

Ĥb
NLDA =

h̄Ω
2

e−η2/2

⎡
⎣e−iϑl (iη)kσ̂+

∞

∑
j=0

(iη)2j(â†)j+k âj

j!(j + k)!
+ H.c

⎤
⎦ for K ≥ 0 (16)

under the rotating wave approximation. Above, K = 0, K < 0, and K > 0 correspond
to the resonance, the kth blue-, and red-sideband excitations (with k = |K|), respectively.
Comparing with Hamiltonian (10)-(12) with LD approximation, the above Hamiltonian
(without performing the LD approximation) can describes various multi-phonon transitions
(i.e., k > 1) (19). This is due to the contribution from the high order effects of LD parameter.
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2.3 Time evolutions of quantum states
The time evolution of the system governed by the above Hamiltonian can be solved by the
time-evolution operator T̂ = exp(−itĤ/h̄), with Ĥ taking Ĥ0

LDA, Ĥr
LDA, Ĥb

LDA, Ĥr
NLDA, and

Ĥb
NLDA, respectively. For an arbitrary initial state |ϕ(0)�, the evolving state at time t reads

|ϕ(t)� = T̂|ϕ(0)� =
∞

∑
n=0

1
n!

�−it
h̄

�n
Ĥn |ϕ(0)�. (17)

Typically, if the external vibrational state of the ion is initially in a Fock state |m� and the
internal atomic state is initially in the atomic ground sate |g� or excited one |e�, then the above
dynamical evolutions can be summarized as follows (23; 26):
i) For the resonance or red-sideband excitations K ≤ 0:

⎧⎨
⎩

|m�|g� −→ |m�|g�, m < k,
|m�|g� −→ cos(Ωm−k,kt)|m�|g�+ ik−1e−iϑl sin(Ωm−k,kt)|m − k�|e�; m ≥ k,
|m�|e� −→ cos(Ωm,kt)|m�|e� − (−i)k−1eiϑl sin(Ωm,kt)|m + k�|g�

(18)

ii) For the resonance or blue-sideband excitations K ≥ 0:
⎧⎨
⎩

|m�|g� −→ cos(Ωm,kt)|m�|g�+ ik−1e−iϑl sin(Ωm,kt)|m + k�|e�,
|m�|e� −→ |m�|e�, m < k,
|m�|e� −→ cos(Ωm−k,kt)|m�|e� − (−i)k−1eiϑl sin(Ωm−k,kt)|m − k�|g�, m ≥ k.

(19)

The so-called effective Rabi frequency introduced above reads

Ωm,k =

⎧⎪⎪⎨
⎪⎪⎩

ΩL
m,k =

Ω
2 ηk

�
(m+k)!

m! , k = 0, 1,

ΩN
m,k =

Ω
2 ηke−η2/2

�
(m+k)!

m! ∑m
j=0

(iη)2jm!
(j+k)!j!(m−j)! , k = 0, 1, 2, 3, ... .

(20)

The above derivations show that the dynamics either within or beyond the LD approximation
has the same form (see, Eqs. (18) and (19)), only the differences between them is represented
by the specifical Rabi frequencies ΩL

m,k and ΩN
m,k. Certainly, the dynamical evolutions without

LD approximation are more closed to the practical situations of the physical processes.
Furthermore, comparing to dynamics with LD approximation (where k = 0, 1), the dynamics
without LD approximation (where k = 0, 1, 2, 3, ...) can describes various multi-phonon
transitions.
Certainly, when the LD parameters are sufficiently small, i.e., η � 1, the rate

γ =
ΩL

m,k

ΩN
m,k

=
eη2/2

∑m
j=0

(iη)2jm!
(j+k)!j!(m−j)!

∼ 1, (21)

and thus the dynamics within LD approximation works well. Whereas, if the LD parameter
are sufficiently large, the quantum dynamics beyond the LD limit must be considered.
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Ω
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�
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Ω
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�
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The above derivations show that the dynamics either within or beyond the LD approximation
has the same form (see, Eqs. (18) and (19)), only the differences between them is represented
by the specifical Rabi frequencies ΩL

m,k and ΩN
m,k. Certainly, the dynamical evolutions without

LD approximation are more closed to the practical situations of the physical processes.
Furthermore, comparing to dynamics with LD approximation (where k = 0, 1), the dynamics
without LD approximation (where k = 0, 1, 2, 3, ...) can describes various multi-phonon
transitions.
Certainly, when the LD parameters are sufficiently small, i.e., η � 1, the rate
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=
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and thus the dynamics within LD approximation works well. Whereas, if the LD parameter
are sufficiently large, the quantum dynamics beyond the LD limit must be considered.
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3. Quantum-state engineerings beyond the LD limit

3.1 Preparations of various motional states of the single ions
The engineering of quantum states has attracted considerable attention in last two decades.
This is in order to test fundamental quantum concepts such as non-locality, and for
implementing various potential applications, including sensitive detections and quantum
information processings. Laser-cooled single trapped ions are the good candidates for various
quantum-state engineering processes due to their relatively-long decoherence times. Indeed,
various engineered quantum states of trapped cold ions have been studied. The thermal, Fock,
coherent, squeezed, and arbitrary quantum superposition states of motion of a harmonically
bound ion have been investigated (4; 5; 6; 7). However, most of the related experiments are
operated under the LD approximation. In this section we study the engineerings of various
typical vibrational states of single trapped ions beyond the LD limit.
There are serval typical quantum states in quantum optics: coherence states, odd/even
coherent states and squeezed states, etc.. They might show highly nonclassical properties,
such as squeezing, anti-bunching and sub-Poissonian photon statistics. In the Fock space,
coherence state |α� can be regarded as a displaced vacuum state, i.e.,

|α� = D(α)|0� = e−|α|2/2
∞

∑
n=0

αn
√

n!
|n�, (22)

where D(α) = exp(αâ† − α∗ â) is the so-called displace operator, with α being a complex
parameter and describing the strength of displace. Similarly, the squeezed states |ψs� are
generated by applying the squeeze operator to a quantum state

|ψs� = Ŝ(ξ)|ψ�, (23)

where Ŝ = exp(ξ∗ â2/2 − ξ â†2/2), and ξ is a complex parameter describing the strength of the
squeezes. On the other hand, the odd/even coherent states are the superposed states of two
coherent states with different phases

|αo� = Co(|α� − | − α�), (24)

|αe� = Ce(|α�+ | − α�). (25)

Above, Co = [2 − 2exp(−2|α|2)]−1/2 and Ce = [2 + 2exp(−2|α|2)]−1/2 are the normalized
coefficients.
According to the above definitions: Eqs. (22)-(25), one can obtain the squeezed coherent state:

|αs� = Ŝ(ξ)|α� =
∞

∑
n=0

Gn(α,ξ)|n�, (26)

squeezed vacuum state:

|0s� = Ŝ(ξ)|α = 0� =
∞

∑
n=0

Gn(0,ξ)|n�, (27)

squeezed odd state:

|αo,s� = Ŝ(ξ)|αo� =
∞

∑
n=0

On(α,ξ)|n�, (28)
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and squeezed even state:

|αe,s� = Ŝ(ξ)|αe� =
∞

∑
n=0

En(α,ξ)|n�. (29)

respectively. Above,

Gn(α,ξ) =
1�

cosh(r)n!

�
eiθ sinh(r)
2cosh(r)

�n/2

exp[
e−iθ sinh(r)α2

2cosh(r)
− |α|2

2
]Hn(

α�
2eiθ sinh(r)cosh(r)

). (30)

with ξ = r exp(iθ), and Hn(x) being the hermitian polynomials. Finally,

On(α,ξ) = Co (Gn(α,ξ)− Gn(−α,ξ)) (31)

and
En(α,ξ) = Ce (Gn(α,ξ) + Gn(−α,ξ)) . (32)

Based on the quantum dynamics of laser-ion interaction beyond the LD limit, in what follows
we discuss how to use a series of laser pulses to generate the above vibrational quantum states
of the trapped ions. Assuming the trapped ion is initialized in the state |0�|g�, to generate the
desirable quantum states we use the following sequential laser pulses to drive the trapped
ion:
1) Firstly, a pulse with frequency ωl = ωa, initial phase ϑ1, and duration t1 is applied on the
trapped ion to yield the evolution:

|0�|g� → |ψ1� = cos(Ω0,0t1)|0�|g�+ i−1e−iϑ1 sin(Ω0,0t1)|0�|e� (33)

2) Secondly, a pulse with frequency ωl = ωa − ν, initial phase ϑ2, and duration t2 is applied
on the ion to generate:

|ψ1� → |ψ2� = cos(Ω0,0t1)|0�|g�+ iei(ϑ2−ϑ1) sin(Ω0,0t1)sin(Ω0,1t2)|1�|g�
+i−1e−iϑ1 sin(Ω0,0t1)cos(Ω0,1t2)|0�|e� (34)

3) Thirdly, a pulse with frequency ωl = ωa − 2ν, initial phase ϑ3, and duration t3 is applied on
the ion to generate:

|ψ2� → |ψ3� = cos(Ω0,0t1)|0�|g�+ iei(ϑ2−ϑ1) sin(Ω0,0t1)sin(Ω0,1t2)|1�|g�
+ei(ϑ3−ϑ1) sin(Ω0,0t1)cos(Ω0,1t2)sin(Ω0,2t3)|2�|g�
+i−1e−iϑ1 sin(Ω0,0t1)cos(Ω0,1t2)cos(Ω0,2t3)|0�|e�

(35)

4) Successively, after the Nth pulse (with frequency ωl = ωa − (N − 1)ν, initial phase ϑN , and
duration tN) is applied on the ion, we have the following superposition state:

|ψN−1� → |ψN� =
N−1

∑
n=0

Cn|n�|g�+ BN |0�|e� (36)

with

Cn =

⎧⎪⎨
⎪⎩

cos(Ω0,0t1), n = 0,
iei(ϑ2−ϑ1) sin(Ω0,0t1)sin(Ω0,1t2), n = 1,
(−1)n−1inei(ϑn+1−ϑ1) sin(Ω0,0t1)sin(Ω0,ntn+1)∏n

j=2 cos(Ω0,j−1tj), n > 1,
(37)
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we discuss how to use a series of laser pulses to generate the above vibrational quantum states
of the trapped ions. Assuming the trapped ion is initialized in the state |0�|g�, to generate the
desirable quantum states we use the following sequential laser pulses to drive the trapped
ion:
1) Firstly, a pulse with frequency ωl = ωa, initial phase ϑ1, and duration t1 is applied on the
trapped ion to yield the evolution:

|0�|g� → |ψ1� = cos(Ω0,0t1)|0�|g�+ i−1e−iϑ1 sin(Ω0,0t1)|0�|e� (33)

2) Secondly, a pulse with frequency ωl = ωa − ν, initial phase ϑ2, and duration t2 is applied
on the ion to generate:

|ψ1� → |ψ2� = cos(Ω0,0t1)|0�|g�+ iei(ϑ2−ϑ1) sin(Ω0,0t1)sin(Ω0,1t2)|1�|g�
+i−1e−iϑ1 sin(Ω0,0t1)cos(Ω0,1t2)|0�|e� (34)

3) Thirdly, a pulse with frequency ωl = ωa − 2ν, initial phase ϑ3, and duration t3 is applied on
the ion to generate:

|ψ2� → |ψ3� = cos(Ω0,0t1)|0�|g�+ iei(ϑ2−ϑ1) sin(Ω0,0t1)sin(Ω0,1t2)|1�|g�
+ei(ϑ3−ϑ1) sin(Ω0,0t1)cos(Ω0,1t2)sin(Ω0,2t3)|2�|g�
+i−1e−iϑ1 sin(Ω0,0t1)cos(Ω0,1t2)cos(Ω0,2t3)|0�|e�

(35)

4) Successively, after the Nth pulse (with frequency ωl = ωa − (N − 1)ν, initial phase ϑN , and
duration tN) is applied on the ion, we have the following superposition state:

|ψN−1� → |ψN� =
N−1

∑
n=0

Cn|n�|g�+ BN |0�|e� (36)

with

Cn =

⎧⎪⎨
⎪⎩

cos(Ω0,0t1), n = 0,
iei(ϑ2−ϑ1) sin(Ω0,0t1)sin(Ω0,1t2), n = 1,
(−1)n−1inei(ϑn+1−ϑ1) sin(Ω0,0t1)sin(Ω0,ntn+1)∏n

j=2 cos(Ω0,j−1tj), n > 1,
(37)
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and

BN =

{
i−1e−iϑ1 sin(Ω0,0t1), N = 1,
i−1e−iϑ1 sin(Ω0,0t1)∏N

j=2 cos(Ω0,j−1tj), N > 1 (38)

If the duration of Nth (N > 1) laser pulse is set to satisfy the condition cos(Ω0,N−1tN) = 0,
then BN = 0. This implies that the internal state of the trapped ion is returned to the ground
state |g� and its external vibration is prepared on the superposition state |ψex

N � = ∑N−1
n=0 Cn|n�.

Because the durations tN and initial phases ϑN are experimentally controllable, we can set
Cn = Gn(α,ξ), On(α,ξ), or En(α,ξ) with n ≤ N − 2 by selecting the proper tN and ϑN . As a
consequence, we have the vibrational superposition state:

|ψG
N� =

N−2

∑
n=0

Gn(α,ξ)|n�+ CG
N−1|n − 1�, (39)

|ψO
N� =

N−2

∑
n=0

On(α,ξ)|n�+ CO
N−1|n − 1�, (40)

|ψE
N� =

N−2

∑
n=0

En(α,ξ)|n�+ CE
N−1|n − 1�, (41)

and

|CG
N−1|2 = 1 −

N−2

∑
n=0

|Gn(α,ξ)|2, (42)

|CO
N−1|2 = 1 −

N−2

∑
n=0

|On(α,ξ)|2, (43)

|CE
N−1|2 = 1 −

N−2

∑
n=0

|En(α,ξ)|2. (44)

If the number of the laser pulses, i.e., N, are sufficiently large, the superposition states (39),
(40), and (41) can well approach the desirable squeezed coherent state, squeezed odd and
even coherent states, respectively. Specifically, when ξ = 0, the usual coherent state, odd/even
coherent states are generated.
Table 1 presents some numerical results for generating squeezed coherent states, where the
typical values of parameters α and ξ, e.g., α = 2 and ξ = 0.5, are considered. When α = 0,
the squeezed coherent states correspond to the squeezed vacuum states. On the other hand,
some results for generating squeezed odd/even coherent states are shown in table 2, and

α ξ N Ωt1(ϑ1) Ωt2(ϑ2) Ωt3(ϑ3) Ωt4(ϑ4) Ωt5(ϑ5) Ωt6(ϑ6) F

0 0.5 5 0.7080(0) 0(0) 53.9174(π) 0(0) 4065.1(π) 0.9983

0 0.8 5 1.0859(0) 0(0) 43.9507(π) 0(0) 4065.1(π) 0.9816

1 0.0 5 1.8966(0) 7.1614(3π/2) 46.0741(0) 343.5682(π/2) 4065.1(0) 0.9981

2 0.5 5 2.5666(0) 5.3267(3π/2) 43.7265(0) 371.8479(π/2) 4065.1(π) 0.9882

2 0.5 6 2.5666(0) 5.3267(3π/2) 43.7265(0) 371.8479(π/2) 1826.3(π) 3635.9(0) 0.9910

2 0.8 6 2.2975(0) 6.8280(3π/2) 43.9627(0) 59.8973(π/2) 1877.7(π) 3635.9(0) 0.9821

Table 1. Parameters for generating squeezed coherent states, with the typical η = 0.25
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odd/even α ξ N Ωt1(ϑ1) Ωt2(ϑ2) Ωt3(ϑ3) Ωt4(ϑ4) Ωt5(ϑ5) Ωt6(ϑ6) F

odd 1 0.0 5 3.2413(0) 9.6943(3π/2) 0(0) 436.5962(π/2) 4065.1(0) 0.9927

odd 2 0.5 6 3.2413(0) 7.7328(3π/2) 0(0) 438.6774(π/2) 0(0) 3635.9(0) 0.9974

odd 2 0.8 6 3.2413(0) 9.9520(3π/2) 0(0) 85.3471(π/2) 0(0) 3635.9(0) 0.9763

even 1 0.0 5 1.3106(0) 0(0) 59.9889(0) 0(0) 4065.1(0) 0.9995

even 2 0.5 5 2.2687(0) 0(0) 61.3354(0) 0(0) 4065.1(0) 0.9870

even 2 0.8 5 1.8498(0) 0(0) 51.1086(0) 0(0) 4065.1(0) 0.9900

Table 2. Parameters for generating squeezed odd/even coherent states, with the typical
η = 0.25

where, ξ = 0 corresponds to the usual odd/even coherent states. By properly setting the
durations tN and phases ϑN of each laser pulse, the desirable squeezed states of the trapped
ion could be generated with high fidelities (e.g., 99%), via few steps of laser pulse operations
(e.g., N = 6). Here, the fidelities F = �ψgenerated|ψexpected� are defined by the overlaps between
the generated quantum states |ψgenerated� (being |ψG

N�, |ψO
N�, or |ψE

N�) and the expected states
|ψexpected�.
Above, the frequencies, durations, phases, and powers of the laser pulses should be set
sufficiently exact for realizing the high fidelity quantum state operations. In fact, it is not
difficult to generate the desired laser pulse with current experimental technology. It has been
experimentally demonstrated that, a Fock state up to |n = 16� can be generated from the
vibrational ground state |0�, by sequentially applying laser pulses (with exact frequencies,
durations, and phases, etc.) to the trapped ion (2; 4). This means that here the generation
of the superposed Fock states, being coherent state, even/odd coherent states, or squeezed
quantum states, etc., is also experimentally realizability.
On the other hand, the generation of the superposed Fock states is limited in practice by
the existing decays of the vibrational and atomic states. Experimentally, the lifetime of the
atomic excited states |e� reaches 1s and the coherence superposition of vibrational states |0�
and |1� can be maintained for up to 1ms (32; 33). Therefore, roughly say, preparing the above
superposed vibrational Fock states is experimentally possible, as the durations of quantum
operation are sufficiently short, e.g., < 0.1 ms. To realize a short operation time, the Rabi
frequencies Ω (describing the strength of the laser-ion interaction) should be set sufficiently
large, e.g., when Ω = 105 kHz, the total duration t = t1 + t2 + t3 ≈ 0.04 ms for generating
squeezed vacuum state (see, table 1).
Certainly, by increasing the Rabi frequency Ω ∝

√
P via enhancing the power P of the applied

laser beams, the operational durations can be further shorten. For example, if the Rabi
frequency Ω increases ten times, then the total durations presented above for generating the
desired quantum states could be shortened ten times. Therefore, the desired quantum states
could be realized more efficiently. Indeed, the power of the laser applied to drive the trapped
cold ion is generally controllable, e.g., it can be adjusted in the range from a few microwatts
to a few hundred milliwatts (32).

3.2 Implementations of fundamental quantum logic gates
There is much interest in constructing quantum computer, which uses the principles of
quantum mechanics to solve certain problems that could never been solved by any classical
computer. An quantum computer is made up of many interacting units called quantum bits
or qubits, which usually consist of two quantum states, e.g., |0� and |1�. Unlike the classical
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and

BN =

{
i−1e−iϑ1 sin(Ω0,0t1), N = 1,
i−1e−iϑ1 sin(Ω0,0t1)∏N

j=2 cos(Ω0,j−1tj), N > 1 (38)

If the duration of Nth (N > 1) laser pulse is set to satisfy the condition cos(Ω0,N−1tN) = 0,
then BN = 0. This implies that the internal state of the trapped ion is returned to the ground
state |g� and its external vibration is prepared on the superposition state |ψex

N � = ∑N−1
n=0 Cn|n�.

Because the durations tN and initial phases ϑN are experimentally controllable, we can set
Cn = Gn(α,ξ), On(α,ξ), or En(α,ξ) with n ≤ N − 2 by selecting the proper tN and ϑN . As a
consequence, we have the vibrational superposition state:

|ψG
N� =

N−2

∑
n=0

Gn(α,ξ)|n�+ CG
N−1|n − 1�, (39)

|ψO
N� =

N−2

∑
n=0

On(α,ξ)|n�+ CO
N−1|n − 1�, (40)

|ψE
N� =

N−2

∑
n=0

En(α,ξ)|n�+ CE
N−1|n − 1�, (41)

and

|CG
N−1|2 = 1 −

N−2

∑
n=0

|Gn(α,ξ)|2, (42)

|CO
N−1|2 = 1 −

N−2

∑
n=0

|On(α,ξ)|2, (43)

|CE
N−1|2 = 1 −

N−2

∑
n=0

|En(α,ξ)|2. (44)

If the number of the laser pulses, i.e., N, are sufficiently large, the superposition states (39),
(40), and (41) can well approach the desirable squeezed coherent state, squeezed odd and
even coherent states, respectively. Specifically, when ξ = 0, the usual coherent state, odd/even
coherent states are generated.
Table 1 presents some numerical results for generating squeezed coherent states, where the
typical values of parameters α and ξ, e.g., α = 2 and ξ = 0.5, are considered. When α = 0,
the squeezed coherent states correspond to the squeezed vacuum states. On the other hand,
some results for generating squeezed odd/even coherent states are shown in table 2, and

α ξ N Ωt1(ϑ1) Ωt2(ϑ2) Ωt3(ϑ3) Ωt4(ϑ4) Ωt5(ϑ5) Ωt6(ϑ6) F

0 0.5 5 0.7080(0) 0(0) 53.9174(π) 0(0) 4065.1(π) 0.9983

0 0.8 5 1.0859(0) 0(0) 43.9507(π) 0(0) 4065.1(π) 0.9816

1 0.0 5 1.8966(0) 7.1614(3π/2) 46.0741(0) 343.5682(π/2) 4065.1(0) 0.9981

2 0.5 5 2.5666(0) 5.3267(3π/2) 43.7265(0) 371.8479(π/2) 4065.1(π) 0.9882

2 0.5 6 2.5666(0) 5.3267(3π/2) 43.7265(0) 371.8479(π/2) 1826.3(π) 3635.9(0) 0.9910

2 0.8 6 2.2975(0) 6.8280(3π/2) 43.9627(0) 59.8973(π/2) 1877.7(π) 3635.9(0) 0.9821

Table 1. Parameters for generating squeezed coherent states, with the typical η = 0.25
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odd/even α ξ N Ωt1(ϑ1) Ωt2(ϑ2) Ωt3(ϑ3) Ωt4(ϑ4) Ωt5(ϑ5) Ωt6(ϑ6) F

odd 1 0.0 5 3.2413(0) 9.6943(3π/2) 0(0) 436.5962(π/2) 4065.1(0) 0.9927

odd 2 0.5 6 3.2413(0) 7.7328(3π/2) 0(0) 438.6774(π/2) 0(0) 3635.9(0) 0.9974

odd 2 0.8 6 3.2413(0) 9.9520(3π/2) 0(0) 85.3471(π/2) 0(0) 3635.9(0) 0.9763

even 1 0.0 5 1.3106(0) 0(0) 59.9889(0) 0(0) 4065.1(0) 0.9995

even 2 0.5 5 2.2687(0) 0(0) 61.3354(0) 0(0) 4065.1(0) 0.9870

even 2 0.8 5 1.8498(0) 0(0) 51.1086(0) 0(0) 4065.1(0) 0.9900

Table 2. Parameters for generating squeezed odd/even coherent states, with the typical
η = 0.25

where, ξ = 0 corresponds to the usual odd/even coherent states. By properly setting the
durations tN and phases ϑN of each laser pulse, the desirable squeezed states of the trapped
ion could be generated with high fidelities (e.g., 99%), via few steps of laser pulse operations
(e.g., N = 6). Here, the fidelities F = �ψgenerated|ψexpected� are defined by the overlaps between
the generated quantum states |ψgenerated� (being |ψG

N�, |ψO
N�, or |ψE

N�) and the expected states
|ψexpected�.
Above, the frequencies, durations, phases, and powers of the laser pulses should be set
sufficiently exact for realizing the high fidelity quantum state operations. In fact, it is not
difficult to generate the desired laser pulse with current experimental technology. It has been
experimentally demonstrated that, a Fock state up to |n = 16� can be generated from the
vibrational ground state |0�, by sequentially applying laser pulses (with exact frequencies,
durations, and phases, etc.) to the trapped ion (2; 4). This means that here the generation
of the superposed Fock states, being coherent state, even/odd coherent states, or squeezed
quantum states, etc., is also experimentally realizability.
On the other hand, the generation of the superposed Fock states is limited in practice by
the existing decays of the vibrational and atomic states. Experimentally, the lifetime of the
atomic excited states |e� reaches 1s and the coherence superposition of vibrational states |0�
and |1� can be maintained for up to 1ms (32; 33). Therefore, roughly say, preparing the above
superposed vibrational Fock states is experimentally possible, as the durations of quantum
operation are sufficiently short, e.g., < 0.1 ms. To realize a short operation time, the Rabi
frequencies Ω (describing the strength of the laser-ion interaction) should be set sufficiently
large, e.g., when Ω = 105 kHz, the total duration t = t1 + t2 + t3 ≈ 0.04 ms for generating
squeezed vacuum state (see, table 1).
Certainly, by increasing the Rabi frequency Ω ∝

√
P via enhancing the power P of the applied

laser beams, the operational durations can be further shorten. For example, if the Rabi
frequency Ω increases ten times, then the total durations presented above for generating the
desired quantum states could be shortened ten times. Therefore, the desired quantum states
could be realized more efficiently. Indeed, the power of the laser applied to drive the trapped
cold ion is generally controllable, e.g., it can be adjusted in the range from a few microwatts
to a few hundred milliwatts (32).

3.2 Implementations of fundamental quantum logic gates
There is much interest in constructing quantum computer, which uses the principles of
quantum mechanics to solve certain problems that could never been solved by any classical
computer. An quantum computer is made up of many interacting units called quantum bits
or qubits, which usually consist of two quantum states, e.g., |0� and |1�. Unlike the classical
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bit, which hold either 0 or 1, qubit can hold |0�, |1�, or any quantum superposition of these
states. Therefor, an quantum computer can solve certain problems much faster than any of
our current classical computers, such as factoring large numbers (34) and searching large
databases (35).
It has been shown that a quantum computer can be built using a series of one-qubit operations
and two-qubit controlled-NOT (CNOT) gates, because any computation can be decomposed
into a sequence of these basic logic operations (36; 37; 38). Therefore, a precondition work
for realizing quantum computation is to effectively implement these fundamental logic gates.
Indeed, since the first experiment of demonstrating quantum gates (10), with a single trapped
cold ion, much attention has been paid to implement the elementary quantum gates in the
systems of trapped cold ions, due to its relatively-long coherence times. However, most of
previous approaches are work in LD limit. Following, we study the generations of CNOT
gates beyond the LD limit.
A CNOT gate of a single trapped ion can be expressed as (10)

Input state Output state
|0�|g� −→ |0�|g�
|0�|e� −→ |0�|g�
|1�|g� −→ |1�|e�
|1�|e� −→ |1�|g�

(45)

Above, two lowest occupation number states |0� and |1� of the external vibration of the ion
encode the control qubit and selected two atomic levels |g� and |e� of the internal degree of
freedom of the ion define the target qubit. It is seen that, if the control qubit is in |0� the target
qubit unchanged, whereas, if the control qubit is in |1� the target qubit is changed: |g�� |e�,
and thus a CNOT operation is implemented.
Without preforming the LD approximation, the CNOT gate could be implemented by
sequentially applying three pulses of the laser beams:
1) A resonance pulse with frequency ωl = ωa, initial phase ϑ1, and the duration t1 is applied
to implement the operation:

|0�|g� −→ |ψ(1)
a � = α

(1)
11 |0�|g�+ α

(1)
12 |0�|e�

|0�|e� −→ |ψ(1)
b � = α

(1)
21 |0�|e�+ α

(1)
22 |0�|g�

|1�|g� −→ |ψ(1)
c � = α

(1)
31 |1�|g�+ α

(1)
32 |1�|e�

|1�|e� −→ |ψ(1)
d � = α

(1)
41 |1�|e�+ α

(1)
42 |1�|g�

(46)

2) A red sideband pulse with the frequency ωl = ωa − ν, initial phase ϑ2, and duration t2 is
applied to implement the evolution

|ψ(1)
a � −→ |ψ(2)

a � = α
(2)
11 |0�|g�+ α

(2)
12 |0�|e�+ α

(2)
13 |0�|g�

|ψ(1)
b � −→ |ψ(2)

b � = α
(2)
21 |0�|g�+ α

(2)
22 |0�|e�+ α

(2)
23 |1�|g�

|ψ(1)
c � −→ |ψ(2)

c � = α
(2)
31 |0�|e�+ α

(2)
32 |1�|g�+ α

(2)
33 |1�|e�+ α

(2)
34 |2�|g�

|ψ(1)
d � −→ |ψ(2)

d � = α
(2)
41 |0�|e�+ α

(2)
42 |1�|g�+ α

(2)
43 |1�|e�+ α

(2)
44 |2�|g�

(47)
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3) A resonance pulse with the initial phase ϑ3 = −π/2 and duration t3 = π/(4ΩL
0,0) is again

applied to implement the following operation

|ψ(2)
a � −→ |ψ(3)

a � = α
(3)
11 |0�|g�+ α

(3)
12 |0�|e�+ α

(3)
13 |1�|g�+ α

(3)
14 |1�|e�

|ψ(2)
b � −→ |ψ(3)

b � = α
(3)
21 |0�|g�+ α

(3)
22 |0�|e�+ α

(3)
23 |1�|g�+ α

(3)
24 |1�|e�

|ψ(2)
c � −→ |ψ(3)

c � = α
(3)
31 |0�|g�+ α

(3)
32 |0�|e�+ α

(3)
33 |1�|g�+ α

(3)
34 |1�|e�+ α

(3)
35 |2�|g�+ α

(3)
36 |2�|e�

|ψ(2)
d � −→ |ψ(3)

d � = α
(3)
41 |0�|g�+ α

(3)
42 |0�|e�+ α

(3)
43 |1�|g�+ α

(3)
44 |1�|e�+ α

(3)
45 |2�|g�+ α

(3)
46 |2�|e�

(48)

Above, the coefficients α
(1)
11 , α

(1)
12 , and α

(1)
13 et. al. are derived in APPENDIX A, basing on the

dynamical evolution Eqs. (18) and (19).
With the above sequential three operations, the system undergoes the following evolution:

Input state Output state
|0�|g� −→ |ψ(1)

a � −→ |ψ(2)
a � −→ |ψ(3)

a �
|0�|e� −→ |ψ(1)

b � −→ |ψ(2)
b � −→ |ψ(3)

b �
|1�|g� −→ |ψ(1)

c � −→ |ψ(2)
c � −→ |ψ(3)

c �
|1�|e� −→ |ψ(1)

d � −→ |ψ(2)
d � −→ |ψ(3)

d �

(49)

Obviously, if |ψ(3)
a �= |0�|g�, |ψ(3)

b �= |0�|e�, |ψ(3)
c �= |1�|e�, and |ψ(3)

d �= |1�|g�, the CNOT gate
(45) is realized. This means that the coefficients should satisfy the condition (see, Eq. (48)):

α
(3)
11 = α

(3)
22 = α

(3)
34 = α

(3)
43 = 1, (50)

i.e.,(see, APPENDIX A):
⎧⎪⎪⎨
⎪⎪⎩

1 = cos(Ω0,0t1)cos(Ω0,0t3)− ei(ϑ3−ϑ1) sin(Ω0,0t1)cos(Ω0,1t2)sin(Ω0,0t3),
1 = −ei(ϑ1−ϑ3) sin(Ω0,0t1)sin(Ω0,0t3) + cos(Ω0,0t1)cos(Ω0,1t2)cos(Ω0,0t3),
1 = −ie−iϑ3 cos(Ω1,0t1)cos(Ω0,1t2)sin(Ω1,0t3)− ie−iϑ1 sin(Ω1,0t1)cos(Ω1,1t2)cos(Ω1,0t3),
1 = −ieiϑ3 cos(Ω1,0t1)cos(Ω1,1t2)sin(Ω1,0t3)− ieiϑ1 sin(Ω1,0t1)cos(Ω0,1t2)cos(Ω1,0t3).

(51)

In the previous approaches, within the LD limit, for implementing quantum gate, the kπ
pulses k = 1, 2, 3, ... of the laser beams are usually applied to drive the ions. The relevant
LD parameters should be set sufficiently small such that the LD approximation could be
satisfied. Here, in order to realize the desirable quantum gate with arbitrarily LD parameters
(i.e., beyond the LD limit), we assume that the durations of the applied laser beams could be
arbitrarily set (instead of the so-called kπ in the previous approaches). Indeed, the desired
quantum gate could be implemented for arbitrarily experimental LD parameters, as long
as the durations tN and initial phases ϑN of the applied three laser beams (N = 1, 2, 3) are
accurately set such that Eq. (50) is satisfied.
For equation (50), there maybe exist many solutions for any selected LD parameter. However,
the practical existence of decoherence imposes the limit that the total duration of the
present three-step pulse should be shorter than the decoherence times of both the atomic
and motional states. This implies that exact solutions to Eq. (50) do not exist for certain
experimental LD parameters. Certainly, for these parameters approximative solutions to Eq.
(50) still exist and the CNOT gate could be approximately generated. The fidelity F for such
an approximated realization is defined as the minimum among the probability amplitudes:

α
(3)
11 , α

(3)
22 , α

(3)
34 , and α

(3)
43 , i.e. (27),
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bit, which hold either 0 or 1, qubit can hold |0�, |1�, or any quantum superposition of these
states. Therefor, an quantum computer can solve certain problems much faster than any of
our current classical computers, such as factoring large numbers (34) and searching large
databases (35).
It has been shown that a quantum computer can be built using a series of one-qubit operations
and two-qubit controlled-NOT (CNOT) gates, because any computation can be decomposed
into a sequence of these basic logic operations (36; 37; 38). Therefore, a precondition work
for realizing quantum computation is to effectively implement these fundamental logic gates.
Indeed, since the first experiment of demonstrating quantum gates (10), with a single trapped
cold ion, much attention has been paid to implement the elementary quantum gates in the
systems of trapped cold ions, due to its relatively-long coherence times. However, most of
previous approaches are work in LD limit. Following, we study the generations of CNOT
gates beyond the LD limit.
A CNOT gate of a single trapped ion can be expressed as (10)

Input state Output state
|0�|g� −→ |0�|g�
|0�|e� −→ |0�|g�
|1�|g� −→ |1�|e�
|1�|e� −→ |1�|g�

(45)

Above, two lowest occupation number states |0� and |1� of the external vibration of the ion
encode the control qubit and selected two atomic levels |g� and |e� of the internal degree of
freedom of the ion define the target qubit. It is seen that, if the control qubit is in |0� the target
qubit unchanged, whereas, if the control qubit is in |1� the target qubit is changed: |g�� |e�,
and thus a CNOT operation is implemented.
Without preforming the LD approximation, the CNOT gate could be implemented by
sequentially applying three pulses of the laser beams:
1) A resonance pulse with frequency ωl = ωa, initial phase ϑ1, and the duration t1 is applied
to implement the operation:

|0�|g� −→ |ψ(1)
a � = α

(1)
11 |0�|g�+ α

(1)
12 |0�|e�

|0�|e� −→ |ψ(1)
b � = α

(1)
21 |0�|e�+ α

(1)
22 |0�|g�

|1�|g� −→ |ψ(1)
c � = α

(1)
31 |1�|g�+ α

(1)
32 |1�|e�

|1�|e� −→ |ψ(1)
d � = α

(1)
41 |1�|e�+ α

(1)
42 |1�|g�

(46)

2) A red sideband pulse with the frequency ωl = ωa − ν, initial phase ϑ2, and duration t2 is
applied to implement the evolution

|ψ(1)
a � −→ |ψ(2)

a � = α
(2)
11 |0�|g�+ α

(2)
12 |0�|e�+ α

(2)
13 |0�|g�

|ψ(1)
b � −→ |ψ(2)

b � = α
(2)
21 |0�|g�+ α

(2)
22 |0�|e�+ α

(2)
23 |1�|g�

|ψ(1)
c � −→ |ψ(2)

c � = α
(2)
31 |0�|e�+ α

(2)
32 |1�|g�+ α

(2)
33 |1�|e�+ α

(2)
34 |2�|g�

|ψ(1)
d � −→ |ψ(2)

d � = α
(2)
41 |0�|e�+ α

(2)
42 |1�|g�+ α

(2)
43 |1�|e�+ α

(2)
44 |2�|g�

(47)
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3) A resonance pulse with the initial phase ϑ3 = −π/2 and duration t3 = π/(4ΩL
0,0) is again

applied to implement the following operation

|ψ(2)
a � −→ |ψ(3)

a � = α
(3)
11 |0�|g�+ α

(3)
12 |0�|e�+ α

(3)
13 |1�|g�+ α

(3)
14 |1�|e�

|ψ(2)
b � −→ |ψ(3)

b � = α
(3)
21 |0�|g�+ α

(3)
22 |0�|e�+ α

(3)
23 |1�|g�+ α

(3)
24 |1�|e�

|ψ(2)
c � −→ |ψ(3)

c � = α
(3)
31 |0�|g�+ α

(3)
32 |0�|e�+ α

(3)
33 |1�|g�+ α

(3)
34 |1�|e�+ α

(3)
35 |2�|g�+ α

(3)
36 |2�|e�

|ψ(2)
d � −→ |ψ(3)

d � = α
(3)
41 |0�|g�+ α

(3)
42 |0�|e�+ α

(3)
43 |1�|g�+ α

(3)
44 |1�|e�+ α

(3)
45 |2�|g�+ α

(3)
46 |2�|e�

(48)

Above, the coefficients α
(1)
11 , α

(1)
12 , and α

(1)
13 et. al. are derived in APPENDIX A, basing on the

dynamical evolution Eqs. (18) and (19).
With the above sequential three operations, the system undergoes the following evolution:

Input state Output state
|0�|g� −→ |ψ(1)

a � −→ |ψ(2)
a � −→ |ψ(3)

a �
|0�|e� −→ |ψ(1)

b � −→ |ψ(2)
b � −→ |ψ(3)

b �
|1�|g� −→ |ψ(1)

c � −→ |ψ(2)
c � −→ |ψ(3)

c �
|1�|e� −→ |ψ(1)

d � −→ |ψ(2)
d � −→ |ψ(3)

d �

(49)

Obviously, if |ψ(3)
a �= |0�|g�, |ψ(3)

b �= |0�|e�, |ψ(3)
c �= |1�|e�, and |ψ(3)

d �= |1�|g�, the CNOT gate
(45) is realized. This means that the coefficients should satisfy the condition (see, Eq. (48)):

α
(3)
11 = α

(3)
22 = α

(3)
34 = α

(3)
43 = 1, (50)

i.e.,(see, APPENDIX A):
⎧⎪⎪⎨
⎪⎪⎩

1 = cos(Ω0,0t1)cos(Ω0,0t3)− ei(ϑ3−ϑ1) sin(Ω0,0t1)cos(Ω0,1t2)sin(Ω0,0t3),
1 = −ei(ϑ1−ϑ3) sin(Ω0,0t1)sin(Ω0,0t3) + cos(Ω0,0t1)cos(Ω0,1t2)cos(Ω0,0t3),
1 = −ie−iϑ3 cos(Ω1,0t1)cos(Ω0,1t2)sin(Ω1,0t3)− ie−iϑ1 sin(Ω1,0t1)cos(Ω1,1t2)cos(Ω1,0t3),
1 = −ieiϑ3 cos(Ω1,0t1)cos(Ω1,1t2)sin(Ω1,0t3)− ieiϑ1 sin(Ω1,0t1)cos(Ω0,1t2)cos(Ω1,0t3).

(51)

In the previous approaches, within the LD limit, for implementing quantum gate, the kπ
pulses k = 1, 2, 3, ... of the laser beams are usually applied to drive the ions. The relevant
LD parameters should be set sufficiently small such that the LD approximation could be
satisfied. Here, in order to realize the desirable quantum gate with arbitrarily LD parameters
(i.e., beyond the LD limit), we assume that the durations of the applied laser beams could be
arbitrarily set (instead of the so-called kπ in the previous approaches). Indeed, the desired
quantum gate could be implemented for arbitrarily experimental LD parameters, as long
as the durations tN and initial phases ϑN of the applied three laser beams (N = 1, 2, 3) are
accurately set such that Eq. (50) is satisfied.
For equation (50), there maybe exist many solutions for any selected LD parameter. However,
the practical existence of decoherence imposes the limit that the total duration of the
present three-step pulse should be shorter than the decoherence times of both the atomic
and motional states. This implies that exact solutions to Eq. (50) do not exist for certain
experimental LD parameters. Certainly, for these parameters approximative solutions to Eq.
(50) still exist and the CNOT gate could be approximately generated. The fidelity F for such
an approximated realization is defined as the minimum among the probability amplitudes:

α
(3)
11 , α

(3)
22 , α

(3)
34 , and α

(3)
43 , i.e. (27),
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η Ωt1 = Ωt3 Ωt2 F
0.17 192.01 673.50 0.9935
0.18 292.03 637.85 0.9984
0.20 1.6690 255.07 0.9935
0.25 1.7287 207.94 0.9986
0.30 9.0200 438.00 0.9998
0.31 31.000 552.89 1.0000
0.35 177.00 1107.0 1.0000
0.40 2.0260 170.07 0.9999
0.50 97.304 57.310 0.9975
0.60 61.710 75.480 1.0000
0.70 66.900 160.85 0.9969
0.75 175.99 665.98 0.9998
0.85 73.110 105.91 0.9985
0.90 12.400 460.43 0.9992
0.95 25.300 415.21 0.9973

Table 3. Parameters for generating high-fidelity CNOT gates with arbitrarily selected LD
parameters from 0.17 to 0.95 (27). Here ϑ1 = −ϑ3 = π/2, and t1 = t3.

F = min
{

α
(3)
11 , α

(3)
22 , α

(3)
34 , α

(3)
43

}
(52)

It has been shown that the lifetime of the atomic excited state |e� reaches 1 s and the coherence
superposition of vibrational states |0� and |1� can be maintained for up to 1 ms (32; 33). These
allow us to perform the required three-step sequential laser manipulations; e.g., for Ω/(2π)≈
500 kHz and η = 0.20 (4) the total duration t = t1 + t2 + t3 ≈ 0.08 ms. Table 3 provides some
numerical results for arbitrarily selected LD parameters (not limited within the LD regime
requiring η � 1) from 0.17 to 0.95. Here, the durations of the applied laser beam pulses are
defined by the parameters Ωti with i = 1, 2, 3. It is seen that the fidelities of implementing the
desirable CNOT gate for these LD parameters are significantly high (all of them larger than
99%).

3.3 Simplified approaches for implementing quantum logic gates
In fact, the above approach (with three laser pulses) for generating CNOT gate can be
simplified, by using only two laser pulses (28). With the sequential two operations 1) and
2), the system undergoes the following evolutions:

Input state Output state
|0�|g� −→ |ψ(1)

a � −→ |ψ(2)
a �

|0�|e� −→ |ψ(1)
b � −→ |ψ(2)

b �
|1�|g� −→ |ψ(1)

c � −→ |ψ(2)
c �

|1�|e� −→ |ψ(1)
d � −→ |ψ(2)

d �

(53)

If
α
(2)
11 = α

(2)
22 = α

(2)
33 = α

(2)
42 = 1, (54)
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i.e.,(see, APPENDIX A):
⎧⎪⎪⎨
⎪⎪⎩

1 = cos(Ω0,0t1),
1 = cos(Ω0,0t1)cos(Ω0,1t2),
1 = i−1e−iϑ1 sin(Ω1,0t1)cos(Ω1,1t2),
1 = i−1eiϑ1 sin(Ω1,0t1)cos(Ω0,1t2),

(55)

then |ψ(2)
a � = |0�|g�, |ψ(2)

b � = |0�|e�, |ψ(2)
c � = |1�|e�, and |ψ(2)

d � = |1�|g�. Thus, the desirable
CNOT gate (45) is realized.
The above condition could be achieved by properly setting the relevant experimental
parameters, t1, t2, ϑ1, and η as

t1 =
2pπ

Ω0,0
, t2 =

2mπ

Ω0,1
, θ1 = (−1)q+1 π

2
, (56)

with p,q,m = 1,2,3..., and

η2 = 1 − q − 0.5
2p

= 2 −
√

2(n − 0.5)
m

, (57)

with n = 1,2,3, .... This means that the CNOT gate (45) could be implemented, since all
the experimental parameters related above are accurately controllable. This implies that the
required laser pulses for implementing a CNOT gate could be really reduced to two ones.
Due to decoherence(i.e., the limit of durations t1 + t2), the integers p,q,m,n could not take
arbitrary large values to let (57) be satisfied exactly, although their approximated solutions

η t1Ω t2Ω θ1 = ±π
2 F

0.18 689.6666 993.3470 + 0.9907
0.20 1525.600 1410.200 + 0.9958
0.22 1261.700 1463.000 + 0.9984
0.25 1504.000 1192.800 - 0.9978
0.28 457.4064 326.7189 + 0.9967
0.30 328.6193 438.1591 - 0.9993
0.38 351.1877 284.3625 + 0.9994
0.40 490.0675 170.1623 + 0.9975
0.44 304.5596 283.1649 - 0.9980
0.53 347.0706 190.9979 + 0.9970
0.57 443.4884 492.7649 + 0.9993
0.64 385.5613 481.9516 - 0.9967
0.68 316.7005 395.8756 - 0.9950
0.73 377.2728 292.1111 - 0.9953
0.80 276.8880 281.2143 - 0.9980
0.86 436.5392 486.4535 + 0.9999
0.90 471.0198 460.5527 - 0.9971
0.96 318.7519 394.2894 + 0.9969

Table 4. CNOT gates implemented with sufficiently high fidelities for arbitrarily selected
parameters (28).
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η Ωt1 = Ωt3 Ωt2 F
0.17 192.01 673.50 0.9935
0.18 292.03 637.85 0.9984
0.20 1.6690 255.07 0.9935
0.25 1.7287 207.94 0.9986
0.30 9.0200 438.00 0.9998
0.31 31.000 552.89 1.0000
0.35 177.00 1107.0 1.0000
0.40 2.0260 170.07 0.9999
0.50 97.304 57.310 0.9975
0.60 61.710 75.480 1.0000
0.70 66.900 160.85 0.9969
0.75 175.99 665.98 0.9998
0.85 73.110 105.91 0.9985
0.90 12.400 460.43 0.9992
0.95 25.300 415.21 0.9973

Table 3. Parameters for generating high-fidelity CNOT gates with arbitrarily selected LD
parameters from 0.17 to 0.95 (27). Here ϑ1 = −ϑ3 = π/2, and t1 = t3.

F = min
{

α
(3)
11 , α

(3)
22 , α

(3)
34 , α

(3)
43

}
(52)

It has been shown that the lifetime of the atomic excited state |e� reaches 1 s and the coherence
superposition of vibrational states |0� and |1� can be maintained for up to 1 ms (32; 33). These
allow us to perform the required three-step sequential laser manipulations; e.g., for Ω/(2π)≈
500 kHz and η = 0.20 (4) the total duration t = t1 + t2 + t3 ≈ 0.08 ms. Table 3 provides some
numerical results for arbitrarily selected LD parameters (not limited within the LD regime
requiring η � 1) from 0.17 to 0.95. Here, the durations of the applied laser beam pulses are
defined by the parameters Ωti with i = 1, 2, 3. It is seen that the fidelities of implementing the
desirable CNOT gate for these LD parameters are significantly high (all of them larger than
99%).

3.3 Simplified approaches for implementing quantum logic gates
In fact, the above approach (with three laser pulses) for generating CNOT gate can be
simplified, by using only two laser pulses (28). With the sequential two operations 1) and
2), the system undergoes the following evolutions:

Input state Output state
|0�|g� −→ |ψ(1)

a � −→ |ψ(2)
a �

|0�|e� −→ |ψ(1)
b � −→ |ψ(2)

b �
|1�|g� −→ |ψ(1)

c � −→ |ψ(2)
c �

|1�|e� −→ |ψ(1)
d � −→ |ψ(2)

d �

(53)

If
α
(2)
11 = α

(2)
22 = α

(2)
33 = α

(2)
42 = 1, (54)
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i.e.,(see, APPENDIX A):
⎧⎪⎪⎨
⎪⎪⎩

1 = cos(Ω0,0t1),
1 = cos(Ω0,0t1)cos(Ω0,1t2),
1 = i−1e−iϑ1 sin(Ω1,0t1)cos(Ω1,1t2),
1 = i−1eiϑ1 sin(Ω1,0t1)cos(Ω0,1t2),

(55)

then |ψ(2)
a � = |0�|g�, |ψ(2)

b � = |0�|e�, |ψ(2)
c � = |1�|e�, and |ψ(2)

d � = |1�|g�. Thus, the desirable
CNOT gate (45) is realized.
The above condition could be achieved by properly setting the relevant experimental
parameters, t1, t2, ϑ1, and η as

t1 =
2pπ

Ω0,0
, t2 =

2mπ

Ω0,1
, θ1 = (−1)q+1 π

2
, (56)

with p,q,m = 1,2,3..., and

η2 = 1 − q − 0.5
2p

= 2 −
√

2(n − 0.5)
m

, (57)

with n = 1,2,3, .... This means that the CNOT gate (45) could be implemented, since all
the experimental parameters related above are accurately controllable. This implies that the
required laser pulses for implementing a CNOT gate could be really reduced to two ones.
Due to decoherence(i.e., the limit of durations t1 + t2), the integers p,q,m,n could not take
arbitrary large values to let (57) be satisfied exactly, although their approximated solutions

η t1Ω t2Ω θ1 = ±π
2 F

0.18 689.6666 993.3470 + 0.9907
0.20 1525.600 1410.200 + 0.9958
0.22 1261.700 1463.000 + 0.9984
0.25 1504.000 1192.800 - 0.9978
0.28 457.4064 326.7189 + 0.9967
0.30 328.6193 438.1591 - 0.9993
0.38 351.1877 284.3625 + 0.9994
0.40 490.0675 170.1623 + 0.9975
0.44 304.5596 283.1649 - 0.9980
0.53 347.0706 190.9979 + 0.9970
0.57 443.4884 492.7649 + 0.9993
0.64 385.5613 481.9516 - 0.9967
0.68 316.7005 395.8756 - 0.9950
0.73 377.2728 292.1111 - 0.9953
0.80 276.8880 281.2143 - 0.9980
0.86 436.5392 486.4535 + 0.9999
0.90 471.0198 460.5527 - 0.9971
0.96 318.7519 394.2894 + 0.9969

Table 4. CNOT gates implemented with sufficiently high fidelities for arbitrarily selected
parameters (28).
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η t1Ω α
(1)
11 = α

(1)
21 α

(1)
12 = α

(1)
22 α

(1)
31 = α

(1)
41 α

(1)
32 = α

(1)
42

0.18 267.75 0.97520 -0.22135 -0.21954 0.97560
0.20 243.65 0.99948 0.03218 0.03193 0.99949
0.22 179.76 0.97284 -0.23146 -0.23053 0.97306
0.24 168.13 1.00000 0.00000 0.00000 1.00000
0.26 129.49 0.97165 -0.23640 -0.24006 0.97076
0.28 130.92 0.99376 0.11153 0.11041 0.99389
0.30 104.95 0.99505 -0.09935 -0.09778 0.99521
0.32 92.35 0.99374 -0.11172 -0.10790 0.99416
0.34 79.49 0.98271 -0.18517 -0.18852 0.98207
0.36 80.64 0.99586 0.09088 0.09407 0.99557
0.38 67.33 0.99541 -0.09572 -0.09377 0.99559
0.40 68.44 0.98505 0.17225 0.16794 0.98580
0.42 54.57 0.98859 -0.15063 -0.15383 0.98810
0.44 55.56 0.99646 0.08411 0.08530 0.99636
0.46 111.30 0.97957 -0.20111 -0.19843 0.98012
0.48 41.83 0.97796 -0.20881 -0.20607 0.97854
0.50 42.72 1.00000 0.00000 0.00000 1.00000
0.52 43.67 0.97497 0.22234 0.21915 0.97570
0.54 87.23 1.00000 0.00000 0.00000 1.00000
0.56 132.93 0.96361 0.26731 0.26592 0.96400
0.58 118.42 0.97544 -0.22027 -0.22025 0.97544
0.60 29.81 0.99320 -0.11640 -0.11358 0.99353

Table 5. CNOT gates implemented with high fidelities for arbitrarily selected
parameters(from 0.18 to 0.60) (29).

are still exists. This implies that the desirable CNOT gate is approximately implemented
with a fidelity F < 1. Similar to that of Sec. 3.2, here the fidelity F of implementing the

desirable gate is defined as the minimum among the values of α
(2)
11 , α

(2)
22 , α

(2)
33 and α

(2)
42 , i.e.,

F = min{α
(2)
11 ,α(2)22 ,α(2)33 ,α(2)42 }.

In table 4, we present some experimental parameters arbitrarily selected to implement the
expected CNOT gate (45), with sufficiently high fidelities F > 99%. For example, we have
F = 99.58% for the typical LD parameter η = 0.2. It is also seen from the table that the present
proposal still works for certain large LD parameters, e.g., 0.90, 0.96, etc.. For the experimental
parameters η = 0.2 and Ω/(2π) ≈ 500 kHz, the total duration t1 + t2 for this implementation
is about 0.9 ms. By increasing the Rabi frequency Ω via enhancing the power of the applied
laser beams, the durations can be further shorten, and thus the CNOT gates could be realized
more efficiently.
In fact, a CNOT gate (apart from certain phase factors) (39) could be still realized by a single laser
pulse. By setting ϑ1 = π/2 and

cos(Ω0,0t1) = sin(Ω1,0t1) = 1, (58)
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η t1Ω α
(1)
11 = α

(1)
21 α

(1)
12 = α

(1)
22 α

(1)
31 = α

(1)
41 α

(1)
32 = α

(1)
42

0.62 30.64 0.99720 0.07473 0.07201 0.99740
0.64 31.52 0.96241 0.27158 0.26906 0.96312
0.66 62.42 0.99952 -0.03096 -0.03027 0.99954
0.68 95.26 0.99509 0.09898 0.09985 0.99500
0.70 353.53 0.99224 0.12437 0.12458 0.99221
0.72 178.61 0.97983 -0.19981 -0.20082 0.97963
0.74 82.49 0.99876 -0.04974 -0.05286 0.99860
0.76 50.12 0.99715 -0.07548 -0.07608 0.99710
0.78 186.67 0.96719 -0.25406 -0.25835 0.96605
0.80 155.88 0.99888 0.04737 0.04576 0.99895
0.82 175.54 0.99258 -0.12162 -0.12311 0.99239
0.84 17.27 0.97693 -0.21356 -0.21395 0.97685
0.86 18.04 0.99867 -0.05149 -0.05191 0.99865
0.88 18.88 0.99205 0.12582 0.12453 0.99221
0.90 19.79 0.95031 0.31129 0.31157 0.95022
0.92 153.85 0.99324 0.11610 0.11507 0.99336
0.94 39.40 0.99517 0.09817 0.09647 0.99534
0.96 60.04 0.99627 0.08632 0.08611 0.99629
0.98 122.12 0.99709 0.07617 0.07482 0.99720

Table 6. CNOT gates implemented with high fidelities for arbitrarily selected
parameters(from 0.62 to 0.98) (29).

the operation (46) can realize the following two-qubit quantum operation (see, APPENDIX A)

|0�|g� −→ |0�|g�
|0�|e� −→ |0�|e�
|1�|g� −→ −|1�|e�
|1�|e� −→ |1�|g�

(59)

which is equivalent to the standard CNOT gate (45) between the external and internal states
of the ion, apart from the phase factors −1.
Obviously, the condition (58) can be satisfied by properly setting the relevant experimental
parameters: t1 and η, as

t1 =
2nπ

Ω0,0
, η2 = 1 − m − 3

4
n

, n,m = 1,2,3...., (60)

with n and m being arbitrary positive integers. Because of the practical existence of
decoherence, as we discussed above, the duration of the present pulse should be shorter than
the decoherence times of both the atomic and motional states of the ion. This limits that the
integers n could not take arbitrary large values to let Eq. (60) be exactly satisfied.
In tables 5 and 6 we present some numerical results for setting proper experimental
parameters Ωt1 (all of them � 0.1 ms for the experimental Rabi frequency Ω/(2π) ≈
500 KHz), to implement quantum operation (59) for the arbitrarily selected LD parameters
(not limited within the LD regime requiring η � 1) from 0.18 to 0.98. It is seen that, the
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η t1Ω α
(1)
11 = α

(1)
21 α

(1)
12 = α

(1)
22 α

(1)
31 = α

(1)
41 α

(1)
32 = α

(1)
42

0.18 267.75 0.97520 -0.22135 -0.21954 0.97560
0.20 243.65 0.99948 0.03218 0.03193 0.99949
0.22 179.76 0.97284 -0.23146 -0.23053 0.97306
0.24 168.13 1.00000 0.00000 0.00000 1.00000
0.26 129.49 0.97165 -0.23640 -0.24006 0.97076
0.28 130.92 0.99376 0.11153 0.11041 0.99389
0.30 104.95 0.99505 -0.09935 -0.09778 0.99521
0.32 92.35 0.99374 -0.11172 -0.10790 0.99416
0.34 79.49 0.98271 -0.18517 -0.18852 0.98207
0.36 80.64 0.99586 0.09088 0.09407 0.99557
0.38 67.33 0.99541 -0.09572 -0.09377 0.99559
0.40 68.44 0.98505 0.17225 0.16794 0.98580
0.42 54.57 0.98859 -0.15063 -0.15383 0.98810
0.44 55.56 0.99646 0.08411 0.08530 0.99636
0.46 111.30 0.97957 -0.20111 -0.19843 0.98012
0.48 41.83 0.97796 -0.20881 -0.20607 0.97854
0.50 42.72 1.00000 0.00000 0.00000 1.00000
0.52 43.67 0.97497 0.22234 0.21915 0.97570
0.54 87.23 1.00000 0.00000 0.00000 1.00000
0.56 132.93 0.96361 0.26731 0.26592 0.96400
0.58 118.42 0.97544 -0.22027 -0.22025 0.97544
0.60 29.81 0.99320 -0.11640 -0.11358 0.99353

Table 5. CNOT gates implemented with high fidelities for arbitrarily selected
parameters(from 0.18 to 0.60) (29).

are still exists. This implies that the desirable CNOT gate is approximately implemented
with a fidelity F < 1. Similar to that of Sec. 3.2, here the fidelity F of implementing the

desirable gate is defined as the minimum among the values of α
(2)
11 , α

(2)
22 , α

(2)
33 and α

(2)
42 , i.e.,

F = min{α
(2)
11 ,α(2)22 ,α(2)33 ,α(2)42 }.

In table 4, we present some experimental parameters arbitrarily selected to implement the
expected CNOT gate (45), with sufficiently high fidelities F > 99%. For example, we have
F = 99.58% for the typical LD parameter η = 0.2. It is also seen from the table that the present
proposal still works for certain large LD parameters, e.g., 0.90, 0.96, etc.. For the experimental
parameters η = 0.2 and Ω/(2π) ≈ 500 kHz, the total duration t1 + t2 for this implementation
is about 0.9 ms. By increasing the Rabi frequency Ω via enhancing the power of the applied
laser beams, the durations can be further shorten, and thus the CNOT gates could be realized
more efficiently.
In fact, a CNOT gate (apart from certain phase factors) (39) could be still realized by a single laser
pulse. By setting ϑ1 = π/2 and

cos(Ω0,0t1) = sin(Ω1,0t1) = 1, (58)
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η t1Ω α
(1)
11 = α

(1)
21 α

(1)
12 = α

(1)
22 α

(1)
31 = α

(1)
41 α

(1)
32 = α

(1)
42

0.62 30.64 0.99720 0.07473 0.07201 0.99740
0.64 31.52 0.96241 0.27158 0.26906 0.96312
0.66 62.42 0.99952 -0.03096 -0.03027 0.99954
0.68 95.26 0.99509 0.09898 0.09985 0.99500
0.70 353.53 0.99224 0.12437 0.12458 0.99221
0.72 178.61 0.97983 -0.19981 -0.20082 0.97963
0.74 82.49 0.99876 -0.04974 -0.05286 0.99860
0.76 50.12 0.99715 -0.07548 -0.07608 0.99710
0.78 186.67 0.96719 -0.25406 -0.25835 0.96605
0.80 155.88 0.99888 0.04737 0.04576 0.99895
0.82 175.54 0.99258 -0.12162 -0.12311 0.99239
0.84 17.27 0.97693 -0.21356 -0.21395 0.97685
0.86 18.04 0.99867 -0.05149 -0.05191 0.99865
0.88 18.88 0.99205 0.12582 0.12453 0.99221
0.90 19.79 0.95031 0.31129 0.31157 0.95022
0.92 153.85 0.99324 0.11610 0.11507 0.99336
0.94 39.40 0.99517 0.09817 0.09647 0.99534
0.96 60.04 0.99627 0.08632 0.08611 0.99629
0.98 122.12 0.99709 0.07617 0.07482 0.99720

Table 6. CNOT gates implemented with high fidelities for arbitrarily selected
parameters(from 0.62 to 0.98) (29).

the operation (46) can realize the following two-qubit quantum operation (see, APPENDIX A)

|0�|g� −→ |0�|g�
|0�|e� −→ |0�|e�
|1�|g� −→ −|1�|e�
|1�|e� −→ |1�|g�

(59)

which is equivalent to the standard CNOT gate (45) between the external and internal states
of the ion, apart from the phase factors −1.
Obviously, the condition (58) can be satisfied by properly setting the relevant experimental
parameters: t1 and η, as

t1 =
2nπ

Ω0,0
, η2 = 1 − m − 3

4
n

, n,m = 1,2,3...., (60)

with n and m being arbitrary positive integers. Because of the practical existence of
decoherence, as we discussed above, the duration of the present pulse should be shorter than
the decoherence times of both the atomic and motional states of the ion. This limits that the
integers n could not take arbitrary large values to let Eq. (60) be exactly satisfied.
In tables 5 and 6 we present some numerical results for setting proper experimental
parameters Ωt1 (all of them � 0.1 ms for the experimental Rabi frequency Ω/(2π) ≈
500 KHz), to implement quantum operation (59) for the arbitrarily selected LD parameters
(not limited within the LD regime requiring η � 1) from 0.18 to 0.98. It is seen that, the
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probability amplitudes α
(1)
11 = α

(1)
21 and α

(1)
32 = α

(1)
42 are desirably large, most of them could

reach to 0.99. While, unwanted probability amplitudes α
(1)
12 = α

(1)
22 and α

(1)
31 = α

(1)
41 are really

significantly small; all of them is less than 0.32. This implies that the lowest fidelity F =

min{α
(1)
11 ,α(1)21 ,α(1)32 ,α(1)42 } for implementing the quantum operation (59) is larger than 95%.

Certainly, the above approximated solutions could be further improved by either relaxing the
limit from the decoherence time or increasing Rabi frequency Ω (via increasing the powers of
the applied laser beams) to shorten the operational time. Designing the applied laser pulse
with so short duration is not a great difficulty for the current experimental technology, e.g.,
the femto-second (10−15s) laser technique. Also, our numerical calculations show that the
influence of the possibly-existing fluctuations of the applied durations is really weak. For
example, for the Rabi frequency Ω/(2π)≈ 500 kHz, the fluctuation δt ≈ 0.1μs of the duration

lowers the desirable probability amplitudes, i.e., α
(1)
11 and α

(1)
32 presented in tables 5 and 6,

just about 5%. Thus, even consider the imprecision of the durations, the amplitude of the

desirable elements, α
(1)
11 and α

(1)
32 , are still sufficiently large, e.g., up to about 0.95. Therefore,

the approach proposed here to implement the desirable quantum operation (59) for arbitrary
LD parameters should be experimentally feasible.
Finally, we consider how to generate the standard CNOT gate (45) from the quantum
operation (59) produced above. This could be achieved by just eliminating the unwanted
phase factors in (59) via introducing another off-resonant laser pulse (10). Indeed, a first
blue-sideband pulse (of frequency ωL = ωea + ν and initial phase ϑ2) induces the following
evolution

|1�|e� −→ cos(Ω0,1t2)|1�|e� − eiϑ2 sin(Ω0,1t2)|0�|a�, (61)

but does not evolve the states |0�|g�, |1�|g� and |0�|e�. Above, |a� is an auxiliary atomic level,
and ωea being the transition frequency between it and the excited state |e�. Obviously, a
“π-pulse” defined by Ω0,1t2 = π generates a so-called controlled-Z logic operation (10)

|0�|g� −→ |0�|g�
|0�|e� −→ |0�|e�
|1�|g� −→ |1�|g�
|1�|e� −→ −|1�|e�

(62)

For the LD parameters from 0.18 to 0.98, and Ω/(2π) ≈ 500 kHz, the durations for this
implementation are numerically estimated as 3.3 × 10−3 ∼ 1.2 × 10−2 ms. Therefore, the
standard CNOT gate (45) with a single trapped ion could be implemented by only two
sequential operations demonstrated above.

4. Conclusions

In this chapter, we have summarized our works on designing properly laser pulses for
preparing typical motional quantum states and implementing quantum logic gates with single
trapped ions beyond the LD approximation. To generate the typical vibrational states (e.g., the
coherence states, squeezed coherent states, odd/even coherent states and squeezed states) and
implement CNOT gates of a single trapped ion, serval sequential laser pules are proposed to
be applied to the trapped ion. It is shown that by properly set the frequency, duration, and
phase, etc., of the each laser pulse the desired vibrational states and CNOT gates of a single
trapped ion could be well generated with high fidelities.
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5. APPENDIX A:

α
(1)
11 = α

(1)
21 = cos(Ω0,0t1)

α
(1)
12 = i−1e−iϑ1 sin(Ω0,0t1)

α
(1)
22 = i−1eiϑ1 sin(Ω0,0t1)

α
(1)
31 = α

(1)
41 = cos(Ω1,0t1)

α
(1)
32 = i−1e−iϑ1 sin(Ω1,0t1)

α
(1)
42 = i−1eiϑ1 sin(Ω1,0t1)

(63)

α
(2)
11 = cos(Ω0,0t1)

α
(2)
12 = i−1e−iϑ1 sin(Ω0,0t1)cos(Ω0,1t2)

α
(2)
13 = −i−1ei(ϑ2−ϑ1) sin(Ω0,0t1)sin(Ω0,1t2)

α
(2)
21 = i−1eiϑ1 sin(Ω0,0t1)

α
(2)
22 = cos(Ω0,0t1)cos(Ω0,1t2)

α
(2)
23 = −e−iϑ2 cos(Ω0,0t1)sin(Ω0,1t2)

(64)

α
(2)
31 = e−iϑ2 cos(Ω1,0t1)sin(Ω0,1t2)

α
(2)
32 = cos(Ω1,0t1)cos(Ω0,1t2)

α
(2)
33 = i−1e−iϑ1 sin(Ω1,0t1)cos(Ω1,1t2)

α
(2)
34 = −i−1ei(ϑ2−ϑ1) sin(Ω1,0t1)sin(Ω1,1t2)

(65)

α
(2)
41 = i−1ei(ϑ1−ϑ2) sin(Ω1,0t1)sin(Ω0,1t2)

α
(2)
42 = i−1eiϑ1 sin(Ω1,0t1)cos(Ω0,1t2)

α
(2)
43 = cos(Ω1,0t1)cos(Ω1,1t2)

α
(2)
44 = −eiϑ2 cos(Ω1,0t1)sin(Ω1,1t2)

(66)
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probability amplitudes α
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min{α
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Certainly, the above approximated solutions could be further improved by either relaxing the
limit from the decoherence time or increasing Rabi frequency Ω (via increasing the powers of
the applied laser beams) to shorten the operational time. Designing the applied laser pulse
with so short duration is not a great difficulty for the current experimental technology, e.g.,
the femto-second (10−15s) laser technique. Also, our numerical calculations show that the
influence of the possibly-existing fluctuations of the applied durations is really weak. For
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32 , are still sufficiently large, e.g., up to about 0.95. Therefore,

the approach proposed here to implement the desirable quantum operation (59) for arbitrary
LD parameters should be experimentally feasible.
Finally, we consider how to generate the standard CNOT gate (45) from the quantum
operation (59) produced above. This could be achieved by just eliminating the unwanted
phase factors in (59) via introducing another off-resonant laser pulse (10). Indeed, a first
blue-sideband pulse (of frequency ωL = ωea + ν and initial phase ϑ2) induces the following
evolution

|1�|e� −→ cos(Ω0,1t2)|1�|e� − eiϑ2 sin(Ω0,1t2)|0�|a�, (61)

but does not evolve the states |0�|g�, |1�|g� and |0�|e�. Above, |a� is an auxiliary atomic level,
and ωea being the transition frequency between it and the excited state |e�. Obviously, a
“π-pulse” defined by Ω0,1t2 = π generates a so-called controlled-Z logic operation (10)

|0�|g� −→ |0�|g�
|0�|e� −→ |0�|e�
|1�|g� −→ |1�|g�
|1�|e� −→ −|1�|e�

(62)

For the LD parameters from 0.18 to 0.98, and Ω/(2π) ≈ 500 kHz, the durations for this
implementation are numerically estimated as 3.3 × 10−3 ∼ 1.2 × 10−2 ms. Therefore, the
standard CNOT gate (45) with a single trapped ion could be implemented by only two
sequential operations demonstrated above.

4. Conclusions

In this chapter, we have summarized our works on designing properly laser pulses for
preparing typical motional quantum states and implementing quantum logic gates with single
trapped ions beyond the LD approximation. To generate the typical vibrational states (e.g., the
coherence states, squeezed coherent states, odd/even coherent states and squeezed states) and
implement CNOT gates of a single trapped ion, serval sequential laser pules are proposed to
be applied to the trapped ion. It is shown that by properly set the frequency, duration, and
phase, etc., of the each laser pulse the desired vibrational states and CNOT gates of a single
trapped ion could be well generated with high fidelities.
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5. APPENDIX A:

α
(1)
11 = α

(1)
21 = cos(Ω0,0t1)

α
(1)
12 = i−1e−iϑ1 sin(Ω0,0t1)

α
(1)
22 = i−1eiϑ1 sin(Ω0,0t1)

α
(1)
31 = α

(1)
41 = cos(Ω1,0t1)

α
(1)
32 = i−1e−iϑ1 sin(Ω1,0t1)

α
(1)
42 = i−1eiϑ1 sin(Ω1,0t1)

(63)

α
(2)
11 = cos(Ω0,0t1)

α
(2)
12 = i−1e−iϑ1 sin(Ω0,0t1)cos(Ω0,1t2)

α
(2)
13 = −i−1ei(ϑ2−ϑ1) sin(Ω0,0t1)sin(Ω0,1t2)

α
(2)
21 = i−1eiϑ1 sin(Ω0,0t1)

α
(2)
22 = cos(Ω0,0t1)cos(Ω0,1t2)

α
(2)
23 = −e−iϑ2 cos(Ω0,0t1)sin(Ω0,1t2)

(64)

α
(2)
31 = e−iϑ2 cos(Ω1,0t1)sin(Ω0,1t2)

α
(2)
32 = cos(Ω1,0t1)cos(Ω0,1t2)

α
(2)
33 = i−1e−iϑ1 sin(Ω1,0t1)cos(Ω1,1t2)

α
(2)
34 = −i−1ei(ϑ2−ϑ1) sin(Ω1,0t1)sin(Ω1,1t2)

(65)

α
(2)
41 = i−1ei(ϑ1−ϑ2) sin(Ω1,0t1)sin(Ω0,1t2)

α
(2)
42 = i−1eiϑ1 sin(Ω1,0t1)cos(Ω0,1t2)

α
(2)
43 = cos(Ω1,0t1)cos(Ω1,1t2)

α
(2)
44 = −eiϑ2 cos(Ω1,0t1)sin(Ω1,1t2)

(66)
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α
(3)
11 = cos(Ω0,0t1)cos(Ω0,0t3)− ei(ϑ3−ϑ1) sin(Ω0,0t1)cos(Ω0,1t2)sin(Ω0,0t3)

α
(3)
12 = −ie−iϑ3 cos(Ω0,0t1)sin(Ω0,0t3)− ie−iϑ1 sin(Ω0,0t1)cos(Ω0,1t2)cos(Ω0,0t3)

α
(3)
13 = iei(ϑ2−ϑ1) sin(Ω0,0t1)sin(Ω0,1t2)cos(Ω0,1t3)

α
(3)
14 = iei(ϑ2−ϑ1−ϑ3) sin(Ω0,0t1)sin(Ω0,1t2)sin(Ω0,1t3)

(67)

α
(3)
21 = −ieiϑ1 sin(Ω0,0t1)cos(Ω0,0t3)− ieiϑ3 cos(Ω0,0t1)cos(Ω0,1t2)sin(Ω0,0t3)

α
(3)
22 = −ei(ϑ1−ϑ3) sin(Ω0,0t1)sin(Ω0,0t3) + cos(Ω0,0t1)cos(Ω0,1t2)cos(Ω0,0t3)

α
(3)
23 = −eiϑ2 cos(Ω0,0t1)sin(Ω0,1t2)cos(Ω1,0t3)

α
(3)
24 = −ei(ϑ2−ϑ3) cos(Ω0,0t1)sin(Ω0,1t2)sin(Ω1,0t3)

(68)

α
(3)
31 = −iei(ϑ3−ϑ2) cos(Ω1,0t1)sin(Ω0,1t2)sin(Ω0,0t3)

α
(3)
32 = e−iϑ2 cos(Ω1,0t1)sin(Ω0,1t2)cos(Ω0,0t3)

α
(3)
33 = cos(Ω1,0t1)cos(Ω0,1t2)cos(Ω1,0t3)− ei(ϑ3−ϑ1) sin(Ω1,0t1)cos(Ω1,1t2)sin(Ω1,0t3)

α
(3)
34 = −ie−iϑ3 cos(Ω1,0t1)cos(Ω0,1t2)sin(Ω1,0t3)− ie−iϑ1 sin(Ω1,0t1)cos(Ω1,1t2)cos(Ω1,0t3)

α
(3)
35 = iei(ϑ2−ϑ1) sin(Ω1,0t1)sin(Ω1,1t2)cos(Ω2,0t3)

α
(3)
36 = ei(ϑ2−ϑ1−ϑ3) sin(Ω1,0t1)sin(Ω1,1t2)sin(Ω2,0t3)

(69)

α
(3)
41 = −ei(ϑ1−ϑ2+ϑ3) sin(Ω1,0t1)sin(Ω0,1t2)sin(Ω0,0t3)

α
(3)
42 = −iei(ϑ1−ϑ2) sin(Ω1,0t1)sin(Ω0,1t2)cos(Ω0,0t3)

α
(3)
43 = −ieiϑ3 cos(Ω1,0t1)cos(Ω1,1t2)sin(Ω1,0t3)− ieiϑ1 sin(Ω1,0t1)cos(Ω0,1t2)cos(Ω1,0t3)
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α
(3)
44 = cos(Ω1,0t1)cos(Ω1,1t2)cos(Ω1,0t3)− ei(ϑ1−ϑ3) sin(Ω1,0t1)cos(Ω0,1t2)sin(Ω1,0t3)

α
(3)
45 = −ieiϑ2 cos(Ω1,0t1)sin(Ω1,1t2)cos(Ω2,0t3)

α
(3)
46 = iei(ϑ2−ϑ3) cos(Ω1,0t1)sin(Ω1,1t2)sin(Ω2,0t3)

(70)
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α
(3)
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α
(3)
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α
(3)
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α
(3)
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(67)

α
(3)
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α
(3)
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α
(3)
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α
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(69)

α
(3)
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α
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α
(3)
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α
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1. Introduction

This chapter is devoted to the study of the lattice vibrations within a crystal structure using
laser-based time resolved spectroscopic methods. We have used ultrafast pulsed laser systems
to extend the analysis of atomic displacements into the time domain with femtosecond
resolution. This field has gained a lot of attention from a large scientific community during
the past decades. Actually, the knowledge of all the properties in a crystal depends on two key
factors: the way in which atoms arrange themselves to give rise to the crystal structure, and
the movement of both electrons and atoms within this structure. Many physical parameters,
such as the transport properties, strongly depend on the dynamical behavior of both electrons
and atoms. Besides, the mutual interaction between them determines the pathway of chemical
reactions and phase transitions. As an example, one challenge in solid state physics is the
understanding and control of high temperature superconductivity, in which the dynamical
aspect may play a crucial role. If there is a lattice displacement responsible for the Cooper pairs
formation, its selective excitation could be exploited to reach a superconductivity phase even
at temperature well above the known transition temperature. The general question is how
can we modify the phase of a material using photons. This type of studies belong to a broader
research area, known as the science of photoinduced phase transition. An important point is
that high frequency lattice vibrations are the first response of ions to the external pumping
laser pulse. Therefore, the study of such movements could clarify the energy relaxation
channels of the excess energy stored into the electrons subsystem from the pumping laser
pulse.
Another important application of the study of coherent phonon concerns nanostructures.
When reducing the size down to the nanometric scale, the ratio between the atomic
displacement and the structure size increases considerably. Together with the confinement
effect, this produces major modifications of the physical properties.
The general movement of the atoms within the crystal structure can be seen as an elastic
deformation, which can be described as a sum of several normal modes of vibration of the
lattice. The quantum of energy associated to a normal mode of vibration of the lattice is called
phonon. In order to study each of these elementary vibrations, there is a need to excite and
detect selectively the desired phonon mode. This is possible only if we can excite and detect
the phonon mode coherently, i.e. the atomic vibration has a given phase which is kept in a
time window, called the dephasing time or damping time.
Coherent phonons were observed in many different materials, and their extensive study in
novel materials represents a large part of the activity centered on the femtosecond laser
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1. Introduction

This chapter is devoted to the study of the lattice vibrations within a crystal structure using
laser-based time resolved spectroscopic methods. We have used ultrafast pulsed laser systems
to extend the analysis of atomic displacements into the time domain with femtosecond
resolution. This field has gained a lot of attention from a large scientific community during
the past decades. Actually, the knowledge of all the properties in a crystal depends on two key
factors: the way in which atoms arrange themselves to give rise to the crystal structure, and
the movement of both electrons and atoms within this structure. Many physical parameters,
such as the transport properties, strongly depend on the dynamical behavior of both electrons
and atoms. Besides, the mutual interaction between them determines the pathway of chemical
reactions and phase transitions. As an example, one challenge in solid state physics is the
understanding and control of high temperature superconductivity, in which the dynamical
aspect may play a crucial role. If there is a lattice displacement responsible for the Cooper pairs
formation, its selective excitation could be exploited to reach a superconductivity phase even
at temperature well above the known transition temperature. The general question is how
can we modify the phase of a material using photons. This type of studies belong to a broader
research area, known as the science of photoinduced phase transition. An important point is
that high frequency lattice vibrations are the first response of ions to the external pumping
laser pulse. Therefore, the study of such movements could clarify the energy relaxation
channels of the excess energy stored into the electrons subsystem from the pumping laser
pulse.
Another important application of the study of coherent phonon concerns nanostructures.
When reducing the size down to the nanometric scale, the ratio between the atomic
displacement and the structure size increases considerably. Together with the confinement
effect, this produces major modifications of the physical properties.
The general movement of the atoms within the crystal structure can be seen as an elastic
deformation, which can be described as a sum of several normal modes of vibration of the
lattice. The quantum of energy associated to a normal mode of vibration of the lattice is called
phonon. In order to study each of these elementary vibrations, there is a need to excite and
detect selectively the desired phonon mode. This is possible only if we can excite and detect
the phonon mode coherently, i.e. the atomic vibration has a given phase which is kept in a
time window, called the dephasing time or damping time.
Coherent phonons were observed in many different materials, and their extensive study in
novel materials represents a large part of the activity centered on the femtosecond laser
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applications. Here, we will focus our attention on bismuth crystal mainly because it is the
simplest case for which the description approaches the ideal situation of a single harmonic
oscillator. This will allow an understanding of the key points in coherent phonons studies.
This chapter is structured as follows. First, we will define the main properties of coherent
phonons, highlighting the difference between coherent and incoherent phonons. We will
then address the question of how to excite and detect a coherent phonon, focussing on the
different optical properties. The dependence of phonon parameters in bismuth crystals on
several factors such like excitation fluence and lattice temperature will be discussed.

2. Coherent and incoherent phonons

It is well known that atoms in the lattice vibrate around their equilibrium positions, with a
vibration amplitude that increases with temperature. Such vibrations can be decomposed in a
sum of normal modes, which depend on the symmetry of the lattice. The quantum of energy
associated to the vibration of a given normal mode is called phonon (Ashcroft and Mermin,
1976).
The temperature effect results in an incoherent movement of the atoms in the lattice, in which
each atom vibrates independently. In this case there is no phase relationship between the
vibration of each atom. We call these incoherent phonons. Instead, in the case of a coherent
phonon, there is a well defined phase relationship, and the generic ith atom moves following a
sinusoidal function sin(ωt−�k · �xi +φ), where t is the time, ω and�k are the vibration frequency
and wavevector, respectively, φ is the initial phase and �xi is the position of the ith atom in the
lattice.
The difference between a coherent and an incoherent phonon can be visualized thinking of
the sea surface. Without perturbations, the surface of the sea is modulated by several waves,
which sum to each other. This gives rise to the well known sea surface fluctuations, where
each part of the surface can vibrate independently from their neighbors. This is an incoherent
movement at the surface of the sea, which could be associated to the incoherent phonons. On
the other hand, we all know that when a boat comes across the sea, it generates a wave form
modulation of the sea surface, whose spatial frequency and amplitude depends for example
on the speed and the size of the boat. This wave generates a modulation of the sea surface
which propagates as a coherent wave, which can be associated to coherent phonons. We will
see in the following that the laser pulse propagating into the crystal plays the same role than
the boat on the surface of the sea.
Only coherent optical phonons will be discussed in this chapter. First, optical phonons are
the first response of the lattice to the external laser pulse excitation, mainly because they are
generated much more rapidly due to their much higher vibration frequency near the center
of the Brillouin zone. Moreover, the optical phonons represent the movement of the atoms
within the elementary cell, and can be regarded as the elementary atomic movement.
In the most general way, a coherent optical phonon displacement must be described as the
following

Q(t) = Aphe−t/τsin
(

ωt −�k · �xi + φ
)

(1)

where Aph is the phonon amplitude and τ is the phonon damping time. As it will be
shown, laser pulse excitation produces phonons whose wavevector is always very close to
zero, therefore we will neglect it hereafter. Instead, the parameters of interest in the study of
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coherent phonon are the amplitude, the frequency and the damping time. On the other hand,
the initial phase is often used to discriminate between the different excitation mechanisms.

3. Excitation and detection of coherent optical phonons

In order to study the dynamical behavior of a given phonon mode two key factors are
required. We must be able to excite coherently the phonon we are interested in, and we must
be able to detect the corresponding atomic displacements. The pump probe technique using
the very high time resolution of modern laser systems is a unique tool for this purpose. The
excitation and detection mechanisms are independent, so it is possible to excite the coherent
phonon using one laser pulse and detect it using any other pulse of the desired wavelength,
from hard X-ray to infrared spectral range. We will first describe the excitation of coherent
optical phonon by a laser pulse in visible and near infrared range, and then show how the
detection can be done from reflectivity measurements.

3.1 Excitation mechanisms
The excitation of a coherent optical phonon can be viewed in a classical frame by considering
the case of a forced harmonic oscillator, which follows the equation

dQ2(t)
dt2 +

2
τ

dQ(t)
dt

+ ω2Q(t) =
F(t)
m

(2)

where the applied external force F(t) is due to the pumping laser pulse. All the existing
mechanisms used to describe the excitation of coherent phonon are focussed on the expression
of the driving force. We can distinguish mainly three mechanisms, the impulsive stimulated
Raman scattering (ISRS) (Yan, 1985), the theory of displacive excitation of coherent phonon
(DECP) (Zeiger, 1992) and the temperature gradient theory (TGT) (Garl, 2008 , a). Before
going into the summary description of each of these models, we must recall some fundamental
experimental results. In the case of a transparent material, the phonon excitation and detection
follows the Raman selection rules, therefore providing an experimental evidence that the
excitation mechanism is probably a pure stimulated Raman process. Instead, in the case of
opaque materials, only the completely symmetric optical phonons are observed, namely the
A1g mode (Zeiger, 1992), if they exist, even when the Raman cross section associated with
the A1g phonon is much lower than the other modes with different symmetry. The case
of superconductor iron pnictide is a great example of this (Mansart, 2009). In pump probe
experiments on opaque materials, phonons modes other than A1g were detected only at low
temperature (Ischioka, 2006). The only exception is the case of graphite (Ischioka, 2008),
in which the shearing mode with E1g symmetry can be excited with higher efficiency with
respect to the A1g mode.

3.1.1 Impulsive stimulated Raman scattering
Let’s suppose that the crystal under study is transparent and has a Raman active mode of
frequency ω, and that we let propagate into the crystal two laser pulses with frequency and
wavevector (ω1, �k1) and (ω2, �k2), respectively. If the following relation is satisfied

ω1 − ω2 = ω (3)

the phonon with frequency ω will be excited into the crystal, with a wavevector given by the
phase matching condition
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simplest case for which the description approaches the ideal situation of a single harmonic
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the phonon with frequency ω will be excited into the crystal, with a wavevector given by the
phase matching condition
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�k = �k1 − �k2 (4)

As a laser pulse is usually in the visible or near infrared range, the corresponding wavevector
is orders of magnitude smaller than the edge of the Brillouin zone, therefore the excited
phonon wavevector is close to the Γ point and can be approximated by zero.
In the case of a short laser pulse, the spectral shape can be large enough so that the two
frequencies ω1 and ω2 are within the same pulse, and therefore the phonon can be excited by
only one laser pulse.
The key hypothesis of the ISRS theory (Yan, 1985; Merlin, 1997) is that the polarizability α is
not constant, but rather depends on the relative distance between the atoms and therefore on
the phonon displacement (Boyd, 2003)

α(t) = α0 +

(
∂α(t)
∂Q

)

0
· Q(t) (5)

where α0 is the polarizability corresponding to the equilibrium position. The external force
acting in equation 2 can be written as (Yan, 1985)

F(t) =
1
2

N
(

∂α(t)
∂Q

)

0
: �E · �E (6)

where �E is the optical electric field and N is the volume density of oscillators. If τ >> ω, the
solution of the equation 2 is

Q(z > 0, t > 0) = Q0e−
1
τ (t− zn

c )sin
[
ω
(

t − zn
c

)]
(7)

where z is the propagation direction of the laser. It is possible to show that the phonon
amplitude Q0 is proportional to e−ω2τ2

L /4 where τL is the laser pulse duration. Therefore,
the maximum phonon amplitude is reached when the following condition is satisfied

τL <<
2π

ω
(8)

This condition is called the impulsive limit. Obviously, when τL >> 2π/ω, Q0 ∼ 0.
We point out that this theory is in perfect agreement with all the existing experimental results
on transparent materials. Instead, for opaque materials, an extension of the ISRS was made
by (Stevens, 2002) by proving that the stimulated Raman scattering is defined rather by two
different tensors instead of one, having the same real parts but distinct imaginary parts in the
absorbing region. This model was successfully applied to the case of Sb.

3.1.2 Theory of displacive excitation of coherent phonon
The theory of displacive excitation of coherent phonon (DECP) (Zeiger, 1992) was developed
to address the case of absorbing material, in which only the A1g mode was observed,
regardless to the value of the Raman tensor coefficients. The key point of this theory is
that the laser pulse, affecting both the density of electrons in the conduction band and their
temperature, results in an abrupt change in the equilibrium position of the atoms within the
elementary cell and produces an atomic displacement that sets up the oscillations of the atoms
around their new equilibrium positions. By assuming that the main effect of the laser pulse
is the excitation of electrons from the valence to the conduction band, the external force in
equation 2 is
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F(t) = ω2κ j(t) (9)
where κ is a constant and j(t) is the density of electrons in the conduction band.
If τ >> 2π

ω and τL << 2π
ω , the solution of equation 2 is

Q(t > 0) = Q0

[
e−βt − e−

t
τ cos (ωt + φ)

]
(10)

where β is the electrons decay rate. This theory explains the unique excitation of A1g mode on
the basis of thermodynamics arguments.

3.1.3 Temperature gradient theory
This theory approaches the excitation of coherent phonon from an analysis of all the forces
acting into the crystal when the interaction with the laser pulse occurs (Garl, 2008 , b). Three
types of forces can be recognized, namely the ponderomotive force, the polarization force
analog to Raman scattering process, and the thermal force, produced by the thermal gradients
of both of electrons and lattice. Therefore

F(t) = Fpond + Fpol + Fgrad (11)
The key point is that a quantitative analysis shows that the force due to gradient temperature
is the largest, and therefore excites the coherent phonons.

3.2 Electrons and lattice temperature in photoexcited absorbing crystal
In absorbing material, the interaction with the laser pulse produces several effects, which
could be described looking at the time scale on which these effects take place, as shown in
figure 1 (Boschetto, 2010 , a). The laser pulse energy is first stored into the electrons, causing
changes in free carriers density as well as in their temperature. We must point out here that
the word temperature must be taken carefully. Actually, we usually talk about temperature
only if the distribution of kinetic energy follows a maxwellian distribution. This happens
once the system reaches an equilibrium condition, which could be stable, i.e. not changing
in time, or metastable, therefore evolving in time. If the collision time between the particles
is short enough in comparison to the time scale under study, the particles subsystem, in our
case electrons or phonons, are in equilibrium and therefore we could define a temperature for
each subsystem. What happens when the distribution in kinetic energy is not maxwellian
goes beyond the scope of this chapter. The pump pulse is exponentially absorbed at the
surface of the crystal, generating therefore a gradient in electrons temperature along the
direction of propagation of the light. At this stage, we can therefore define two temperatures
independently. On one hand, the electrons temperature, and on the other hand the lattice
temperature. On a time scale shorter than the electron phonon coupling time, the electrons
did not have enough time to exchange their energy with the lattice.
Therefore, the lattice is at room temperature whereas the electrons reach very high
temperature because of their low heat capacity. Once the electrons are excited, they start
sharing their energy with the lattice through electron phonon coupling. The time required
for the electrons and phonons subsystem to equilibrate can be calculated by using the two
temperatures model (Anisimov, 1975). In this model, we consider that the energy exchange
between electrons and phonons scales linearly with the temperature difference between these
two subsystems. The two coupled differential equations describing the evolution of the
electrons and lattice temperature, namely Te and Tl , in both space and time are (Anisimov,
1975)
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that the laser pulse, affecting both the density of electrons in the conduction band and their
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In absorbing material, the interaction with the laser pulse produces several effects, which
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only if the distribution of kinetic energy follows a maxwellian distribution. This happens
once the system reaches an equilibrium condition, which could be stable, i.e. not changing
in time, or metastable, therefore evolving in time. If the collision time between the particles
is short enough in comparison to the time scale under study, the particles subsystem, in our
case electrons or phonons, are in equilibrium and therefore we could define a temperature for
each subsystem. What happens when the distribution in kinetic energy is not maxwellian
goes beyond the scope of this chapter. The pump pulse is exponentially absorbed at the
surface of the crystal, generating therefore a gradient in electrons temperature along the
direction of propagation of the light. At this stage, we can therefore define two temperatures
independently. On one hand, the electrons temperature, and on the other hand the lattice
temperature. On a time scale shorter than the electron phonon coupling time, the electrons
did not have enough time to exchange their energy with the lattice.
Therefore, the lattice is at room temperature whereas the electrons reach very high
temperature because of their low heat capacity. Once the electrons are excited, they start
sharing their energy with the lattice through electron phonon coupling. The time required
for the electrons and phonons subsystem to equilibrate can be calculated by using the two
temperatures model (Anisimov, 1975). In this model, we consider that the energy exchange
between electrons and phonons scales linearly with the temperature difference between these
two subsystems. The two coupled differential equations describing the evolution of the
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Fig. 1. Time scales of several processes taking place when a femtosecond pulse excites a
crystal, reprinted by permission of the publisher (Taylor & Francis Ltd,
http://www.tandf.co.uk/journals) from (Boschetto, 2010 , a).
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where Ce and Cl are the heat capacities of electrons and lattice, respectively, κe is the electrons
thermal conductivity, g is the electrons phonons coupling constant and P(z, t) is the absorbed
energy density. Here we neglected the lattice thermal diffusion, which takes place on a much
longer time scale with respect to the temporal ranges presented in this chapter.
If the electron diffusion is a very slow process with respect to the electrons phonons
equilibration time, the final lattice temperature in the skin depth can be calculated simply
by the requirement of energy conservation. In the opposite case, the excess energy stored in
the electrons subsystem will escape from the skin depth, therefore resulting in a lower lattice
temperature.

3.3 Transient reflectivity in absorbing crystal
In the previous paragraphs we have seen that the interaction of the femtosecond pump laser
pulse with absorbing crystal will generate a modification in electrons and lattice temperature,
as well as will excite one or more coherent phonon displacements. If the dielectric constant
is modified by these changes, the signature of each of these effects should show up in the
transient reflectivity. A general approach to the description of the transient reflectivity in
absorbing materials, regardless to the mechanism invoked for coherent phonon excitation,
was developed in reference (Boschetto, 2008 , a). We will give here the major outlines.
The reflectivity depends on the real and imaginary part of the dielectric constant, namely �Re
and �Im, through the well known Fresnel formula. The point is now to evaluate the way in
which the dielectric constant changes when a coherent phonon mode is set up into the crystal,
as well as its dependence on electrons and lattice temperature. For sake of simplicity, let’s
assume that the dielectric constant of the crystal under study can be well described by the
Drude model (Ashcroft and Mermin, 1976)

�Re = 1 − ω2
p

ω2
l +ν2

e−ph

�Im =
ω2

p

ω2
l +ν2

e−ph

νe−ph
ωl

(13)

where ωl and ωp are the laser frequency and the plasma frequency, respectively, whereas νe−ph
is the electron phonon collision frequency. The plasma frequency is defined as a function of
the effective electron mass me, the electron charge e and the free carriers density ne(t) as the
following
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ω2
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4πe2ne(t)
m∗

e
(14)

The key point of this approach is that the electron phonon collision frequency can be expressed
in the frame of the kinematical theory as (Ziman, 2004)

νe−ph = σe−phnphve (15)

where σe−ph is the electron phonon scattering cross section, nph is the phonon density and ve
is the electron velocity. Knowing that

nph
∼= naTL(t)

TD
(16)

where na is the atoms density in the crystal and TD is the Debay temperature, and assuming a
circular scattering cross section, the change in the electron phonon collision frequency due to
the coherent phonon can be expressed as

Δνe−ph

ν0
e−ph

=
ΔTL
T0

+ 2
ΔQ(t)

Q0
(17)

where T0 and Q0 are the lattice temperature and phonon displacement at equilibrium before
the pump pulse interact with the crystal. By taking

Δne(t) ∝ Te(t) (18)

we can write the changes in transient reflectivity as the following (Boschetto, 2008 , a)

ΔR
R

= AeTe(t) + ALTL(t) + AphQ(t) (19)

where Ae, AL and Aph are constant which depend on the value of the partial derivatives of
the reflectivity with respect to the real and imaginary part of the dielectric function as well
as on the probe pulse wavelength. The algebraic sign of these constants can be different,
implying a competition in the induced reflectivity changes produced by the electrons and
lattice temperature. After the pump pulse arrival, the electrons temperature reaches the
maximum, whereas the lattice is still cold. As described in equation 12, for longer time delay
the electrons temperature decreases whereas the lattice temperature increases, until they have
the same temperature, and the equilibrium is reached. Therefore, we must expect a transient
behavior in the reflectivity while the two temperatures are changing, and we expect a plateau
in the reflectivity when the equilibrium is reached.

3.4 Set up for coherent optical phonon study
The study of coherent optical phonon in time domain requires the use of ultrafast laser pulses,
typical of 50 fs or less, depending on the phonon frequency under investigation. Obviously,
the higher the phonon frequency the higher time resolution is required. Such a study is usually
performed in a pump probe set up, summarized in figure 2.
The basic idea is that one pulse is used to excite the sample, whereas a second pulse is used
to probe it. A controlled delay stage between the two beams allows to probe the sample at
any given time delay from the pump arrival on the sample. The pump and probe wavelength
can be different (Papalazarou, 2008). If the probe is in the visible range, we usually measure
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crystal, reprinted by permission of the publisher (Taylor & Francis Ltd,
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the electrons subsystem will escape from the skin depth, therefore resulting in a lower lattice
temperature.
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is modified by these changes, the signature of each of these effects should show up in the
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as on the probe pulse wavelength. The algebraic sign of these constants can be different,
implying a competition in the induced reflectivity changes produced by the electrons and
lattice temperature. After the pump pulse arrival, the electrons temperature reaches the
maximum, whereas the lattice is still cold. As described in equation 12, for longer time delay
the electrons temperature decreases whereas the lattice temperature increases, until they have
the same temperature, and the equilibrium is reached. Therefore, we must expect a transient
behavior in the reflectivity while the two temperatures are changing, and we expect a plateau
in the reflectivity when the equilibrium is reached.

3.4 Set up for coherent optical phonon study
The study of coherent optical phonon in time domain requires the use of ultrafast laser pulses,
typical of 50 fs or less, depending on the phonon frequency under investigation. Obviously,
the higher the phonon frequency the higher time resolution is required. Such a study is usually
performed in a pump probe set up, summarized in figure 2.
The basic idea is that one pulse is used to excite the sample, whereas a second pulse is used
to probe it. A controlled delay stage between the two beams allows to probe the sample at
any given time delay from the pump arrival on the sample. The pump and probe wavelength
can be different (Papalazarou, 2008). If the probe is in the visible range, we usually measure
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Fig. 2. Example of experimental set up for pump and probe measurement in reflectivity.

either the induced changes in reflectivity or in transmission of the sample. If the probing
wavelength is in the hard X-ray range, a diffraction pattern could be recorded and analyzed at
different time delay (Sokolowski, 2003; Beaud, 2007; Rousse, 2001). Here, we will focus mainly
on pump probe experiments using one laser pulse at a given wavelength for recovering the
transient reflectivity (Boschetto, 2008 , a). In this case, a laser beam is split into two parts,
one is used as pump pulse and the other as probe pulse. Eventually, the relative polarisation
is changed to match the Raman selection rule for the phonon under study. The excitation
of coherent optical phonon requires some attention with respect to the fluency used in the
experiment. Typically, they show up only in a certain range of pump fluency, depending
on the sample as well as on the pump wavelength. However, the most sensible part of
the experiment is the signal detection. Coherent phonon displacement gives usually rise to
very small changes in reflectivity, as they are only a tiny perturbation with respect to the
equilibrium configuration in the crystal. Therefore, how to measure the signal is here the key
point. The main point to extract the phonon signal from the reflectivity is to get rid of all
sources of noise. Laser fluctuations can be accounted for by using a reference photodiode.
We then measure the difference between the signal photodiode and the reference photodiode.
In order to have a very high signal to noise ratio, a differential measurement coupled to a
spectral filtering of the signal is required. This can be accomplished by using a chopper on
the path of pump beam, which will therefore excite the sample at frequency lower then the
probing pulse frequency. For example, for 1 KHz repetition rate laser, we use 500 Hz chopping
frequency on the pump pulse. The difference between the signal and reference photodiodes
is then analyzed by a lock-in amplifier at the pump chopping frequency. The lock-in amplifier
produces a spectral filtering of the input signal, giving as an output signal only the changes in
the reflectivity induced by the pump pulse. This is depicted in figure 3. This method results
in a very high sensitivity. At 1 kHz laser repetition rate, we reach a signal to noise ratio of 105,
which is today the state of the art at this laser repetition rate (Boschetto, 2008 , a). Moreover,
using 80 MHz repetition rate it was possible to approach the shot noise limit of 10−8, which
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allowed the detection of the vibrations of only two atomic thin layers of graphene (Boschetto,
2010 , b).

Fig. 3. Probe (a), pump (b) and pump perturbed probe (c) using a chopper at half the laser
repetition rate.

4. Bismuth crystal

The study of optical phonons in bismuth crystal is probably the most important from a
pedagogical point of view. Actually, the elementary cell of bismuth contains only two atoms,
displaced along the main diagonal of the cell (Boschetto, 2010 , a). Therefore, the study of
the vibrational movement approaches a standard bookcase on harmonic oscillator, which is
easier to understand. Within the bismuth structure, only two normal modes of vibration exist,
namely the A1g and the Eg mode. The A1g, also called breathing mode, corresponds to the
displacement of the atoms along the diagonal of the elementary cell, and remind the bookcase
of standard harmonic oscillator. This mode of vibrations is also called ”completely symmetric”
because it preserves all the symmetry operations of the elementary cell. We note also that this
displacement does not change the size of the elementary cell. The frequency of this mode,
measured by Raman scattering process, is 2.92 THz, i.e. the vibration period is 342 fs (Lannin,
1975). This is a rather low frequency for optical phonon, basically because of the high atomic
mass of bismuth, which is 209 u. The Eg mode corresponds to the displacement of the atoms
in the plane perpendicular to the principal diagonal of the cell, and is therefore degenerate in
the plane. This mode has an even lower frequency of 2.22 THz, corresponding to a vibrational
period of 450 fs (Lannin, 1975). Any atomic movement within the elementary cell can be seen
as superposition of these two normal modes. In contrast with its simple structure, bismuth
has a very complex band structure and unique electronic properties (Edelman, 1977), which
have intrigued the curiosity of scientists for decades. According to both experimental and
theoretical results, valence and conduction band overlap only around a small region of the
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the vibrational movement approaches a standard bookcase on harmonic oscillator, which is
easier to understand. Within the bismuth structure, only two normal modes of vibration exist,
namely the A1g and the Eg mode. The A1g, also called breathing mode, corresponds to the
displacement of the atoms along the diagonal of the elementary cell, and remind the bookcase
of standard harmonic oscillator. This mode of vibrations is also called ”completely symmetric”
because it preserves all the symmetry operations of the elementary cell. We note also that this
displacement does not change the size of the elementary cell. The frequency of this mode,
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period of 450 fs (Lannin, 1975). Any atomic movement within the elementary cell can be seen
as superposition of these two normal modes. In contrast with its simple structure, bismuth
has a very complex band structure and unique electronic properties (Edelman, 1977), which
have intrigued the curiosity of scientists for decades. According to both experimental and
theoretical results, valence and conduction band overlap only around a small region of the
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Brillouin zone, allowing only a very small part of the electrons to be in the conduction band,
which results in a low conductivity. However, it is interesting to note that electrons in bismuth
can propagate over a long distance before experiencing any collision, giving rise to a quite
large mean free path also at room temperature (Pippard, 1952).

5. Optical phonon in bismuth single crystal

Figure 4 shows a typical transient reflectivity in bismuth single crystal (Boschetto, 2008 , a),
oriented along the [111] direction with respect to the trigonal elementary cell, corresponding to
an excitation fluence of 2.7 mJ/cm2. The oscillations due to the coherent A1g optical phonon
can clearly be seen, superimposed to a exponential like relaxation signal until a plateau is
reached. The reflectivity recovers in around 4 ns. In figure 4, three different dynamics can
be highlighted. Just after the excitation pulse arrival, the reflectivity increases because of the
increase in electrons temperature. Besides, the coherent optical phonon oscillation is set up
by this abrupt modification in electrons energy. While the lattice oscillates, the reflectivity
decreases and passes through the zero in going toward negative value of the signal. This is
due to a competition between the first two terms in equation 19. Indeed, for bismuth probed
at 800 nm wavelength, reflectivity derivative calculations show that Ae > 0 whereas AL < 0.
For positive time delay, while the electrons temperature decreases from its maximum value
reached at t ∼ 0, the lattice temperature increases due to electron phonon collisions. Therefore,
the first two terms in equation 19 compete until the equilibrium is reached, at around 20 ps
in our case, which is characterized by the plateau. For longer time delay, ranging in the 100
ps to ns range, the thermal diffusion is responsible for heat transfer out of the skin depth,
resulting in a decrease in the crystal temperature at the surface. The red solid line in figure
4 correspond to a fit by the equation 19. Such a very good agreement was found for all the
pump fluences ranging from 1 to 25 mJ/cm2, which corresponds to the damage threshold we
found experimentally.
The optical phonon parameters are strongly dependent on the pumping fluence, and this
dependence gives important information on the crystal properties. We will focus our attention
on the amplitude, frequency and damping time of the phonon. The amplitude generally
increases linearly with the fluence. This is due to the fact that increasing the fluence results
in both a larger number of free carriers as well as a stronger electrons temperature gradient,
implying a bigger initial atomic displacement. Figure 5 shows an example of the phonon
frequency in bismuth as a function of the pumping fluence. A small departure from the
linear behavior is observed for fluences around 15 mJ/cm2, close to the crystal damage
threshold. This non linearity indicates that in this regime the atoms may displace in a stronger
anharmonic regime.
On the other hand, increasing the fluence results in a red shift of the phonon frequency, as
it can be observed in figure 6, in agreement with previous findings (DeCamp, 2001; Murray,
2005).
This can be explained again by the fact that increasing the fluence, the density of electrons
excited into the conduction band increases as well, resulting in a softening of the interatomic
bonding. This is a general observation in many materials, with the only exception so far
known of V2O3 (Mansart, 2010 , a) and graphite (Ischioka, 2008), in which the bonding are
strengthen by the electrons excitation.
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Fig. 4. Transient bismuth reflectivity at excitation fluence of 2.7 mJ/cm2, reprinted with
permission from (Boschetto, 2008 , a) (http://prl.aps.org/abstract/PRL/v100/i2/e027404),
c©(2008) by the American Physical Society∗.

A closer look into the phonon frequency behavior shows a more sophisticated response.
Actually, a more perfect adjustment of the phonon behavior highlights that the frequency
of the oscillations is not constant and it rather depends on time delay (Hase, 2002). Therefore,
a better insight into the change of phonon frequency versus fluence can be obtained by
measuring the phonon frequency versus the time delay, as depicted in figure 7. At time
close to zero, the phonon frequency undergoes the largest red shift. Then, it relaxes back
at its unperturbed value on a time scale that depends on the excitation fluence. This can be
well understood by the fact that after the excitation by the pump pulse, the electrons relax
back, therefore causing again the hardening of the atomic bonding. Figure 7 shows the time
dependent evolution of phonon frequency for various pumping fluences. The initial softening
followed by exponential relaxation is observed for any excitation fluence above 4 mJ/cm2.
For smaller fluence, the changes in frequency are within the error bars, and therefore cannot
be investigated. Time resolved X-ray diffraction was successfully applied to the study of
A1g phonon in bismuth (Fritz, 2007), proving that the frequency red shift is mainly due to
electronic softening of the interatomic potential.
The phonon damping constant τ−1 also has a linear dependence versus the pumping fluence
(Boschetto, 2008 , b), as shown in figure 8. The phonon damping time could be originated
from both a decrease in phonon population or a dephasing in the oscillation. The coherent
pump probe measurement does not allow to discriminate between these two possibles effects.
A pure dephasing implies simply a lost of coherence, even at constant phonons population.
Instead, phonons population decay can have three main origins. First, the phonon phonon
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Fig. 5. Phonon amplitude versus pumping fluence (Garl, 2008 , a).

scattering, in which one phonon decays into two phonons, whose wavevectors and energy
match both the energy and momentum conservation laws. This phonon-phonon transition
is due to anharmonic effects, which introduces off diagonal terms in the phono- phonon
interaction matrix, which would be pure diagonal in a perfect harmonic crystal. Of course,
the strongest the anharmonicity, the higher is the transition probability between two different
eigen modes. For example, in our case one optical phonon at the Γ point can be annihilated
to produce two acoustical phonons outside the center of the Brillouin zone. Because of the
momentum conservation, we cannot measure those acoustical phonons, and therefore we
cannot monitor the phonon energy relaxation channel. The second possible reason for phonon
damping is the electron phonon interaction. Actually, the electron phonon collisions implies
energy and momentum exchange in both directions, from electrons to phonons and vice versa.
Therefore, the excess energy stored in coherent phonons oscillation can be also lost in the
interaction with the electrons. A third mechanism for phonon damping is scattering from
impurities, which could also change the phase of oscillations.

5.1 Temperature dependence of optical phonon
The initial crystal temperature plays an important role in the measured phonon properties
(Garl, 2008 , a;b). Figure 9 (a) shows the transient reflectivity for several initial crystal
temperatures from 50 K up to 510 K, which is close to the melting point. Two main features can
be highlighted. The phonon amplitude decreases whereas the phonon frequency undergoes a
red shift when increasing the initial crystal temperature, as shown in the Fourier transform of
the signal depicted in figure 9 (b).
The strong dependence of the coherent phonon amplitude on initial crystal temperature
supports the scenario of excitation mechanism by DECP or TGM rather then a pure ISRS. This
dependence could be explained as the following. The coherent optical phonon is generated by
the increase in the free carriers density and/or the changes in electrons temperature, because
of the gradient set up by the pump pulse. At very low temperature, the density of thermally
excited electrons as well as their initial energy distribution is very low. The arrival of the
pump pulse produces a larger modification with respect to the electrons initial conditions,
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Fig. 6. Phonon frequency versus pumping fluence, reprinted with permission from (Garl,
2008 , b) (http://prb.aps.org/abstract/PRB/v78/i13/e134302), c©(2008) by the American
Physical Society∗.

Fig. 7. Phonon frequency versus time delay (Garl, 2008 , a).

producing a larger coherent phonon amplitude. Therefore, at low temperature more energy
can be stored in the coherent phonon displacement.
The behavior of the phonon frequency versus the temperature reinforces the scenario of bond
softening by electrons excitations (Fritz, 2007). Actually, when increasing the temperature,
the free carriers density increases, resulting in a softening of both atomic bonds and phonon
frequency. This is in agreement with the results shown in the previous paragraph. The Fourier
transform at 50 K shows also the existence of a secondary peak at 2.12 THz, which results in
amplitude modulations of the A1g optical phonon. This peak corresponds to the Eg optical
mode, which can be observed only at very low temperature, as reported also by other teams
(Ischioka, 2006). This mode is excited with a very low efficiency with respect to the A1g mode.

5.2 Electrons and lattice temperatures in photoexcited bismuth crystal
In the previous paragraph we have explained the transient reflectivity in bismuth crystal by
the competition of changes in both electrons and lattice temperatures superimposed to the
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Fig. 5. Phonon amplitude versus pumping fluence (Garl, 2008 , a).
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producing a larger coherent phonon amplitude. Therefore, at low temperature more energy
can be stored in the coherent phonon displacement.
The behavior of the phonon frequency versus the temperature reinforces the scenario of bond
softening by electrons excitations (Fritz, 2007). Actually, when increasing the temperature,
the free carriers density increases, resulting in a softening of both atomic bonds and phonon
frequency. This is in agreement with the results shown in the previous paragraph. The Fourier
transform at 50 K shows also the existence of a secondary peak at 2.12 THz, which results in
amplitude modulations of the A1g optical phonon. This peak corresponds to the Eg optical
mode, which can be observed only at very low temperature, as reported also by other teams
(Ischioka, 2006). This mode is excited with a very low efficiency with respect to the A1g mode.

5.2 Electrons and lattice temperatures in photoexcited bismuth crystal
In the previous paragraph we have explained the transient reflectivity in bismuth crystal by
the competition of changes in both electrons and lattice temperatures superimposed to the
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Fig. 8. Phonon damping constant versus fluence, reprinted with permission from (Garl, 2008
, b) (http://prb.aps.org/abstract/PRB/v78/i13/e134302), c©(2008) by the American Physical
Society∗.

oscillations due to coherent optical phonon. The interesting question concerns the quantitative
knowledge of both temperatures and their evolution in time. The final temperature at
equilibrium, when the plateau is reached at around 20 ps, can be calculated by energy
conservation neglecting the electrons diffusion. Knowing that the laser penetration depth
in bismuth at 800 nm wavelength is 30 nm, the calculated final equilibrium temperature is
then 1300 K, which must be compared to the melting temperature of 544 K. Obviously, this
would mean that the plateau in reflectivity is rather due to either a transition of the crystal to
liquid phase or a mixture of solid and liquid phase, instead of simple heating of the crystal as
described by equation 19. In order to discriminate the formation of any liquid phase, we
performed a double pump experiment (Boschetto, 2010 , a), with the second pump pulse
arriving around 25 ps after the first pump pulse, shown in figure 10.
It can be clearly seen that the behavior of the reflectivity after the arrival of the second pump
pulse is exactly the same as after the arrival of the first pump pulse. Moreover, the coherent
phonon amplitude, frequency and damping time excited by the two pump pulses are nearly
the same. This is a strong indication that the there is no transition to liquid phase, neither any
mixture of phase, otherwise the phonon parameters could not be the same.

6. Dielectric function measurement in bismuth single crystal

Reflectivity measurement gives only partial information about the transient state of the
crystal, mainly because there is no direct link with the crystal structure and electronic
configuration. Instead, we can gain a deeper understanding on the crystal dynamics under
femtosecond photoexcitation by recovering the transient real and imaginary part of the
dielectric function. There are mainly two ways to perform such a measurement, either the use
of white light pulse combined to a spectrometer (Kudryashov, 2007), or using a double probe
pulse at two known angles (Uteza, 2004). The former method gives access to a broad range
response of the dielectric function, but it has a lower signal to noise ratio. Instead, by using a
two probes set up, we can recover the dielectric function only for one wavelength at time, but
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Fig. 9. Transient reflectivity (a) and its Fourier transform (b) for several initial crystal
temperatures (Garl, 2008 , a).

the signal to noise ratio is much higher. The changes in reflectivity in photoexcited bismuth
being very small, we had to use the second method. The real and imaginary part of dielectric
constant are then recovered by using the Fresnel formulas. Figure 11 shows the transient
behavior of the real and imaginary part of the dielectric constant at 800 nm in photoexcited
bismuth (Garl, 2008 , a).
After the pump pulse arrival, we observe simultaneously an increase of the imaginary part
and a decrease of the real part. This is consistent with the excitation of electrons in the
conduction band, which enhances the conductivity. The coherent oscillations in both real
and imaginary part shows that the electronic band structure is modulated by the coherent
phonon displacement. This is not surprising because the excited phonon is at Γ point, and
therefore the induced changes in interatomic distance concern the skin depth as whole. As
the band structure depends also on the mean interatomic distance, its modulation will change
periodically the electrons band structure as well. Instead, the relaxation behavior rises some
question. When the plateau is reached, both the real and imaginary part are significantly
different from the liquid phase value, as shown in the table 1 (Boschetto, 2010 , a). This
confirms the aforementioned statement that when the equilibrium is reached, the skin depth
is still in the solid state. This clearly indicates that the reached equilibrium temperature is
well below the melting temperature, although the pumping energy density is higher than the
enthalpy of melting.
This can be justified by the electrons transport out of the excited region. Actually, the very
strong gradient set up by the pump pulse can be responsible of a fast electrons transport. Two
main mechanisms could arise such a fast transport, namely the ballistic electrons transport
and the electrons diffusion. The former takes place when the electron mean free path is longer
then the skin depth. As the electrons Fermi velocity in bismuth reaches 108 cm/s (Landolt,
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Fig. 8. Phonon damping constant versus fluence, reprinted with permission from (Garl, 2008
, b) (http://prb.aps.org/abstract/PRB/v78/i13/e134302), c©(2008) by the American Physical
Society∗.
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Fig. 9. Transient reflectivity (a) and its Fourier transform (b) for several initial crystal
temperatures (Garl, 2008 , a).
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being very small, we had to use the second method. The real and imaginary part of dielectric
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and a decrease of the real part. This is consistent with the excitation of electrons in the
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This can be justified by the electrons transport out of the excited region. Actually, the very
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then the skin depth. As the electrons Fermi velocity in bismuth reaches 108 cm/s (Landolt,

109Coherent Optical Phonons in Bismuth Crystal



16 Laser Pulses

Fig. 10. Transient reflectivity of bismuth corresponding to double pump experiment, with the
second pump arriving 25 ps after the first pump pulse, reprinted by permission of the
publisher (Taylor & Francis Ltd, http://www.tandf.co.uk/journals) from (Boschetto, 2010 ,
a).

εRe εIm |ε|
Solid -16.25 15.40 22.39

Liquid -11.0 28.9 30.92
Transient -13.80 11.30 17.84

Table 1. Real and imaginary part of the dielectric function at 800 nm for the solid and liquid
phase, as well as for the plateau of the transient reflectivity, reprinted by permission of the
publisher (Taylor & Francis Ltd, http://www.tandf.co.uk/journals) from (Boschetto, 2010 ,
a).

2006), the excited electrons would leave the skin depth on a time scale comparable with
the pulse duration. This would imply that the skin depth temperature does not change, in
contrast with previous observations. Instead, diffusive transport is a much slower process,
which takes place when the electrons mean free path is small in comparison to the skin depth.
Using the equations 12 and taking into account the electrons thermal conductivity, we found
at equilibrium a temperature increase of only 20 K. The final lattice temperature can also be
calculated by using the known changes in reflectivity toward the crystal temperature (Wu,
2007), as well as by using the coherent optical phonon parameters dependence on initial
crystal temperature (Garl, 2008 , a). All these methods give around the same value of the
temperature rise.
The scenario of fast electrons transport is further supported by the comparison with recent
experiments by time resolved electrons diffraction on 30 nm bismuth thin film (Sciaini, 2009),
in which a pump fluence of 1.3 mJ/cm2 was enough to produce a transition to the liquid
phase. Actually, in thin film the electrons cannot propagate in the direction of the temperature
gradient, and their confinement results in a larger increase in the lattice temperature. Instead,
in our case we used bulk crystal, in which there is no confinement of electrons.
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Fig. 11. Transient dielectric function of photoexcited bismuth (Garl, 2008 , a).

In order to further investigate the dynamics of electrons and lattice in photoexcited bismuth,
the dielectric function should be recovered in a larger spectral range. This would also gives
access to the modifications in the electrons band structure and its correlation with the coherent
phonon mode.

7. Coherent optical phonon in strongly correlated materials

A great interest in studying coherent optical phonons is obviously in those materials in
which electrons and lattice are strongly coupled, as well as in materials where the lattice
displacements may play a role in the phase transitions. The strongly correlated materials
are a large class of materials that often meet these conditions and in which the interplay
between all the degrees of freedom of the crystal such as spin, charge and lattice gives rise to
exotic phase diagrams. This subtle equilibrium can be strongly perturbed by the external laser
pulse, leading sometimes to new phases. For example, in a manganite crystal it has even been
shown that a phase transition can be induced by a coherent phonon in absence of resonant
absorption (Rini, 2007). Among the strongly correlated electrons materials, the V2O3 crystal is
of primary importance, as it is the prototype of Mott transition. Time resolved measurements
on this compound have shown the excitation of both coherent acoustic and optical phonons
(Mansart, 2010 , a). Interestingly, the laser pulse excitation produces a stiffening of the
coherent A1g mode. This indicates that the electrons excitation by the pump laser pulse
gives rise to a hardening of the atomic bonding, in contrast with the founding in other
materials like bismuth. Recently, the attention of a large part of the international community
working on superconductors has been focussed on iron pnictides, which are new compounds
showing interesting phase diagram and high superconductivity transition temperature. The
coherent phonon study in the pnictide Ba(Fe1−xCox)2 As2 (Mansart, 2009) has suggested that
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second pump arriving 25 ps after the first pump pulse, reprinted by permission of the
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2006), the excited electrons would leave the skin depth on a time scale comparable with
the pulse duration. This would imply that the skin depth temperature does not change, in
contrast with previous observations. Instead, diffusive transport is a much slower process,
which takes place when the electrons mean free path is small in comparison to the skin depth.
Using the equations 12 and taking into account the electrons thermal conductivity, we found
at equilibrium a temperature increase of only 20 K. The final lattice temperature can also be
calculated by using the known changes in reflectivity toward the crystal temperature (Wu,
2007), as well as by using the coherent optical phonon parameters dependence on initial
crystal temperature (Garl, 2008 , a). All these methods give around the same value of the
temperature rise.
The scenario of fast electrons transport is further supported by the comparison with recent
experiments by time resolved electrons diffraction on 30 nm bismuth thin film (Sciaini, 2009),
in which a pump fluence of 1.3 mJ/cm2 was enough to produce a transition to the liquid
phase. Actually, in thin film the electrons cannot propagate in the direction of the temperature
gradient, and their confinement results in a larger increase in the lattice temperature. Instead,
in our case we used bulk crystal, in which there is no confinement of electrons.
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Fig. 11. Transient dielectric function of photoexcited bismuth (Garl, 2008 , a).

In order to further investigate the dynamics of electrons and lattice in photoexcited bismuth,
the dielectric function should be recovered in a larger spectral range. This would also gives
access to the modifications in the electrons band structure and its correlation with the coherent
phonon mode.

7. Coherent optical phonon in strongly correlated materials

A great interest in studying coherent optical phonons is obviously in those materials in
which electrons and lattice are strongly coupled, as well as in materials where the lattice
displacements may play a role in the phase transitions. The strongly correlated materials
are a large class of materials that often meet these conditions and in which the interplay
between all the degrees of freedom of the crystal such as spin, charge and lattice gives rise to
exotic phase diagrams. This subtle equilibrium can be strongly perturbed by the external laser
pulse, leading sometimes to new phases. For example, in a manganite crystal it has even been
shown that a phase transition can be induced by a coherent phonon in absence of resonant
absorption (Rini, 2007). Among the strongly correlated electrons materials, the V2O3 crystal is
of primary importance, as it is the prototype of Mott transition. Time resolved measurements
on this compound have shown the excitation of both coherent acoustic and optical phonons
(Mansart, 2010 , a). Interestingly, the laser pulse excitation produces a stiffening of the
coherent A1g mode. This indicates that the electrons excitation by the pump laser pulse
gives rise to a hardening of the atomic bonding, in contrast with the founding in other
materials like bismuth. Recently, the attention of a large part of the international community
working on superconductors has been focussed on iron pnictides, which are new compounds
showing interesting phase diagram and high superconductivity transition temperature. The
coherent phonon study in the pnictide Ba(Fe1−xCox)2 As2 (Mansart, 2009) has suggested that
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the A1g mode does not participate to the phase transition. These results have also allowed
the evaluation of the electrons phonon coupling constant (Mansart, 2010 , b), as well as to
invalidate the Bardeen-Cooper-Schrieffer theory as origin of the superconductivity in this
material. We point out here that the coherent phonon spectroscopy is the key approach to
determine the electron phonon coupling constant of a given phonon mode.
The extension of coherent phonon studies to many other processes can be reached also by
the development of tunable sources in a large spectral range. Especially, the advance in both
femtosecond X-ray sources and in THz sources will allows a deeper insight in the correlations
between the phonons and the physical properties in many materials.

8. Conclusions

In conclusions, in this chapter we have suggested how to approach the study of coherent
optical phonon, focussing our attention on the pedagogical case of bismuth. We have shown
that it is possible to control selectively the atomic displacement corresponding to one phonon
mode. The study of the A1g mode in bismuth has revealed some general properties of the
coherent optical phonon as function of the pump pulse excitation as well as of the initial crystal
temperature. As the changes in reflectivity gives only partial information on the electrons
and phonon dynamics, we have shown the use of double probe pulse to recover the transient
behavior of the real and imaginary part of the dielectric function. This study has demonstrated
that the excess energy brought by the pump pulse is transported away from the skin depth by
fast electrons diffusion, preventing any formation of liquid phase. We have discussed some
examples of coherent phonon studies in strongly correlated electrons materials and shown
that investigating coherent phonon dynamics will allow to gain fundamental knowledges on
the physical properties of many materials.
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1. Introduction 
Control of quantum interference (QI) of molecular wavefunctions excited by a pair of 
femtosecond laser pulses that have a definite optical phase is one of the basic schemes for 
the control of versatile quantum systems including chemical reactions. The QI technique 
with the pulse pair, or the double pulse, has been applied to several atomic, molecular 
systems in gas phase (Scherer et al., 1991; Scherer et al., 1991; Ohmori et al., 2006) and 
condensed phases (Bonadeo et al., 1998; Mitsumori et al., 1998; Htoon et al., 2002; Sato et al., 
2003; Fushitani et al., 2005). A basic theory of the double-pulse QI experiment for a two-level 
molecular system in gas phase has been given in the original paper by Scherer et al.(Scherer 
et al., 1991; Scherer et al., 1991). In their beautiful work, they derived the expression for the 
QI signal from a two-level system including a molecular vibration. However, the effect of 
inhomogeneous broadening, which is not very significant in the gas phase, has not been 
taken into account. 
Although the overwhelming majority of chemical reactions take place in solution, there have 
been very few experimental studies on the coherent reaction control of polyatomic 
molecules in condensed media, due to rapid decoherence of wavefunctions. Electronic 
dephasing times of polyatomic molecules in solution, which have been mainly measured by 
photon-echo measurements, are reported to be < 100 fs at room temperature(Fujiwara et al., 
1985; Bardeen &Shank, 1993; Nagasawa et al., 2003). These fast quantum-phase relaxations 
are considered to be caused by solute-solvent interactions such as elastic collisions or inertial 
(librational) motions (Cho &Fleming, 1993). Thus, understanding the role for the solvent 
molecules in dephasing mechanism and dynamics is strongly required. 
Here, we (1) derive a compact and useful expression for the QI signal for an 
inhomogeneously broadened two-level system in condensed phases, when the system was 
excited by an optically phase-controlled laser-pulse pair (Sato, 2007), and (2) introduce our 
experimental results on the electronic decoherence moderation of perylene molecule in the 
γ–cyclodextrin (γ-CD) nanocavity (Kiba et al., 2008). 
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2. Theory 
In general, the homogeneous broadening gives a Lorentz profile: 
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On the other hand, the inhomogeneous broadening gives a Gauss profile: 
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When both the homogeneous and inhomogeneous broadening exist, the spectral profiles are 
given by a convolution of ( )LS ω  with ( )GS ω , namely, Voigt profile: 

 ( ) ( ) ( )0V L GS d S Sω ω ω ω ω ω∞
−∞ ′ ′ ′= + −∫ . (3) 

As pointed out by Scherer et al., the QI signal is the free-induction decay and the Fourier 
transform of the optical spectral profile. According to the convolution theorem in the 
Fourier transform, the expression for the QI signal should have the form in principle: 
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, (4) 

where td is a time delay between the laser-pulse pair. However, in the above discussion, the 
laser pulse is assumed to be impulsive, that is, the effects of a finite time width or a spectral 
width of the actual laser pulse is not taken into accounts. The purpose of this paper is to 
derive the expression for the QI signal that includes the effects of non-impulsive laser 
pulses. The procedure for derivation is two steps; first, we derive the expression for the 
homogeneously broadened two-level system, and then we obtain the expression for the 
inhomogeneously broadened system by integrating the result of the homogeneously 
broadened system weighted by the inhomogeneous spectral distribution function. 

2.1 homogeneously broadened two-level system 
Let us consider a two-level electronic system interacting with a phase-controlled 
femtosecond-laser pulse pair (Figure 1). When the ground-state energy is assumed to be 
zero, that is the system is referenced to the molecular frame, the electronic Hamiltonian for 
the two-level system with the homogeneous broadening is given by 

 ( )ˆ / 2lH i e eε γ= − , (5) 

where lγ  is a homogeneous relaxation constant that stands for a radiative or a non-radiative 
decay constant. An electronic transition dipole operator is expressed as 

 ( )ˆ eg e g g eμ μ= + . (6) 

The interaction Hamiltonian between the system and a photon field is given by 
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 ( )ˆ ˆV E tμ= − , (7) 

where photoelectric field ( )E t  in the double-pulse QI experiments is given by the sum of E1 
and E2, each of which has a Gauss profile： 

 ( ) 1 2( ) ( )E t E t E t= + , (8) 

 ( )2 2
1 0( ) exp / 2 cosE t E t tτ⎡ ⎤= − Ω⎣ ⎦ , (9) 

( )2 2
2 0( ) exp ( ) / 2 cosd dE t E t t t tτ⎡ ⎤ ⎡ ⎤= − − Ω −⎣ ⎦⎣ ⎦ , (10) 

where τ is a standard deviation of an each laser pulse in time domain, and related to a 
standard deviation Γ of the each laser pulse in frequency domain by /τ =1 Γ , and Ω is a 
common carrier frequency of the laser pulses. The phase shift of the photon field is defined 
as delay-time (Xu et al., 1996): the delay-time td between double pulses is finely controlled 
with attoseconds order in the optical phase-controlled experiments. This definition is 
natural in the optical phase-shift experiments (Albrecht et al., 1999).  
To derive the expression for the QI signal, we divide the time region into the free-evolution 
regions and the interaction regions. (Fig. 2) Then, the time evolution of the system from the 
initial electronic state ( )0t gψ = =  is given by the equation: 

 ( ) ( )2 1
ˆ ˆˆ ˆ( ) 2d dt U t t W U t W gψ δ δ= − − − , (11) 

where the time evolution operator in the absence of the photon field is defined by  

 ( ) ( )ˆ ˆ, exp /U t t iH t t⎡ ⎤′ ′= − −⎣ ⎦ , (12a) 

or by replacing as t t t′Δ = −  

 ( )ˆ ˆexp /U t iH t⎡ ⎤Δ = − Δ⎣ ⎦ . (12b) 

Within the framework of the first order perturbation theory, (Louisell, 1973) the time 
evolution operator ( )ˆ 1,2jW j =  in the presence of the photon field is given by 
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1ˆ ˆ ˆˆ2 1 ( )
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i
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i
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i

δ
δ

δ
δ

δ δ μ

δ μ

δ

+
−

+
−

⎧ ⎫′ ′ ′ ′= + − − − −∫⎨ ⎬
⎩ ⎭

⎧ ⎫′ ′ ′ ′= − − −∫⎨ ⎬
⎩ ⎭

≡ −

 (13) 

The substitution of Eq. (9) into Eq. (8) yields  

 ( ) ( ) ( ) ( ) ( )1 2
ˆ ˆ ˆ ˆ ˆ ˆ ˆ( ) d d

i it U U t U t F U t t F U t gψ δ ⎛ ⎞= + + −⎜ ⎟
⎝ ⎠

, (14) 
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2. Theory 
In general, the homogeneous broadening gives a Lorentz profile: 

 ( )
( ) ( )2 2

0

1
2 / 2

l
L

l

S γ
ω

π ω ω γ
=

− +
. (1) 

On the other hand, the inhomogeneous broadening gives a Gauss profile: 

 ( ) ( )2 2
0 /1 g

G
g

S e ω ω γω
πγ

− −= . (2) 

When both the homogeneous and inhomogeneous broadening exist, the spectral profiles are 
given by a convolution of ( )LS ω  with ( )GS ω , namely, Voigt profile: 

 ( ) ( ) ( )0V L GS d S Sω ω ω ω ω ω∞
−∞ ′ ′ ′= + −∫ . (3) 

As pointed out by Scherer et al., the QI signal is the free-induction decay and the Fourier 
transform of the optical spectral profile. According to the convolution theorem in the 
Fourier transform, the expression for the QI signal should have the form in principle: 

 ( ) ( ) ( ) ( ) [ ]
2 2

0cos exp exp
2 4

g dl d
d V L G d

ttQI t FT S FT S FT S t
γγ

ω ω ω ω
⎡ ⎤⎡ ⎤ ⎢ ⎥= ⎡ ⎤ = ⎡ ⎤ ⋅ ⎡ ⎤ ∝ − −⎣ ⎦ ⎣ ⎦ ⎣ ⎦ ⎢ ⎥⎣ ⎦ ⎢ ⎥⎣ ⎦

, (4) 

where td is a time delay between the laser-pulse pair. However, in the above discussion, the 
laser pulse is assumed to be impulsive, that is, the effects of a finite time width or a spectral 
width of the actual laser pulse is not taken into accounts. The purpose of this paper is to 
derive the expression for the QI signal that includes the effects of non-impulsive laser 
pulses. The procedure for derivation is two steps; first, we derive the expression for the 
homogeneously broadened two-level system, and then we obtain the expression for the 
inhomogeneously broadened system by integrating the result of the homogeneously 
broadened system weighted by the inhomogeneous spectral distribution function. 

2.1 homogeneously broadened two-level system 
Let us consider a two-level electronic system interacting with a phase-controlled 
femtosecond-laser pulse pair (Figure 1). When the ground-state energy is assumed to be 
zero, that is the system is referenced to the molecular frame, the electronic Hamiltonian for 
the two-level system with the homogeneous broadening is given by 

 ( )ˆ / 2lH i e eε γ= − , (5) 

where lγ  is a homogeneous relaxation constant that stands for a radiative or a non-radiative 
decay constant. An electronic transition dipole operator is expressed as 

 ( )ˆ eg e g g eμ μ= + . (6) 

The interaction Hamiltonian between the system and a photon field is given by 
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 ( )ˆ ˆV E tμ= − , (7) 

where photoelectric field ( )E t  in the double-pulse QI experiments is given by the sum of E1 
and E2, each of which has a Gauss profile： 

 ( ) 1 2( ) ( )E t E t E t= + , (8) 

 ( )2 2
1 0( ) exp / 2 cosE t E t tτ⎡ ⎤= − Ω⎣ ⎦ , (9) 

( )2 2
2 0( ) exp ( ) / 2 cosd dE t E t t t tτ⎡ ⎤ ⎡ ⎤= − − Ω −⎣ ⎦⎣ ⎦ , (10) 

where τ is a standard deviation of an each laser pulse in time domain, and related to a 
standard deviation Γ of the each laser pulse in frequency domain by /τ =1 Γ , and Ω is a 
common carrier frequency of the laser pulses. The phase shift of the photon field is defined 
as delay-time (Xu et al., 1996): the delay-time td between double pulses is finely controlled 
with attoseconds order in the optical phase-controlled experiments. This definition is 
natural in the optical phase-shift experiments (Albrecht et al., 1999).  
To derive the expression for the QI signal, we divide the time region into the free-evolution 
regions and the interaction regions. (Fig. 2) Then, the time evolution of the system from the 
initial electronic state ( )0t gψ = =  is given by the equation: 

 ( ) ( )2 1
ˆ ˆˆ ˆ( ) 2d dt U t t W U t W gψ δ δ= − − − , (11) 

where the time evolution operator in the absence of the photon field is defined by  

 ( ) ( )ˆ ˆ, exp /U t t iH t t⎡ ⎤′ ′= − −⎣ ⎦ , (12a) 

or by replacing as t t t′Δ = −  

 ( )ˆ ˆexp /U t iH t⎡ ⎤Δ = − Δ⎣ ⎦ . (12b) 

Within the framework of the first order perturbation theory, (Louisell, 1973) the time 
evolution operator ( )ˆ 1,2jW j =  in the presence of the photon field is given by 
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i
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−
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−

⎧ ⎫′ ′ ′ ′= + − − − −∫⎨ ⎬
⎩ ⎭

⎧ ⎫′ ′ ′ ′= − − −∫⎨ ⎬
⎩ ⎭

≡ −

 (13) 

The substitution of Eq. (9) into Eq. (8) yields  

 ( ) ( ) ( ) ( ) ( )1 2
ˆ ˆ ˆ ˆ ˆ ˆ ˆ( ) d d

i it U U t U t F U t t F U t gψ δ ⎛ ⎞= + + −⎜ ⎟
⎝ ⎠

, (14) 
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where F̂  is defined as an electronic transition operator, and ( )Û δ  a global phase factor, 
which will be neglected hereafter, because it does not affects final results in the state density 
matrix. The projection of Eq. (10) onto the excited state e  gives 

 

( ) ( ) ( ) ( ) ( )

( ) ( ) ( )( )
( ) ( )( )( )

1 2

1 2

0 1 0 2

ˆ ˆ ˆ ˆ ˆ ˆ

ˆ ˆ ˆ ˆ ˆ

ˆ ˆexp /2 exp / 2

d d

d d

l l d

i ie t e U t U t F U t t F U t g

i e U t F U t t F U t g

i i t e F g i t t e F g

ψ

ω γ ω γ

⎛ ⎞= + + −⎜ ⎟
⎝ ⎠

= + −

⎡ ⎤ ⎡ ⎤= − − + − − −⎣ ⎦ ⎣ ⎦

, (15) 

where 0 /ω ε= . The matrix element of an electronic transition operator ˆ
jF  is calculated as 

 

( ) ( )
( ) ( ) ( ) ( )

( ) ( ) ( )
( ) ( )0( /2)

ˆ ˆ ˆˆ

ˆ ˆ

.
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t
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t
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e F g e dt U t t U t t g

e dt U t t g e e g U t t g E t

dt e U t t e g U t t g E t

dt e E t

δ
δ

δ
δ

δ
δ

ω γδ
δ

μ

μ

μ

μ

+
−

+
−

+
−

′− − −+
−

′ ′ ′= − −∫

′ ′ ′ ′= − + −∫

′ ′ ′ ′= − −∫

′ ′= ∫

 (16) 

Using a rotating-wave approximation, the matrix element is further calculated as 

 

( ) ( )

( ) ( )

2 2
0

/2 / 2
0

2 22 2
0 0

0

1ˆ
2

exp exp .
2 2 2

lx xi x
j eg

eg

e F g E dxe e

E F

γ τωμ

ω τ ω τπ μ τ

− −− −Ω+∞
−∞= ∫

⎡ ⎤ ⎡ ⎤−Ω −Ω
⎢ ⎥ ⎢ ⎥= − ≡ −
⎢ ⎥ ⎢ ⎥⎣ ⎦ ⎣ ⎦

 (17) 

The substitution of Eq. (13) into Eq. (11) yields 

 ( ) ( ) ( ){ } ( ) ( )2 2
0 / 2

0 0, exp /2 1 exp / 2d l l d
iFe t t i t i t e

ω
ψ ω γ ω γ

− −Ω Γ
⎡ ⎤ ⎡ ⎤= − − + +⎣ ⎦ ⎣ ⎦ .  (18) 

The absolute square of Eq. (14) gives the density matrix element ( )0, , ,ee dt tρ ω Ω  for the 
excited state 

( ) ( ) ( )
( ) ( ) [ ]{ }2 2

0

0
2

/2( ) / /2
02

, , , , ,

2 cos .l d l dl l

ee d d d

t t t tt t
d

t t e t t t t e

F e e e e e tγ γω γ γ

ρ ω ψ ψ

ω− − − −− −Ω Γ − −

Ω =

= + +
 (19) 

The first and second term give population decays of the excited state created by the first and 
second pulses, respectively. The third term is the interference term that is the product of 
coherence decays and an oscillating term. 

2.2 inhomogeneously broadened system 
In the previous section, the inhomogeneous broadening was not taken into consideration. 
The effects of inhomogeneous decay can be taken into account by summing up eeρ  that 
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originates from inhomogeneously broadened spectral components (Allen &Eberly, 1975). 
When the inhomogeneous spectrum function is given by a Gauss function in Eq. (2), the 
expectation value of the excited-state density function can be written as: 

( ) ( ) ( )

( ) ( ) ( ) ( ) ( ){ }2 2

0 0
2

/2/ /2
02

, , , , ,

, cosl d l dl l

ee d G ee d

t t t tt t
G d

t d S t

F d S e e e e e tγ γω γ γ

ρ ω ω ω ω ρ ω

ω ω ω ω

+∞
−∞

− − − −− −Ω Γ+∞ − −
−∞

Ω = Ω∫

= + +∫

 (20) 

In the above equation, the two-center Gaussian functions can be rewritten as a one-center 
Gaussian function; 

 

( ) ( ) ( ) ( )
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22 222 2
0 // /

0

22 2 2 2 2
00

2 2 2 2 2 2

1,

1 exp exp .

g
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g g

g g g g

S e e eω ω γω ωω ω
πγ

γ ω γω
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πγ γ γ γ

− −− −Ω Γ − −Ω Γ=

⎡ ⎤⎡ ⎤ ⎛ ⎞+ Γ Γ + Ω−Ω ⎢ ⎥⎜ ⎟⎢ ⎥= − − −⎢ ⎥⎜ ⎟+ Γ Γ + Γ⎢ ⎥ ⎝ ⎠⎣ ⎦ ⎢ ⎥⎣ ⎦

 (21) 

By defining a reduced decay constant γa and a reduced frequency ωa; 
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γ γ
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≡

Γ
，

2 2
0
2 2

g
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g

ω γ
ω

γ

Γ + Ω
≡

+ Γ
 (22) 

Eq. (21) becomes a simple form: 

 ( ) ( ) ( ) ( )2 2
2 2

/ 0
0 2 2 2

1, exp exp a
G

g g a
S e ω ω ω ω

ω ω
πγ γ γ

− −Ω Γ
⎡ ⎤ ⎡ ⎤−Ω −
⎢ ⎥ ⎢ ⎥= − −

+ Γ⎢ ⎥ ⎢ ⎥⎣ ⎦ ⎣ ⎦
 (23) 

By carrying out the Gauss integral and the Fourier integral of the Gaussian function, the 
final form of Eq. (20) becomes: 

( ) ( ) ( ) [ ] ( )
2 222

/20 /2 4
0 2 2 2, , , exp 2 cos

a d
l d l dl l

t
t t t tt ta

ee d a d
g g

Ft t e e t e e e
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γ γγ γωγρ ω ω
γ γ

−− − − −− −
⎧ ⎫⎡ ⎤−Ω ⎪ ⎪⎢ ⎥Ω = − + +⎨ ⎬

+ Γ⎢ ⎥⎪ ⎪⎣ ⎦ ⎩ ⎭

 (24) 

In the conventional QI experiments, the QI signal is obtained as total fluorescence integrated 
over time. Thus, the QI signal is calculated from Eq. (24) as following: 
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⎧ ⎫⎡ ⎤−Ω ⎪ ⎪⎢ ⎥= − + +⎨ ⎬
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 (25) 

In the above derivation, the pure dephasing was not taken into account and a transverse 
relaxation time constant T2 and a longitudinal relaxation constant T1 is related by  

 
2 1

1 1
2 2 .

l
T T

γ
= =  (26) 
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where F̂  is defined as an electronic transition operator, and ( )Û δ  a global phase factor, 
which will be neglected hereafter, because it does not affects final results in the state density 
matrix. The projection of Eq. (10) onto the excited state e  gives 

 

( ) ( ) ( ) ( ) ( )
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= + −

⎡ ⎤ ⎡ ⎤= − − + − − −⎣ ⎦ ⎣ ⎦

, (15) 

where 0 /ω ε= . The matrix element of an electronic transition operator ˆ
jF  is calculated as 
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 (16) 

Using a rotating-wave approximation, the matrix element is further calculated as 
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( ) ( )
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0 0
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 (17) 

The substitution of Eq. (13) into Eq. (11) yields 

 ( ) ( ) ( ){ } ( ) ( )2 2
0 / 2

0 0, exp /2 1 exp / 2d l l d
iFe t t i t i t e

ω
ψ ω γ ω γ

− −Ω Γ
⎡ ⎤ ⎡ ⎤= − − + +⎣ ⎦ ⎣ ⎦ .  (18) 

The absolute square of Eq. (14) gives the density matrix element ( )0, , ,ee dt tρ ω Ω  for the 
excited state 

( ) ( ) ( )
( ) ( ) [ ]{ }2 2

0

0
2

/2( ) / /2
02

, , , , ,

2 cos .l d l dl l

ee d d d
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ω− − − −− −Ω Γ − −
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= + +
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The first and second term give population decays of the excited state created by the first and 
second pulses, respectively. The third term is the interference term that is the product of 
coherence decays and an oscillating term. 

2.2 inhomogeneously broadened system 
In the previous section, the inhomogeneous broadening was not taken into consideration. 
The effects of inhomogeneous decay can be taken into account by summing up eeρ  that 
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originates from inhomogeneously broadened spectral components (Allen &Eberly, 1975). 
When the inhomogeneous spectrum function is given by a Gauss function in Eq. (2), the 
expectation value of the excited-state density function can be written as: 

( ) ( ) ( )

( ) ( ) ( ) ( ) ( ){ }2 2

0 0
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/2/ /2
02

, , , , ,

, cosl d l dl l

ee d G ee d
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 (20) 

In the above equation, the two-center Gaussian functions can be rewritten as a one-center 
Gaussian function; 
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 (21) 

By defining a reduced decay constant γa and a reduced frequency ωa; 
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Eq. (21) becomes a simple form: 
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By carrying out the Gauss integral and the Fourier integral of the Gaussian function, the 
final form of Eq. (20) becomes: 
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In the conventional QI experiments, the QI signal is obtained as total fluorescence integrated 
over time. Thus, the QI signal is calculated from Eq. (24) as following: 
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In the above derivation, the pure dephasing was not taken into account and a transverse 
relaxation time constant T2 and a longitudinal relaxation constant T1 is related by  
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However, in general, there also exists a pure dephasing γ* that is brought about from elastic 
solute-solvent collisions. (Louisell, 1973) Thus, the transverse relaxation time constant 
should be rewritten as: 

*
2 1 2

1 1 1*
2 2
l

T T T
γ

γ= + = +  

The final expression for the QI signal is given by 

 ( ) ( ) [ ]
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2 2 2exp 1 2 cos .
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 (27) 

By comparing the third term in Eq. (27) with Eq. (4), we obtain 

 [ ]
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2
( ) cos exp exp

4
d a d

d a d
t tQI t t
T

γω
⎛ ⎞⎛ ⎞

∝ − −⎜ ⎟⎜ ⎟ ⎜ ⎟⎝ ⎠ ⎝ ⎠
. (28) 

We notice that ω0 and γg in the impulsive excitation are replaced by ωa and γa, respectively, 
in the non-impulsive excitation. These reduced constants, of course, approaches ω0 and γg in 
the limiting case of impulsive laser pulses; that is, when gγΓ >> , the following relations can 
be deduced. 

0aω ω≅ , a gγ γ≅ . 

In the reverse limiting case of gγ >> Γ , that is, in the case of quasi continuum wave (CW) 
laser, we notice that 

aω ≅ Ω , aγ ≅ Γ . 

Under this condition, if we further assume that 
2

1
T

>> Γ , the QI signal can be approximately 

written as 
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 (28) 

This result may be the time-domain expression for the hole-burning experiments. These two 
extreme situations are schematically drawn in Fig. 3. Figure 3 infers that the overlap of the 
laser-pulse spectrum with the absorption spectrum plays a role of the effective spectral 
width for the system excited by the non-impulsive laser pulse. 
Figure 4 shows the interference term of QI signals calculated for intermediate cases. The red 
sinusoidal curve of the QI signal was calculated for 1100g cmγ −=  and 1200 cm−Γ = , while 
the blue one was calculated for 1200g cmγ −=  and 1100 cm−Γ = . All the other parameters 
were common for the two calculations. The frequency of the QI signal is altered by the ratio 
of γg to Γ for the cases of non-zero detuning (e.g 0 0ω − Ω ≠ ) .  
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3. Cyclodextrin nanocavity caging effect on electronic dephasing of perylene 
in γ-CD 
It is obvious that the inhibition or the moderation of dephasing is quite important subject for 
the development of coherent control techniques for more general reactions. In another word, 
protection of molecular wavefunctions from the surrounding environment becomes 
important issue for realization of quantum control techniques in condensed phases. For that 
purpose, we aimed for the protection of the quantum phase of a guest molecule using the 
size-fit nano-space in a cyclodextrin nanocavity (Kiba et al., 2008). 
Cyclodextrins (α-, β-, or γ-CD), which are oligosaccharides with the hydrophobic interior 
and the hydrophilic exterior, are used as nanocavities because of their unique structures and 
the fact that six(α-), seven(β-), or eight(γ-) D-glucopyranose units determine the sizes whose 
diameters are ~5.7, 8.5, and 9.5 Å, respectively. The ability of CDs to encapsulate organic 
and inorganic molecules in aqueous solution has led to intensive studies of their inclusion 
complexes.(Douhal, 2004) We intuitively imagined that the confinement of a guest molecule 
within the CD nanocavity will reduce perturbations from the surrounding environment 
which causes decoherence. Several studies on CD complexes with aromatic compounds 
using steady-state and ultrafast time-resolved spectroscopy have been reported (Hamai, 
1991; Vajda et al., 1995; Chachisvilis et al., 1998; Matsushita et al., 2004; Pistolis &Malliaris, 
2004; Sato et al., 2006). However, there were no experiments, to our knowledge, which 
interrogate the effect of CD inclusion on the inhibition of decoherence. 

3.1 Sample preparation  
Perylene (Sigma Chemical Co.), γ-CD (Kanto Kagaku), and tetrahydrofuran (JUNSEI) was 
used without further purification. A Milli-Q water purification system (Millipore) was used 
for purification of water. Perylene / γ-CD aqueous solution for measurements was prepared 
by the following procedure; perylene was deposited by evaporation from saturated ethanol 
solution into an inner surface of a beaker, and then 10-2 M aqueous solution of γ-CD was 
added into that. The stock solution was sonicated for 5 minutes and stirred 12 hours, and 
then filtered in order to remove the aggregates of unsolubilized perylene. The concentration 
of perylene was 5 × 10-7 M that was determined from the absorption spectrum. Steady-state 
fluorescence and fluorescence-excitation spectra were measured with an F-4500 fluorescence 
spectrometer (Hitachi) at room temperature.  

3.2 Quantum interference measurement using an optical-phase-controlled pulse pair  
Experimental setup for the QI measurement is schematically drawn in Figure 5. The optical-
phase-controlled pulse pair was generated by splitting femtosecond pulses (844 nm, ~ 40 fs, 
80 MHz) from a Ti: sapphire laser (Tsunami, Spectra physics) into two equal parts by means 
of a Michelson interferometer.(Sato et al., 2003) A delay time td of pulse pair was determined 
by the difference in an optical path length of the two arms of the interferometer. A coarse 
delay was varied by a stepper-motor-driven mechanical stage on the one arm. A relative 
optical phase angle of two pulses was controlled with a fine delay produced by a liquid-
crystal modulator (LCM, SLM-256, CRI), which can vary an optical delay with tens of atto 
seconds precision (approximately λ/100 of the laser wavelength). A dual-frequency (f1 and 
f2) mechanical chopper was used to modulate the laser field. The cross-beam fluorescence 
component that was proportional to E1E2 was picked up through lock-in amplifier 
(NF5610B) referenced to the differential frequency f1 - f2. A group velocity dispersion (GVD) 
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However, in general, there also exists a pure dephasing γ* that is brought about from elastic 
solute-solvent collisions. (Louisell, 1973) Thus, the transverse relaxation time constant 
should be rewritten as: 
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By comparing the third term in Eq. (27) with Eq. (4), we obtain 
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We notice that ω0 and γg in the impulsive excitation are replaced by ωa and γa, respectively, 
in the non-impulsive excitation. These reduced constants, of course, approaches ω0 and γg in 
the limiting case of impulsive laser pulses; that is, when gγΓ >> , the following relations can 
be deduced. 
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In the reverse limiting case of gγ >> Γ , that is, in the case of quasi continuum wave (CW) 
laser, we notice that 
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This result may be the time-domain expression for the hole-burning experiments. These two 
extreme situations are schematically drawn in Fig. 3. Figure 3 infers that the overlap of the 
laser-pulse spectrum with the absorption spectrum plays a role of the effective spectral 
width for the system excited by the non-impulsive laser pulse. 
Figure 4 shows the interference term of QI signals calculated for intermediate cases. The red 
sinusoidal curve of the QI signal was calculated for 1100g cmγ −=  and 1200 cm−Γ = , while 
the blue one was calculated for 1200g cmγ −=  and 1100 cm−Γ = . All the other parameters 
were common for the two calculations. The frequency of the QI signal is altered by the ratio 
of γg to Γ for the cases of non-zero detuning (e.g 0 0ω − Ω ≠ ) .  
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of perylene was 5 × 10-7 M that was determined from the absorption spectrum. Steady-state 
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spectrometer (Hitachi) at room temperature.  

3.2 Quantum interference measurement using an optical-phase-controlled pulse pair  
Experimental setup for the QI measurement is schematically drawn in Figure 5. The optical-
phase-controlled pulse pair was generated by splitting femtosecond pulses (844 nm, ~ 40 fs, 
80 MHz) from a Ti: sapphire laser (Tsunami, Spectra physics) into two equal parts by means 
of a Michelson interferometer.(Sato et al., 2003) A delay time td of pulse pair was determined 
by the difference in an optical path length of the two arms of the interferometer. A coarse 
delay was varied by a stepper-motor-driven mechanical stage on the one arm. A relative 
optical phase angle of two pulses was controlled with a fine delay produced by a liquid-
crystal modulator (LCM, SLM-256, CRI), which can vary an optical delay with tens of atto 
seconds precision (approximately λ/100 of the laser wavelength). A dual-frequency (f1 and 
f2) mechanical chopper was used to modulate the laser field. The cross-beam fluorescence 
component that was proportional to E1E2 was picked up through lock-in amplifier 
(NF5610B) referenced to the differential frequency f1 - f2. A group velocity dispersion (GVD) 
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of the laser output from the interferometer was compensated by a prism pair. The pulse pair 
from the interferometer was frequency-doubled by a BBO crystal. The frequency-doubled 
pulse pair was reflected by a dichroic mirror (DM) and used to excite a sample molecule, 
while the fundamental pulse pair transmitted through the DM was used to measure laser-
fringe intensity. The fringe intensity measured here was used to determine the relative 
optical phase angle of two beams. The fluorescence dispersed by a monochromator (P250, 
Nikon) was detected by a photomultiplier tube (R106, Hamamatsu). The excitation 
wavelength in this measurement was fixed at 422 nm to minimize the effects of change in 
laser pulse shape. Fluorescence was measured at the 0-0 peak that was located at 440 nm for 
bulk solvent and at 450 nm for γ-CD, respectively. The typical pulse duration was obtained 
to be 47 fs fwhm at the sample point, assuming a Gaussian pulse. All the spectral 
measurements were performed using a 10 mm cuvette at room temperature (293 K). 

3.3 The spectrum narrowing of steady-state fluorescence and fluorescence-excitation 
spectra of perylene in γ-CD 
Steady-State fluorescence and fluorescence-excitation spectra of perylene in a γ-CD aqueous 
solution and in THF solution are shown in Figure 6. Each excitation wavelength of the 
fluorescence spectra was 420 nm for γ-CD and 409 nm for THF, respectively. The excitation 
spectra were measured by monitoring at 480 nm for γ-CD and 470 nm for bulk solvent, 
respectively. The stoichiometry of perylene/γ-CD complex was confirmed by measuring a 
pH dependence of their fluorescence spectra. The fluorescence of perylene disappeared with 
addition of 0.2 M NaOH to the solution. This is because the deprotonation of a neutral γ-CD 
molecule gives rise to form an anion in alkaline solution; thus the 1:2 complex will be 
dissociated owing to electronic repulsion forces between two associating γ-CD molecules 
which have negatively charged hydroxyl groups. This result is consistent with the behavior 
of 1:2 complex previously reported (Pistolis &Malliaris, 2004). 
Quite interesting point in Figure 6 is that the each band in γ-CD were narrowed in 
comparison with that in bulk solvent, and the vibrational structure due to the ν15 mode (in-
plane stretching motion of the center ring between the two naphthalene moieties) became 
clear in γ-CD. This spectral narrowing of perylene in γ-CD was comparable to that measured 
in MTHF at 77 K (Figure 7). Because the spectral broadening is generally caused by solute-
solvent interactions, the spectral narrowing of the guest in γ-CD at room temperature is 
likely to be caused by the isolation of the guest from the solvent. If perylene molecules were 
not encapsulated by γ-CD, the broad vibrational structure like those observed in bulk 
solvents such as n-hexane or THF, which are shown in Figure 7 for comparison, would be 
observed due to the direct interaction with water molecules in solution. The fluorescence 
excitation spectra were fitted to a sum of ν7 and ν15 vibronic bands, each of which has a 
Voigt lineshape. The contributions of the ν7 and ν15 vibrational modes were taken into 
account in this fitting. The FWHM of the lowest energy vibronic band (v’ = 0 for both ν7 and 
ν15 mode) in several solvents are shown in Table. 1. It is remarkable that the linewidth of the 
vibronic band of perylene in γ-CD is narrowed even compared to that in a non-polar solvent 
such as n-hexane. 
Generally speaking, origins of the spectral narrowing for perylene in γ-CD would be 
brought about from static and dynamic factors. The spectral width observed for molecules 
in bulk solvents arises from different local environments (static effect) and/or velocity 
distribution of solvent molecules colliding with solute molecules (dynamical effect). These 
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effects lead to a Gaussian distribution of electronic energy gaps, that is, an inhomogeneously 
broadened (ensemble-averaged) spectrum. The interaction with surrounding environment 
plays a major role for both homogeneous and inhomogeneous broadenings. We intuitively 
imagine that the spectral narrowing is originated from the isolation of a guest molecule from 
the surrounding environment. However, the situation is not so simple, since this 
phenomenon was not observed for every combination of other host/guest CD complexes. 
For example, the excitation spectra of perylene/γ-CD and anthracene/β-CD complex were 
shown in Figure 4 in order to compare the spectral linewidth. The significant spectral 
narrowing was observed for the case of perylene/γ-CD (Figure 8(a)), whereas almost no 
narrowing was observed for anthracene/β-CD complex (Figure 8(b)). Since both guest 
molecules are non-polar, the relative extent (size) of guest molecule relative to the CD cavity 
sizes was a key factor of the spectral narrowing. In aqueous solution of CD inclusion 
complex, it is well known that the CD nanocavity contains some solvent water molecules 
accompanied with the guest molecule.(Douhal, 2004) Therefore, the guest molecules don’t 
suffer from the solvent relaxations that would bring about the spectral broadening. Actually, 
a Stokes-shift in γ-CD was very small (30 cm-1). As shown in Figure 6a, the 0-0 transition 
bands of fluorescence and excitation spectra in γ-CD were almost overlapped. This spectral 
feature indicates that there is no space inside the CD cavity for solvent reorientation 
between photo absorption and emission. On the other hand, for the case of anthracene / β-
CD complex, where the cavity size is larger than the guest molecule, the water molecules are 
loosely captured in CD cavity, in which the water molecules have the degree of freedom to 
affect the spectral properties of guest molecule. Therefore, the spectral changes (i.e. 
narrowing and nearly zero Stoke’s Shift) are likely to appear only when the size of guest 
molecule is just-fitted to the interior size of CD cavity.  
There is an issue that whether the size-fit effect within CD cavity contributes to homo- or 
inhomogeneously to the spectral changes. Generally, the homogeneous broadening gives a 
Lorentz profile, and the inhomogeneous broadening gives a Gauss profile. In condensed 
phases, the spectral lineshape contains both homo- and inhomogeneous contributions, and 
is described by Voigtian which is the convolution of a Lorentzian with a Gaussian as 
described in the theoretical section. In principle, it is possible to separate a homogeneous 
component from an inhomogeneous component in the steady-state electronic spectra, by 
fitting each peak to a Voigt function.(Srajer &Champion, 1991) However, this method 
includes ambiguity since the deconvolution is necessary, and it is troublesome to determine 
each parameter uniquely. On the other hand, the QI time profile is the Fourier transform of 
the steady-state spectrum as previously mentioned. This means the QI time profile is the 
product of homogeneous dephasing (exponential decay) and inhomogeneous dephasing 
(Gauss-type decay). Thus, the separation of the two components is much easier in time-
domain. In the next section, we discuss the distinction between homogeneous and 
inhomogeneous broadenings from the result of time-domain QI measurements. 

3.4 The QI signals of perylene in γ-CD 
The QI signals of perylene (solid line) in γ-CD and in THF solution are shown together with 
the fringe signals (dotted line) in Figure 9. The intensity of the QI signal was plotted as a 
function of fine time delay which was defined by the liquid-crystal phase-shifter. The QI 
signal oscillated with the frequency almost twice that of the fringe, since the fringe signal 
was measured for the fundamental laser light. A QI signal observed in γ-CD survives at 180 
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of the laser output from the interferometer was compensated by a prism pair. The pulse pair 
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optical phase angle of two beams. The fluorescence dispersed by a monochromator (P250, 
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to be 47 fs fwhm at the sample point, assuming a Gaussian pulse. All the spectral 
measurements were performed using a 10 mm cuvette at room temperature (293 K). 
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comparison with that in bulk solvent, and the vibrational structure due to the ν15 mode (in-
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clear in γ-CD. This spectral narrowing of perylene in γ-CD was comparable to that measured 
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likely to be caused by the isolation of the guest from the solvent. If perylene molecules were 
not encapsulated by γ-CD, the broad vibrational structure like those observed in bulk 
solvents such as n-hexane or THF, which are shown in Figure 7 for comparison, would be 
observed due to the direct interaction with water molecules in solution. The fluorescence 
excitation spectra were fitted to a sum of ν7 and ν15 vibronic bands, each of which has a 
Voigt lineshape. The contributions of the ν7 and ν15 vibrational modes were taken into 
account in this fitting. The FWHM of the lowest energy vibronic band (v’ = 0 for both ν7 and 
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effects lead to a Gaussian distribution of electronic energy gaps, that is, an inhomogeneously 
broadened (ensemble-averaged) spectrum. The interaction with surrounding environment 
plays a major role for both homogeneous and inhomogeneous broadenings. We intuitively 
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the surrounding environment. However, the situation is not so simple, since this 
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fs, although the signal in THF solution almost diminishes at the same delay time. The QI 
signal should be enhanced or depreciated according to the phase relation of the molecular 
wave function, and should oscillate with the period corresponding to the energy interval 
between electronic ground and excited states while quantum phase of molecular 
wavefunction created by the first pulse is preserved as shown in Eq.(27). Intramolecular 
vibrational relaxations and/or solute-solvent interactions disturb the quantum phase of a 
molecular wavefunction created by the first pulse, and induce decoherence of the 
wavefunctions. Decoherence reduces the amplitude of QI signal decays as the delay time 
increases. Therefore, a decay curve of the amplitude of the QI signal represents the 
electronic dephasing of the sample molecules. It should be noted that the dephasing 
includes homogeneous and inhomogeneous contributions as described in the previous 
section. Figure 10 displays the envelope function of QI Signal, in which the absolute square 
root of the QI signal is plotted as a function of the delay time after td = 100 fs. We abandoned 
the data before td = 100 fs because the overlapping of the laser-pulse pair deforms the QI 
time profile. At a glance, the electronic dephasing of perylene in γ-CD is slower than that in 
THF solution in Fig. 10. 
The envelope of QI signal was fitted to the Eq. (28) in order to estimate the homogeneous 
dephasing time T2. The QI signal fitting was carried out together with the fitting of steady-
state electronic spectra to Voigt functions, simultaneously, in order to eliminate the 
ambiguity which arises from estimation of the homogeneous dephasing time and the 
inhomogeneous linewidth value. In this fitting, we used the following procedures; the initial 
estimated value of homogeneous and inhomogeneous linewidth were obtained from the 
rough fitting of vibronic bands to the sum of Voigtian. The QI signal was fitted to the Eq. 
(28) using obtained inhomogeneous linewidth value (γg) in order to estimate the 
homogeneous dephasing time (T2). We used the vibronic bandwidth value which was 
overlapped with laser spectrum. Average value of two vibronic band weighted with an area 
intensity, (ν7=1, ν15=0), (ν7=1, ν15=1), was used in the case of γ-CD aqueous solution, and 
(ν7=0, ν15=3), (ν7=1, ν15=1) was used in the case of THF solution. The QI signal of the pure 
THF solvent and the 10-2 M γ-CD aqueous solution were used as an instrumental response 
function, and the spectral linewidth value of laser pulse (Γ) was calculated from the pulse 
duration of the instrumental response function. The steady-state spectrum was fitted again 
by using T2 obtained from QI signal fitting, and estimated the inhomogeneous linewidth 
value. The QI signal fitting was carried out again by using the obtained γg. Fitting of steady-
state spectra and QI signal was iterated until the fitting parameters T2 and γg were 
converged, and we found the best parameter set which can reconstruct the steady-state 
spectra and the time profile consistently. The estimated dephasing time constant (T2), the 
homogeneous (γl) and inhomogeneous (γg) linewidth values obtained from QI signal 
analysis was summarized in Table 2. From the analysis of dephasing curve, the 
homogeneous electronic dephasing time (T2) of perylene in THF and γ-CD nanocavity were 
estimated to be T2 = 23 ± 3 fs and T2 = 42 ± 5 fs, respectively. It was found that the 
encapsulation of perylene molecule into CD nanocavities brings about the lengthening of T2. 
The same excitation wavelength (422 nm) was used for the QI measurements in γ-CD and in 
THF, in order to avoid the influence caused by the change in laser pulse shape. The same 
excitation energy caused the situation that a vibrational excess energy above S1 origin is 
different for the two measurements since the absorption spectrum of perylene in CD 
nanocavities are red-shifted from that in THF solution. The excess energies are 
approximately 1500 cm-1 in the γ-CD and 900 cm-1 in THF, respectively. In the photon-echo 
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studies, it was found that the excitation with large vibrational excess energy accelerates the 
electronic dephasing in large molecules such as cresyl violet; the acceleration was attributed 
to intramolecular vibrational relaxations. Therefore, the faster electronic dephasing time 
would be expected for the measurement of CD inclusion complex if only the difference in 
excess energy were taken into consideration in our experimental condition. However, our 
experimental finding was opposite; the dephasing time of perylene in γ-CD was longer than 
that in THF even with the higher excess energy. Therefore, we can conclude that the CD 
caging effect brings the lengthening of dephasing time, which overcomes the shortening of 
the dephasing time due to the increased excess energy. The longer dephasing time should be 
expected when the excitation laser wavelength is located around 0-0 transition of the 
absorption spectrum. 

4. Conclusion 
We have shown that the decays of QI signal obtained by the non-impulsive excitation can be 
written as the product of exponential decay and Gauss decay, and the Gauss decay constant 
is given by 
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We have also shown that the frequency of QI signal is given by 

2 2
0
2 2

g
a

g

ω γ
ω

γ

Γ + Ω
≡

+ Γ
. 

In general, it is often difficult to fit the optical absorption spectrum with Voigt functions in 
the frequency domain, because the Voigt function includes the convolution integral, and one 
often finds several parameter sets of the least-squared fits. This situation makes it difficult to 
separate homogeneous components from inhomogeneous components in the frequency-
domain spectrum. In contrast, the fitting procedure is rather easier in the QI experiment, 
once the expression that includes the effect of laser-pulse width is given. This is because the 
homogeneous and inhomogeneous components are the simple product in the QI 
experiment. By analyzing the frequency-domain spectrum and the time-domain QI profile 
simultaneously (e.g. global fit), the reliable determination of homogeneous and 
inhomogeneous components of relaxations becomes possible. 
 

 Linewidtha νexc max νfluo max Stokes-Shift 
γ-CD / water 278 cm-1 22245 cm-1 22215 cm-1 30 cm-1 

THF 373 cm-1 22837 cm-1 22717 cm-1 120 cm-1 
n-hexane 314 cm-1 22959 cm-1 22894 cm-1 65 cm-1 

Table 1. Comparison of the electronic spectra of perylene in solutions at room temperature.  

a. FWHM of lowest energy vibronic band (v’ = 0 for both ν7 and ν15 mode) resolved from the 
fluorescence excitation spectra. 
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fs, although the signal in THF solution almost diminishes at the same delay time. The QI 
signal should be enhanced or depreciated according to the phase relation of the molecular 
wave function, and should oscillate with the period corresponding to the energy interval 
between electronic ground and excited states while quantum phase of molecular 
wavefunction created by the first pulse is preserved as shown in Eq.(27). Intramolecular 
vibrational relaxations and/or solute-solvent interactions disturb the quantum phase of a 
molecular wavefunction created by the first pulse, and induce decoherence of the 
wavefunctions. Decoherence reduces the amplitude of QI signal decays as the delay time 
increases. Therefore, a decay curve of the amplitude of the QI signal represents the 
electronic dephasing of the sample molecules. It should be noted that the dephasing 
includes homogeneous and inhomogeneous contributions as described in the previous 
section. Figure 10 displays the envelope function of QI Signal, in which the absolute square 
root of the QI signal is plotted as a function of the delay time after td = 100 fs. We abandoned 
the data before td = 100 fs because the overlapping of the laser-pulse pair deforms the QI 
time profile. At a glance, the electronic dephasing of perylene in γ-CD is slower than that in 
THF solution in Fig. 10. 
The envelope of QI signal was fitted to the Eq. (28) in order to estimate the homogeneous 
dephasing time T2. The QI signal fitting was carried out together with the fitting of steady-
state electronic spectra to Voigt functions, simultaneously, in order to eliminate the 
ambiguity which arises from estimation of the homogeneous dephasing time and the 
inhomogeneous linewidth value. In this fitting, we used the following procedures; the initial 
estimated value of homogeneous and inhomogeneous linewidth were obtained from the 
rough fitting of vibronic bands to the sum of Voigtian. The QI signal was fitted to the Eq. 
(28) using obtained inhomogeneous linewidth value (γg) in order to estimate the 
homogeneous dephasing time (T2). We used the vibronic bandwidth value which was 
overlapped with laser spectrum. Average value of two vibronic band weighted with an area 
intensity, (ν7=1, ν15=0), (ν7=1, ν15=1), was used in the case of γ-CD aqueous solution, and 
(ν7=0, ν15=3), (ν7=1, ν15=1) was used in the case of THF solution. The QI signal of the pure 
THF solvent and the 10-2 M γ-CD aqueous solution were used as an instrumental response 
function, and the spectral linewidth value of laser pulse (Γ) was calculated from the pulse 
duration of the instrumental response function. The steady-state spectrum was fitted again 
by using T2 obtained from QI signal fitting, and estimated the inhomogeneous linewidth 
value. The QI signal fitting was carried out again by using the obtained γg. Fitting of steady-
state spectra and QI signal was iterated until the fitting parameters T2 and γg were 
converged, and we found the best parameter set which can reconstruct the steady-state 
spectra and the time profile consistently. The estimated dephasing time constant (T2), the 
homogeneous (γl) and inhomogeneous (γg) linewidth values obtained from QI signal 
analysis was summarized in Table 2. From the analysis of dephasing curve, the 
homogeneous electronic dephasing time (T2) of perylene in THF and γ-CD nanocavity were 
estimated to be T2 = 23 ± 3 fs and T2 = 42 ± 5 fs, respectively. It was found that the 
encapsulation of perylene molecule into CD nanocavities brings about the lengthening of T2. 
The same excitation wavelength (422 nm) was used for the QI measurements in γ-CD and in 
THF, in order to avoid the influence caused by the change in laser pulse shape. The same 
excitation energy caused the situation that a vibrational excess energy above S1 origin is 
different for the two measurements since the absorption spectrum of perylene in CD 
nanocavities are red-shifted from that in THF solution. The excess energies are 
approximately 1500 cm-1 in the γ-CD and 900 cm-1 in THF, respectively. In the photon-echo 
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studies, it was found that the excitation with large vibrational excess energy accelerates the 
electronic dephasing in large molecules such as cresyl violet; the acceleration was attributed 
to intramolecular vibrational relaxations. Therefore, the faster electronic dephasing time 
would be expected for the measurement of CD inclusion complex if only the difference in 
excess energy were taken into consideration in our experimental condition. However, our 
experimental finding was opposite; the dephasing time of perylene in γ-CD was longer than 
that in THF even with the higher excess energy. Therefore, we can conclude that the CD 
caging effect brings the lengthening of dephasing time, which overcomes the shortening of 
the dephasing time due to the increased excess energy. The longer dephasing time should be 
expected when the excitation laser wavelength is located around 0-0 transition of the 
absorption spectrum. 

4. Conclusion 
We have shown that the decays of QI signal obtained by the non-impulsive excitation can be 
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is given by 
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the frequency domain, because the Voigt function includes the convolution integral, and one 
often finds several parameter sets of the least-squared fits. This situation makes it difficult to 
separate homogeneous components from inhomogeneous components in the frequency-
domain spectrum. In contrast, the fitting procedure is rather easier in the QI experiment, 
once the expression that includes the effect of laser-pulse width is given. This is because the 
homogeneous and inhomogeneous components are the simple product in the QI 
experiment. By analyzing the frequency-domain spectrum and the time-domain QI profile 
simultaneously (e.g. global fit), the reliable determination of homogeneous and 
inhomogeneous components of relaxations becomes possible. 
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 T2 �g 
γ-CD / water 42 ± 5 fs 180 ± 20 cm-1 

THF 23 ± 3 fs 270 ± 35 cm-1 

Table 2. Best-fit parameter set (homogeneous dephasing time and inhomogeneous linewidth 
value (FWHM)) obtained from QI signal and steady-state spectra.  
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Fig. 1. Schematic drawing of the QI experiment with a phase-controlled laser-pulse pair. 
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Fig. 2. Time domains: free evolution and interaction with laser pulses. 
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Fig. 4. QI signals simulated for the intermediate cases. The parameters specific for each 
curve were: 1100g cmγ −=  and 1200 cm−Γ =  (for the red curve), 1200g cmγ −=  and 

1100 cm−Γ =  (for the blue curve). The common parameters for the two curves were 
1

0 25000 cmω −= , 122000 cm−Ω = , 1100l cmγ −= , and 1* 25 cmγ −= . 
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Fig. 5. The experimental setup for the quantum wavepacket interferometry. Abbreviations 
in the schematic diagram are used for optical beam splitter (BS), the second harmonic 
generator (SHG), the dichroic mirror (DM), the liquid crystal modulator (LCM), the neutral 
density filter (ND), monochromator (MC), the photomultiplier (PMT), and the photo diode 
(PD). 
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Fig. 6. Steady-state fluorescence (solid line) and fluorescence-excitation (dotted line) spectra 
of perylene (a) in γ-CD nanocavity and (b) in THF. Spectrum of the excitation pulse used in 
the quantum interference measurement is also shown for comparison (shaded area). 
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Fig. 7. Steady-state fluorescence spectra of perylene in γ-CD nanocavity (solid line), in THF 
(dotted line), in n-hexane (dashed line) and in MTHF at 77 K (dash-and-dotted line). The 
spectra are displayed as wavenumber shift from 0-0 transition in order to compare the 
spectral line-shapes.  
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Fig. 8. Steady-state fluorescence-excitation spectra of (a) perylene in γ-CD (solid line), in THF 
(dotted line) and in n-hexane (dashed line), and (b) anthracene in β-CD (solid line), in THF 
(dotted line) and in n-hexane (dashed line). The spectra are displayed as wavenumber shift 
from 0-0 transition in order to compare the spectral line-shapes.  
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Fig. 6. Steady-state fluorescence (solid line) and fluorescence-excitation (dotted line) spectra 
of perylene (a) in γ-CD nanocavity and (b) in THF. Spectrum of the excitation pulse used in 
the quantum interference measurement is also shown for comparison (shaded area). 
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Fig. 7. Steady-state fluorescence spectra of perylene in γ-CD nanocavity (solid line), in THF 
(dotted line), in n-hexane (dashed line) and in MTHF at 77 K (dash-and-dotted line). The 
spectra are displayed as wavenumber shift from 0-0 transition in order to compare the 
spectral line-shapes.  
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Fig. 8. Steady-state fluorescence-excitation spectra of (a) perylene in γ-CD (solid line), in THF 
(dotted line) and in n-hexane (dashed line), and (b) anthracene in β-CD (solid line), in THF 
(dotted line) and in n-hexane (dashed line). The spectra are displayed as wavenumber shift 
from 0-0 transition in order to compare the spectral line-shapes.  
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Fig. 9. Quantum interference signals (solid line) of perylene in (a) γ-CD nanocavity and in (b) 
THF. Fringe signals (dashed line) are also shown as a measure of relative optical phase. 
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Fig. 10. Electronic dephasing curves of perylene in γ-CD nanocavity (open circles) and in 
THF (open triangles), where the oscillating amplitude of the QI signal is plotted as a 
function of the delay time. The dephasing curves were fitted to a theoretical equation. Solid 
lines are fits of experimental data. 
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Fig. 9. Quantum interference signals (solid line) of perylene in (a) γ-CD nanocavity and in (b) 
THF. Fringe signals (dashed line) are also shown as a measure of relative optical phase. 
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Fig. 10. Electronic dephasing curves of perylene in γ-CD nanocavity (open circles) and in 
THF (open triangles), where the oscillating amplitude of the QI signal is plotted as a 
function of the delay time. The dephasing curves were fitted to a theoretical equation. Solid 
lines are fits of experimental data. 
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1. Introduction  
The design and control of functional molecular machines and devices is one of the 
fascinating and challenging research targets in molecular science (Feringa et al., 2000; 
Kinbara & Aida, 2005; Kay et al., 2007). They were originally inspired from biological 
machines such as ATP synthases (Boyer, 1993; Abrahams et al., 1994) and myosin and 
kinesin (Jülicher et al., 1997). They now include various kinds of artificial molecular 
machines such as transmitters, shuttles, nanocars and logic gates (Balzani et al., 2008), which 
can be driven by external forces at the molecular level. Some of them are not simply sized-
down versions of macroscopic machines and are controlled at the quantum level (Roncaglia 
& Tsironis, 1998). 
Lasers are energy sources over a wide range of wave lengths from mid-infrared to 
ultraviolet, which make it possible to drive various sizes of molecular machines without any 
direct contact. Lasers are expected to play an important role as a source of external forces for 
controlling molecular machines because lasers have various controlling-parameters such as 
central frequencies, pulse shapes, photon polarizations and time differences between two 
pulses (Assion et al., 1998; Gouliemakis et al., 2004). 
Based on coherent control theory (Kosloff et al. 1989; Shi & Rabitz, 1990; Shapiro & Brumer, 
2000), laser pulses can be designed to produce the maximum desired target with minimum 
laser energy (Assion et al., 1998; Rice & Zhao, 2000; Gordon & Fujimura, 2002; Bandrauk et 
al., 2002). Molecular machines can be controlled through coherent interactions between 
lasers and molecules at a quantum level (Hoki et al., 2003). The procedures are sometimes 
called “quantum ignition” for driving molecular motors (Fujimura et al., 2004). The time 
evolution is obtained by solving the time-dependent Schrödinger equation or the Liouville 
equation (Sugawara & Fujimura, 1994; Ohtsuki et al., 1999; Hoki et al., 2001). Application of 
coherent control theory enables extraction of key factors for driving molecular motors with a 
unidirectional motion, though we have to wait for further experimental progress to carry 
out coherent control experiments on artificial molecular machines. In this chapter, we 
present fundamental principles for unidirectional motions of chiral molecular motors driven 
by linearly polarized laser pulses having no photon helicity. 
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present fundamental principles for unidirectional motions of chiral molecular motors driven 
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In Sec. 2, we first clarify the role of molecular chirality. We discuss the mechanism of 
unidirectional motions of chiral motors. For this purpose, it is instructive to mention 
mechanisms of unidirectional motions of bio-motors. In bio-motors, the unidirectional 
motions are explained in terms of so-called nonequilibrium fluctuations of a Brownian 
motion with a saw-toothed ratchet potential (Astumian & Hänggi, 2002; Reimann, 2002). 
Molecular chirality is an essential factor for the unidirectional motion of a rotary motor 
driven by a linearly polarized laser pulse. The motion is basically determined by both the 
asymmetric potential originating from its molecular chirality and a periodic perturbation of 
laser-molecule interactions (Hoki et al., 2003). 
We next present the results of a quantum dynamics simulation of simple, real chiral 
molecules to clarify the mechanism of unidirectional motions. The directional motion is 
determined by molecular chirality, not by the external laser field, which gives periodic 
perturbations to motors. We treat molecular motors in a heat bath by using the Liouville 
equation to demonstrate dephasing effects due to interactions with the heat bath. Here, we 
consider the case in which the magnitude of fluctuation forces causing dephasing is weak 
compared with that of laser-motor interactions. The situation is common for the treatment of 
molecule-laser interactions but different from the case of bio-motors, the dynamics of which 
can be explained in terms of nonequilibrium fluctuations of bath modes. We also present 
results of unidirectional motions obtained by using a pump-dump laser-ignition method 
(Hoki et al., 2004). We finally present a practical method for detecting quantum dynamics of 
molecular motors in real time. 
In Sec. 3, we briefly present results of optimal control for unidirectional motions of chiral 
molecular motors. A local and global control methods were applied to chiral molecular 
motors (Yamaki, 2005; Yamaki, 2008). 
In Sec. 4, we treat a simple molecular machine consisting of two internal rotors, one of 
which is a propeller and the other of which is a motor driven by laser pulses. We discuss the 
mechanism of energy transmission from the motor to the propeller.  
In Sec. 5, we present some future research subjects in laser-driven molecular motors after a 
summary of the chapter.  

2. Unidirectional rotations of molecular motors 
First of all, we define the equation of motion and the Hamiltonian of the light-driven 
molecular motors, which are used throughout this chapter. The system Hamiltonian of a 
molecular motor in the presence of an electric field of light E(t) within the long-wave 
approximation is written as 

 0
ˆ ˆ ˆ( ) ( )SH t H tΓ Γ Γ= − ⋅μ E , (1) 

where 0ĤΓ  is a molecular Hamiltonian that consists of a kinetic energy operator, T̂ and a 
potential energy operator, 0V̂Γ ; ˆ Γμ  is a dipole moment vector; Γ(=S, R) indicates molecular 
chirality, which is sometimes omitted if it is not necessary in the later sections. Explicit 
forms of ˆ ( )SH tΓ  will be defined later. The total Hamiltonian including surrounding effects is 
written as 

 ˆ ˆ ˆ ˆ( ) ( )S SS B SSBH t H t H HΓ Γ Γ= + +  (2) 
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with the bath Hamiltonian ˆ
BH and the motor-bath interaction Hamiltonian ˆ

SBHΓ . We can 
obtain results of interactions between the motor and laser pulses as a special case. The 
quantum dynamics of the molecular motors can be generally described by the time-
dependent Liouville equation given as 

 ˆˆ ˆ( ) ( ) ( )i t L t t
t
ρ ρΓ Γ Γ∂

=
∂

, (3) 

where ˆ ( )tρΓ  denotes the density operator of molecular motors in the heat bath, and  
ˆ ˆ( ) [ ( ), ]L t H tΓ Γ=  with commutator ,⎡ ⎤⎣ ⎦ . The time-dependent coupled equation (3) is solved 

numerically with an initial condition ˆ (0)ρΓ  given by the Boltzmann distribution at 
temperature T. 

2.1 Molecular chirality and periodically perturbed chiral molecular motors 
One of the ideas for creating unidirectional motions is shown in the upper panel of Fig. 1. 
Consider a saw-toothed ratchet potential V0(φ). The potential V0(φ) is characterized by the L 
periodicity as V0(φ) = V0(φ+L), and by the broken spatial symmetry that is expressed as 
V0(φ−c) ≠ V0(−φ+c) for any c. The asymmetric static potential energy V0(φ) is not sufficient to 
create unidirectional motion of the system, and one of the typical ratchet systems introduces 
a time-correlated tilting force f(t), which is known as a nonequilibrium fluctuation of a 
Brownian motion. As shown in the upper-left panel of Fig. 1, when the force is negative, a 
mass point falls down to the left side. On the other hand, when the force is positive, the 
mass point falls down to the right side. In this way, by combining static asymmetric 
potential V0(φ) and unbiased force such that the time average of f(t) equals zero, a 
unidirectional motion in the system can be obtained. Here, the direction is determined by 
the shape of the static asymmetric potential energy V0(φ), and the mass point moves in the 
intuitive direction in which the slope to climb is gentle. 
A rotary motion of a chiral molecule can also be characterized by asymmetric potential 
energy. Consider an idealized chiral molecule with two rigid groups, A and B, as shown in 
Fig. 2. Here, the mass of A is set to be heavy compared with that of B, and A is taken as the 
body and B is taken as the rotating group. These two groups are connected to each other by 
a single bond, and the rotary motion is described in terms of coordinate φ. We call a pair of 
the chiral molecules (S)- and (R)-motors in this paper. The potential energy of rotation VΓ(φ) 
with Γ= S or R is characterized by an asymmetric potential, and the potential energy satisfies 
VS(φ) = VR(−φ) since the two motors (S) and (R) have mirror image. The rigid group B has 
plus and minus extremities to create an electric dipole moment. Therefore, the lowest-order 
interaction energy between the dipole moment and an oscillating electric field with a linear 
photon polarization can be written as cos(φ) f(t). We note that a linearly polarized light has 
no photon helicity, i.e., no photon angular momentum. 
The time-dependent effective potential energy of the rotary motion under an oscillating electric 
field is schematically shown in the lower panel of Fig. 1. The major difference from the above-
mentioned tilting ratchet is that the chiral molecule is periodically perturbed, and the entire 
effective potential has L periodicity as VΓ(φ,t) = VΓ(φ + L,t). In contrast to the case of the tilting 
ratchet, it is not always obvious whether the system creates a unidirectional motion or not, 
although the same rotational direction as that in the upper panel in Fig. 1 is expected. In the next 
subsection, we examine the direction of the rotary motion by using a real model molecule. 
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Fig. 1. Upper panel: a model for unidirectional Brownian motions. Lower panel: a model for 
unidirectional motions of a chiral molecular motor induced by a linearly polarized laser 
pulse. 
 

 

Fig. 2. A simplified model for chiral molecular motors, (S)- and (R)-motors, which are mirror 
images of each other. They have two rigid groups, A and B. The parameter φ denotes the 
rotational angle between A and B. 

2.2 Quantum dynamics simulation of a chiral molecular motor 
We chose (R)-2-chloro-5-methylcyclopenta-2,4-dienecarbaldehyde shown in Fig. 3a as a 
model system. Note that the molecule has a chiral center at the C3 atom. Consider the 
internal rotation of the CHO group around the C2-C3 bond, and the coordinate of the 
rotation φ as the dihedral angle O1-C2-C3-H4. In the molecular frame, the z-axis is chosen 
along the C2-C3 bond, and the x-axis is set toward the H4 atom at a right angle to the z-axis. 
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Fig. 3. (a) (R)-2-chloro-5-methylcyclopenta-2,4-dienecarbaldehyde as a chiral molecular 
motor. The aldehyde (-CHO) group is an motor driven by a laser pulse. (b) The ground state 
potential of (R)- and (S)- motors as a function of dihedral angle φ. (c) Cartesian components 
of the dipole moment vector in the molecular frame (x,y,z). Reproduced with permission 
from J. Chem. Phys., 119, 12393 (2003). 

Consider a quantum dynamics of the motor in the electronic ground state since the 
frequency of the laser used is in the far-IR range. The model system has the following 
essential properties: (i) owing to molecular chirality, the potential energy function VΓ(φ) is 
asymmetric such that VS(φ − c) ≠ VS(−φ + c) for any c, (ii) there is angle-φ dependency of the 
dipole moment vector because of the sufficient electronegativity of the O1 atom, and (iii) 
because the rotational constants of the molecule are large enough, the effects of the entire 
rotation of the molecule can be ignored. Therefore, the molecule interacting with a linearly 
polarized electric-field component of laser pulses can be a realistic model of the periodically 
perturbed ratchet system. 
Molecular parameters were calculated by using the GAUSSIAN 98 package of programs 
(Frisch et al., 1998) with the 6-31G* basis set and the MP2 method. The moment of inertia I is 
estimated as 17.6 amu Å2. The rotational constants are 1.97, 1.16 and 0.79 GHz, the time scale 
of which is sufficiently large to safely ignore the rotational effects of the entire molecule, or 
treat them classically. The potential energy curves for (R)- and (S)-motors shown in Fig. 3b 
were evaluated at each dihedral angle φ, where all the other structural parameters were 
optimized. It can be seen that these potential curves are asymmetric with respect to φ and 
are mirror images of each other. As can be seen from the optimized structure for the (R)-
motor, the rotation in the negative direction of φ has a gentle slope compared to that of the 
positive direction and vice versa in the relation for the (S)-motor. These are well-known 
properties of a chiral molecule. 
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Fig. 1. Upper panel: a model for unidirectional Brownian motions. Lower panel: a model for 
unidirectional motions of a chiral molecular motor induced by a linearly polarized laser 
pulse. 
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Figure 3c shows three computed Cartesian components of the dipole moment of the (R)-
motor, μxR, μyR and μzR as a function of φ. If a rigid dipole moment rotates in xy-plane, then 
these functions can be expressed in the form of sinusoidal functions as 

 0( ) cos( ) sin( )x yφ μ φ μ φΓ Γ Γ Γ= + +μ e e μ , (4) 

where μΓ and μ0
Γ are constants. It can be seen from Fig. 3c that this is a fairly good 

approximation and μR is about −2.0 Debye. Therefore, the interaction energy with electric 
fields of a few GVm-1 is comparable to the internal rotational barrier height, ΔV=1650 cm-1. 
Assuming an electric field of a z-polarized laser pulse as 

 Z(t) (t)cos( t)ω= fE e , (5) 

the effective potential in Eq. (1) becomes 

  0V ( ) ( ) (t) V ( ) (t) sin( )cos( )cos t (t)φ φ φ μ α φ γ ωΓ Γ Γ Γ Γ− ⋅ = − + − ⋅fμ E μ E . (6) 

Here, α and γ are the Euler angles between the molecular frame xyz and the laboratory 
frame XYZ. The last term is a constant with respect to the variable φ and does not make any 
contribution to the dynamics of the molecular motor. The second term is the time-correlated 
periodic function of φ, which rocks the potential energy function VΓ(φ) as shown in the 
lower panels of Fig. 1. 
Let us now consider the rotational dynamics including motor-bath interactions. Equation (3) 
can be reduced to a so-called Lindblad-type equation (Lindblad, 1976) by assuming the bath 
consists of harmonic oscillators and the motor-bath interaction is given in the first order of 
displacements for both bath motor coordinates as 
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where ˆ ( )tρΓ is the reduced density operator of the motor and the system–bath coupling is 
phenomenologically introduced by the interaction operator ˆ

nAΓ . 
We set the interaction operator ˆ

nAΓ  to 1 1n nn a n n b nΓ Γ Γ ΓΓ Γ+ + + . That is, only inelastic 
scattering processes were taken into account and elastic interactions were ignored. To semi-
quantitatively discuss relaxation effects, both the interaction parameters an and bn were set to 
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where En denotes the nth eigenstate of the motor in the ground state, and τ0 is relaxation 
time from n = 1 to 0. Condition (8a) assures detailed balance of the system at temperature T, 
and condition (8b) specifies the relaxation time such that the more the system is excited, the 
faster the energy relaxes. The quantum master equation, Eq. (7), was solved by means of the 
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split operator and a finite difference method with a fast Fourier transform algorithm using 
256 grids for φ. 
In order to discuss the dynamics of molecular motors in a quantum mechanical way, we 
now introduce an angular momentum operator for the internal rotation −iħ(∂/∂φ). An 
expectation value of the angular momentum operator at time t in the coordinate 
representation is defined as 

 ( ) ( )( ) , ;t d d i t
π π
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The instantaneous angular momentum of an ensemble of randomly oriented motors, 
averaged over all of the Euler angles Ω(α,β,γ), ( )tΓ

Ω
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was calculated as an index of rotations of motors. The above integration was computed by 
the trapezoidal rule with 16 grid points for α and 64 grid points for γ. 
Let us apply a linearly polarized electric field, Eq. (5) with the envelop function f(t), 
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Here, the pulse length tp is 30 ps and the central frequency ω is 124 cm-1. The frequency is 
related to the frequency of a normal vibration which localizes to the torsion of the aldehyde 
group. The maximum amplitude of the electric field E0 is set to 3.4 GVm-1. Thus, the 
maximum difference of the dipole interaction energy, which is 2μΓE0, is larger than the 
barrier height of the potential energy ΔV ≈ 1,600 cm−1, and the wave packet of the motor can 
overcome the barrier even if the frequency of the laser is non-resonant to anharmonic 
potential energy function VΓ(φ). 
Figure 4 shows the time evolution of instantaneous angular momentum of randomly 
oriented molecular motors with initial density being set to the Boltzmann distribution at 
T = 150 K. The axis on the left-hand side denotes angular momentum in units of ћ, and the 
axis on the right-hand side denotes angular frequency in units of Hz. In Fig. 4, we obtained 

( )R t
Ω

 ≈ −1.6ћ for (R)-motors and ( )S t
Ω

 ≈ 1.6ћ for (S)-motors after application of the 

laser pulse. In the absence of a relaxation process (τ0=∞) as a special case, ( )tΓ

Ω
 reaches 

the maximum value at around the pulse peak and maintains a certain value even after the 
pulse is turned off. This means that the motion created is not a pendulum one but a 
unidirectional rotation across the potential barrier. It should also be noted that rotational 
directions of randomly oriented motors are opposite in (R)- and (S)-motors. If molecules do 
not have chirality, the angular momentum becomes zero. Here, an achiral motor is obtained 
by substituting a methyl group of the motor with a chlorine atom and its potential becomes 
symmetric as VR(φ) = VS(φ). 
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where En denotes the nth eigenstate of the motor in the ground state, and τ0 is relaxation 
time from n = 1 to 0. Condition (8a) assures detailed balance of the system at temperature T, 
and condition (8b) specifies the relaxation time such that the more the system is excited, the 
faster the energy relaxes. The quantum master equation, Eq. (7), was solved by means of the 
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split operator and a finite difference method with a fast Fourier transform algorithm using 
256 grids for φ. 
In order to discuss the dynamics of molecular motors in a quantum mechanical way, we 
now introduce an angular momentum operator for the internal rotation −iħ(∂/∂φ). An 
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Here, the pulse length tp is 30 ps and the central frequency ω is 124 cm-1. The frequency is 
related to the frequency of a normal vibration which localizes to the torsion of the aldehyde 
group. The maximum amplitude of the electric field E0 is set to 3.4 GVm-1. Thus, the 
maximum difference of the dipole interaction energy, which is 2μΓE0, is larger than the 
barrier height of the potential energy ΔV ≈ 1,600 cm−1, and the wave packet of the motor can 
overcome the barrier even if the frequency of the laser is non-resonant to anharmonic 
potential energy function VΓ(φ). 
Figure 4 shows the time evolution of instantaneous angular momentum of randomly 
oriented molecular motors with initial density being set to the Boltzmann distribution at 
T = 150 K. The axis on the left-hand side denotes angular momentum in units of ћ, and the 
axis on the right-hand side denotes angular frequency in units of Hz. In Fig. 4, we obtained 
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laser pulse. In the absence of a relaxation process (τ0=∞) as a special case, ( )tΓ

Ω
 reaches 

the maximum value at around the pulse peak and maintains a certain value even after the 
pulse is turned off. This means that the motion created is not a pendulum one but a 
unidirectional rotation across the potential barrier. It should also be noted that rotational 
directions of randomly oriented motors are opposite in (R)- and (S)-motors. If molecules do 
not have chirality, the angular momentum becomes zero. Here, an achiral motor is obtained 
by substituting a methyl group of the motor with a chlorine atom and its potential becomes 
symmetric as VR(φ) = VS(φ). 
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Fig. 4. Temporal behaviours of the instantaneous angular momentum of randomly oriented 
(R)-motors (solid lines) and those of (S)-motors (dotted lines) at T =150 K. τ0 denotes the 
relaxation time the first excited vibrational state to the ground state. Reproduced with 
permission from J. Chem. Phys., 119, 12393(2003). 

Figures 4 also shows the relaxation effects on ( )tΓ

Ω
. The relaxation time τ0 from the first 

excited vibrational state to the ground state is taken as a relaxation parameter. In the 
simulation, we assumed the system is weakly fluctuating by neglecting ultrafast inertial 
effects. Such a condition can be realized considering that the molecules are surrounded by 
solvent cage molecules or imbedded in rigid solvents under low temperature conditions. 
Strong τ0 dependence can be seen in Fig. 4, which is mainly due to the assumption that 
effective relaxation times were taken to be proportional to ΔV, being shorter than that of τ0 
by about two orders. One of the possibilities to drive rotation continuously is to supply laser 
pulses repeatedly to recover the loss of energies and accelerate the rotation. 
Figure 5 shows the effective potential and rotational wave packets of the (R)-motor at 
several specific Euler configurations to qualitatively understand its unidirectional motion. 
The Euler angle α was fixed at 0.5π to give the maximum interaction between the dipole 
moment vector and the photon polarization vector. The amplitude of the electric field was 
the same as that in Fig. 4. The rotational wave packet was initially localized around the 
stable configuration, φ ≈ 0. It can be seen from Fig. 5 that the initial rotational wave packet at 
the configuration γ = 0 at ωt = π or γ = π at ωt = 0 moves toward the left-hand side with a 
gentle slope when the wave packet is rocked by a strong pulsed laser. On the other hand, 
Figs. 5c and 5d show that the rotational wave packet rocked by a pulsed laser at the 
configuration γ = ±0.5π cannot obtain sufficient angular momentum to cross the potential 
barrier after the laser pulse is turned off. The origin of the unidirectional motion is the 
asymmetry of the rotational potential. The linearly polarized laser pulse acts as a kick to the 
molecular motor. The initial angular momentum is large enough to determine the rotation 
toward the gentle slope of the rotational potential after the application of laser pulse. 
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Fig. 5. A schematic view of a localized torsional wave packet on the effective potential of an 
(R)-motor fixed at a specific Euler angle γ and time ωt. The effective potential is constructed 
from the torsional potential and time-dependent periodic interaction between the chiral 
motor and laser pulse. Reproduced with permission from J. Chem. Phys., 119, 12393(2003). 

2.3 Femtosecond pump–dump laser-ignition method 
In this subsection, we describe another method called the pump-dump laser-ignition 
method for driving unidirectional motions of chiral molecular motors (Hoki et al., 2004). 
Figure 6 shows the control scheme. A femtosecond vis/UV pump pulse denoted by (1) 
creates a wave packet in an electronic excited state Vg

Γ. When the wave packet moves along 
the potential energy surface (PES) and reaches an appropriate position, it is dumped to the 
electronic ground state Vg

Γ by applying the second pulse (2). In the dumping process, the 
kinetic energy of the rotary motion is conserved before and after the dumping process as a 
result of the Franck–Condon principle. Therefore, the pump–dump laser excitation can 
ignite a unidirectional motion of the rotational wave packet because the wave packet has a 
certain kinetic energy to overcome its activation barrier height in the ground state Vg

Γ. 
Because the electronic state is altered as Vg

Γ → Ve
Γ → Vg

Γ, by the pump–dump pulse 
sequences, this mechanism has an analogy to that of the flushing ratchet system. However, 
in the pump-dump laser-ignition method, quantum dynamics of wave packets of chiral 
motors are utilized for determining unidirectional motions as shown below. 
The rotational direction is characteristic of the chirality of the molecular rotor. As shown in 
Fig. 6, the direction is determined by the gradient of Ve

Γ around its Franck–Condon region, 
and the gradient can be estimated using quantum chemistry calculations. We call this 
motion in the direction of rotation a regular rotation. If the molecule has a symmetric plane 
as in the case of an achiral molecule, the gradient should be zero. Therefore, an achiral 
molecule cannot produce unidirectional motion using a linearly polarized laser. As shown 
in Fig. 6, on the other hand, from symmetry considerations, the gradient has opposite signs 
between the (R)- and (S)- motors. 
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Figure 6 shows the control scheme. A femtosecond vis/UV pump pulse denoted by (1) 
creates a wave packet in an electronic excited state Vg

Γ. When the wave packet moves along 
the potential energy surface (PES) and reaches an appropriate position, it is dumped to the 
electronic ground state Vg

Γ by applying the second pulse (2). In the dumping process, the 
kinetic energy of the rotary motion is conserved before and after the dumping process as a 
result of the Franck–Condon principle. Therefore, the pump–dump laser excitation can 
ignite a unidirectional motion of the rotational wave packet because the wave packet has a 
certain kinetic energy to overcome its activation barrier height in the ground state Vg

Γ. 
Because the electronic state is altered as Vg
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sequences, this mechanism has an analogy to that of the flushing ratchet system. However, 
in the pump-dump laser-ignition method, quantum dynamics of wave packets of chiral 
motors are utilized for determining unidirectional motions as shown below. 
The rotational direction is characteristic of the chirality of the molecular rotor. As shown in 
Fig. 6, the direction is determined by the gradient of Ve

Γ around its Franck–Condon region, 
and the gradient can be estimated using quantum chemistry calculations. We call this 
motion in the direction of rotation a regular rotation. If the molecule has a symmetric plane 
as in the case of an achiral molecule, the gradient should be zero. Therefore, an achiral 
molecule cannot produce unidirectional motion using a linearly polarized laser. As shown 
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Fig. 6. Scheme for a pump-dump laser-ignition: an (S)-motor (left) and an (R)-motor (right).  

The time evolution of the molecular motor is determined by the time-dependent 
Schrödinger equation within the two-electronic state (the electronic ground and excited 
states) model  

 
ˆ( ; ) ( ; )( ) ( ) ( )

ˆ( ; ) ( ; )( ) ( ) ( )
g gg ge

e eeg e

t tT V t
i

t t tt T V

ψ φ ψ φφ φ

ψ φ ψ φφ φ

⎛ ⎞+ − ⋅⎛ ⎞ ⎛ ⎞∂ ⎜ ⎟=⎜ ⎟ ⎜ ⎟⎜ ⎟ ⎜ ⎟⎜ ⎟∂ − ⋅ +⎝ ⎠ ⎝ ⎠⎝ ⎠μ

μ E

E
, (12) 

where μge(φ) (=μeg(φ)) is the transition dipole moment between the two states, Vn(φ) is the 

potential energy in the electronic state n (n = g and n = e ) and 
2 2

2
ˆ

2
T

I φ
∂

= −
∂

 with moment of 

inertia I was assumed to be common in both electronic states. E(t) is the electric field of 
vis/UV laser. ψn(φ; t) is the nuclear wave packet. 
The electric field of the linearly polarized pump laser with central angular frequency ωp and 
the linearly polarized dump laser with ωd is expressed as 
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In order to estimate the magnitude of rotary motion of the motor, quantum-mechanical 
expectation value of the angular momentum in the electronic ground state ℓg(t),  
defined as 
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Figure 7 shows the result of ab initio calculation of (R)-2-methylcyclopenta-2,4 
dienecarbaldehyde in S0 and S1. The fully relaxed geometrical structure of the molecule was 
calculated at the MP2/6-31+G** level of theory at each point of the chosen reaction 
coordinate φ. The potential energy in the electronic ground-state S0 and that in the first 
excited singlet state S1 were calculated by means of multi-configuration methods (Ross, 
1989).  
 

 

Fig. 7. (a) Potential energies in the ground and first excited singlet states of (R)-2-methyl-
cyclopenta-2,4-dienecarbaldehyde. (b) Transition moments as a function of φ. Reproduced 
with permission from J. Phys. Chem. B, 108, 4916 (2004).  

Figure 7a shows the PESs of the (R)-motor in S0 and S1. Because the S1 PES slope in the 
Franck–Condon region is negative, a wave packet created by a pump pulse would run with 
a positive angular momentum. Note that the minimum energy position in the ground state 
is slightly shifted in a positive direction. This is reflected in the geometry of the molecule by 
a slight bend of the aldehyde group toward the methyl group by about 7 degrees. 
We now apply the pump–dump laser-ignition method to drive a rotation of the –CHO 
group of (R)-2-methyl-cyclopenta-2,4-dienecarbaldehyde. To analyze the rotational 
dynamics, we solved the time-dependent Schrödinger equation (12) by means of the split-
operator method with the help of an FFT algorithm using 256 grid points for φ. Here, the 
motor–laser interaction, −μge(φ)·E(t) was treated numerically using Pauli matrices (Choi, 
1989). 
The upper panels a, b, and c in Fig. 8 show the time evolution of the rotational wave packets 
created in S0 by applying the pump–dump laser-ignition method. We omitted wave packets 
trapped in the S0 potential well because they do not evolve after the dump pulse is turned 
off. Here, the parameters of pulses used were Ap = Ad = 1010 V/m, Tp = Td =100 fs, tp = 50 fs, 
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Fig. 6. Scheme for a pump-dump laser-ignition: an (S)-motor (left) and an (R)-motor (right).  
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td = 180 fs, ωp = 34,300 cm−1, and ωd = 32,800 cm−1. The initial state was set on the lowest 
rotational level in the electronic ground state. It can be seen that in the early stage of the 
time evolution, the motor takes about 550 fs for one cycle, which corresponds to angular 
frequency ω of 1.1×1013 s−1. From an analogy to classical mechanics, ℓ ≈ ωI and the 
expectation value of the angular momentum of the motor is estimated to be ℓ ≈ 31 ħ. 
 

 

Fig. 8. Quantum dynamics behaviors of (R)-2-methyl-cyclopenta-2,4-dienecarbaldehyde, 
which were induced by a pump-dump laser-ignition method. Reproduced with permission 
from J. Phys. Chem. B, 108, 4916 (2004). 

An interesting feature appears in panel b where the rotational wave packet is split into two 
wave packets. These wave packets converge to a single one again after about 1,500 fs, as 
shown in panel c. Panel d shows that the time-dependent expectation value of the angular 
momentum ℓg(t) can be divided into three regions, a, b and c, within rephrasing time of 
about 17,000 fs. These three regions are the same as those in the upper panels. 
This feature can be explained by a free rotor model, where the eigenfunction is 

( )1 2 exp imπ φ  with eigenvalue εm = ħ2m2/2I. The wave packet ψg(φ,t) can be expressed as 

 ( ) ( )1; exp exp
2
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g m m
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Here, the coefficient Cm which represents the probability amplitude of the rotational 
quantum number m is determined at the time when the dump pulse is applied. Under the 
condition of a localized distribution of the angular momentum, the wave packet at half of 
the rephrasing time, πI/ħ, can be expressed (Hoki et al., 2004) as 

 ( ) ( ) ( )1 1; exp ; 0 exp ; 0
4 42 2g g g
i it I t tπ πψ φ π ψ φ ψ φ π⎡ ⎤ ⎡ ⎤= = − = + − =⎢ ⎥ ⎢ ⎥⎣ ⎦ ⎣ ⎦

 (17) 

This expression indicates that the wave packet splits into two parts with the same 
magnitudes at half of the rephrasing time. The rephrasing time in the present motor system 
is roughly estimated to be 2πI/ħ = 17,000 fs, which is the same order as the numerically 
evaluated one, as shown in panel c. This explains why the splitting of the rotational wave 
packet into two parts takes place in panel b. 

2.4 Method for detecting quantum dynamics of molecular motors in real time 
In the preceding subsections, we adopted a quantum-mechanical expectation value of 
angular momentum to theoretically prove rotary motions of chiral molecular motors. 
However, it is not so simple to experimentally detect the expectation values of angular 
momenta of neutral molecular motors by using optical or magnetic methods. In this 
subsection, we briefly refer to observation of ultrafast motions of molecular motors in real 
time. There are several spectroscopic methods for observation of nuclear motions on 
reaction potential surfaces in the field of so-called femtosecond chemistry (Potter et al., 1992; 
Zewail & Bernstein, 1992). In this subsection, we adopt a time- and frequency-resolved 
ionization method. We show by using a time-frequency-resolved ionization simulation that 
the results obtained in Sec. 2.3 can be experimentally observed. The method consists of a 
femtosecond probe pulse of central frequency ω3 for ionization of molecular motors in a 
nonstationary state in addition to pump and dump pulses. Ionization signals are plotted as a 
function of ω3 after fixing a delay time t3 between the dump and probe pulses. 
Figure 9 shows calculated time-frequency-resolved spectra I(ω3,t3) of (R)-2-methyl-
cyclopenta-2,4-dienecarbaldehyde (Hoki et al., 2004). The pulse duration was set to 100 fs, 
and the maximum value of the pulse amplitude was set to a small value (107 Vm-1) in order 
to satisfy a one-photon ionization in a weak field limit. We can see an oscillatory behavior of 
the spectrum at ω3 = 60,900 cm-1 corresponding to the ionization potential around φ = 0. 
Figure 9 shows wave packet motions of the molecular motor in the ground state. The time 
evolution of the intensity peaks reflects the energy of the ionization potential as a function of 
φ (Hoki et al., 2004). The time for one cycle oscillation was estimated to be 540 fs since two 
peaks of the oscillation are located at 380 and 920 fs. 
The method for the time- and frequency-resolved spectrum described above can be applied 
to detect molecular motor dynamics not only for pump-dump laser-ignition method but also 
those for other methods described in this chapter. 

3. Optimal control of unidirectional motions 
There are two types of theoretical methods for designing optimal laser pulses. One is a local 
control method and the other is a global control method (Gordon & Fujimura, 2002). Here, 
“local” means that maximization of the target is carried out at each time. Therefore, the 
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Here, the coefficient Cm which represents the probability amplitude of the rotational 
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the results obtained in Sec. 2.3 can be experimentally observed. The method consists of a 
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nonstationary state in addition to pump and dump pulses. Ionization signals are plotted as a 
function of ω3 after fixing a delay time t3 between the dump and probe pulses. 
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peaks of the oscillation are located at 380 and 920 fs. 
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“local” means that maximization of the target is carried out at each time. Therefore, the 
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Fig. 9. Time-frequency-resolved spectra I(ω3,t3) of (R)-2-methyl-cyclopenta-2,4-
dienecarbaldehyde. Reproduced with permission from J. Phys. Chem. B, 108, 4916 (2004). 

algorithm is quite simple, and only one-sided propagation, forward or backward 
propagation, is needed to solve the time-dependent Schrödinger equation. A global control 
method is, on the other hand, general and both forward and backward propagations have to 
be carried out. However, it can be applied to any dynamical systems, though sometimes 
converging problems arise. 

3.1 Local control of a molecular motor  
In the local control method, electric field of laser pulses E(t) is given as 

 ˆ ˆ( ) 2 Im ( ) ( )t A t W t= − Ψ ΨE μ , (18) 

where A is a regulation parameter of the laser intensity, and Ŵ  is the target operator. 
Substituting 0( ) 0tΨ =  into Eq. (18), we obtain an electric field E(t0) using Eq. (18) at the 
initial time t0. Solving the time-dependent Schrödinger equation with the initial condition of 

0( )tΨ , we obtain a wave function after an infinitesimally increased propagation time. With 
this form, the procedure described above is repeated until E(tf) at the final time tf is obtained. 
The locally optimized electric field E(t) guarantees a monotonic increase in the expectation 
value of the target operator Ŵ  if it commutes with the molecular Hamiltonian, i.e., 

0
ˆˆ ,H W⎡ ⎤

⎣ ⎦ = 0. This condition can be satisfied when the target operator has the form of 
ˆ

nW n w n=∑ , where n  is an eigenstate of 0Ĥ  and wn is a waiting factor. 
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Consider a quantum control which yields a unidirectional rotational state T  from the 
ground state 0 . Unfortunately, we cannot set the target operator proportional to a projector 
T T  because the projector does not commute with the Hamiltonian 0Ĥ . To overcome this 

difficulty, we make use of time-reversal symmetry of the time-dependent Schrödinger 
equation. We design the locally optimal electric field E(t) by carrying out backward 
propagation starting from the target state T  to yield the initial state 0  as much as possible. 
By doing so, we can set our target as the form of nn w n∑ , where the waiting factor wn 
should satisfy condition wn−1 > wn to ensure sequential population transfer to the ground state 
0 . Once the optimized electric field is determined, the motor dynamics is evaluated by 

solving the time-dependent Schrödinger equation (18) in the forward propagation. 
We now apply the local control procedure described above to (R)-2-chloro-5-methyl-
cyclopenta-2,4-dienecarbaldehyde. We construct the target state by using two eigenstates as 

( 66 65 ) / 2T i= +  for a counter-intuitive rotation toward the steep slope of the 
potential energy curve and ( )66 65 / 2T i= −  for an intuitive rotation toward the 
gentle slope of the potential energy curve. These two eigenstates are chosen because (i) the 
eigen energy of the 65th and 66th molecular states is higher than the potential barrier of 
1,500 cm−1 and (ii) the energy difference is less than 0.001 cm−1, so that these states 
practically degenerate in our observation time and correspond to the quantum number of 
m = ±33 of a free rotation system. 
 

 

Fig. 10. (a) Instantaneous angular momentum of the (R)-motor driven by a local control 
method for the intuitive rotation and (b) for the counter-intuitive rotation. Reproduction 
with permission from Phys. Chem. Chem. Phys., 7, 1900 (2005). 
Figure 10 shows time-dependent behaviors of the instantaneous angular momentum ℓ(t) of 
the (R)-motor molecule defined in Eq. (15), where the direction of the linearly polarized 
electric field vector is set to the x-axis. This clearly shows that rotational directions of the 
motor are controlled well, i.e., at the final time of 300 ps, the instantaneous angular 
momentum becomes constant values of about −23ħ and 23ħ in Fig. 10a and 10b, respectively. 
It should be noted that there exists a time difference in the initiation between the intuitive 
and counter-intuitive rotational directions. This is discussed by using the Fig. 11. 
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The figure in the left-hand side of Fig. 11 shows time- and frequency-resolved spectra of the 
locally optimized electric fields, S(ω,t), to rotate the motor in the intuitive and  
counter-intuitive directions shown in Fig. 10. A time- and frequency-resolved spectrum is 
defined as 

 ( ) ( ) ( )
2

,t d g tω τ τ τ= −∫S E , (19) 

where g(t) is a window function. We can see that the electric fields consist of four 
components (ε1, ε2, ε3 and ε4). The first two components, ε1 and ε2, simultaneously operate at 
the initial stage of motor initiation (0–160 ps). The third component, e3, dominates in the 
low-frequency regime of the rotary motion whose potential is highly anharmonic. The third 
component bridges between the initial stage and the final stage of initiation (180–250 ps) at 
which unidirectional rotation starts. The fourth component, ε4, accelerates the rotary motion. 
The frequency of this component is around 60 cm−1, which is close to the frequency 
difference between two quasi-degenerate pairs n = 63, 64 and n = 65, 66. 
Two features appear in the initial two components ε1 and ε2. One feature is that ε1 consists of 
a central frequency of about 60 cm−1 and ε2 consists of a central frequency of 120 cm−1; that 
is, the latter is twice the former. This feature reflects optical transitions between eigenstates 
of a chiral molecule: the dipole moment of the chiral molecule is proportional to cosφ and 
the transition moment between the kth and lth eigenstates involves both odd and even 
quantum transitions since the minimum of the asymmetric potential energy function is 
slightly shifted in the minus direction as can be seen in Fig. 3b because of the molecular 
chirality. The other feature is that the frequencies in both components are expressed by a 
negative chirp behavior. The negative chirp form of the electric fields originates from a 
gradual decrease in the frequency difference between two transitions with n = 0–16. 
 

 

Fig. 11. (Left) Time- and frequency-resolved spectra of the locally optimized electric fields, 
S(ω,t), for (a) intuitive and (b) counter-intuitive directions. (Right) Time-dependent 
populations under the designed electric field Ex(t) for (a) intuitive and (b) counter-intuitive 
directions. Reproduced with permission from Phys. Chem. Chem. Phys., 7, 1900 (2005). 
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To clarify the mechanism of unidirectional rotation under the condition of irradiation of 
controlled laser pulses, we examined when unidirectional motion begins. In the right-hand 
side of Fig. 11, time-dependent populations under the designed electric field Ex(t) are 
shown. We can see that a bunch of eigenstates { n } make a significant contribution to 
creation of a linear combination to compose the unidirectional rotational state. This is 
mainly due to the effect of the potential of the chiral motor. The intuitive rotation begins at 
about t = 240 ps, while the counter-intuitive rotation begins at about t = 260 ps. The 
difference of 20 ps between these two rotations corresponds to about 1.1 cm−1. This 
frequency is close to the difference in frequency between the two eigenstates n = 57 and 58. 
This indicates that the direction of rotation is determined by the phase of a coherent 
superposition of rotational eigenstates created by locally optimized electric fields. Therefore, 
the time to change the direction of rotation can be selected by timing of designed pulses. 
We note in Fig. 11 that timing of the ε3 pulse component is different between intuitive and 
counter-intuitive directions. This is the essential factor for determining the rotational 
direction. Figure 10 clearly shows that creation of coherent states, i.e., rotational states in the 
intuitive direction or those in the counter-intuitive direction, depends on the electric fields 
estimated by using local control laser fields. Note that the intuitive rotation is controlled 
earlier than the counter-intuitive rotation by 20 ps. The earlier control of the rotary motion 
in the intuitive direction is related to the fact that the intuitive rotation is induced when a 
non-optimized laser field is applied. 

3.2 Global control of a molecular motor via an excited state 
In this subsection, we present results of application of a global optimization method to 
designing femtosecond pulses for unidirectional rotary motions of a chiral motor through an 
excited state. 
A global control method tailors an electric field E(t) by solving an optimization problem of 
the objective functional 
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Here, Ŵ  is a target operator, tf is control time and A(t) is a regulation function for tuning 
laser intensity. Under the variation condition, δY/δE(t) = 0 for any t in the range [0, tf], an 
expression for the optimal field E(t) is obtained as 
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where ( )tΞ  is the time-dependent Lagrange multiplier that is a backward solution of the 
time-dependent Schrödinger equation with the final condition ˆ( ) ( )f ft W tΞ = Ψ . The 
optimal field is obtained by solving both the time-dependent Schrödinger equation with the 
initial condition ( 0) 0tΨ = =  and that with the final condition. 
Again, we consider (R)-2-methyl-cyclopenta-2,4-dienecarbaaldehyde as a chiral molecular 
motor. The target operator for a unidirectional rotation with a positive angular momentum 
in the ground state, ˆ

gW + , is given in terms of the angular momentum basis set m  as 
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The figure in the left-hand side of Fig. 11 shows time- and frequency-resolved spectra of the 
locally optimized electric fields, S(ω,t), to rotate the motor in the intuitive and  
counter-intuitive directions shown in Fig. 10. A time- and frequency-resolved spectrum is 
defined as 

 ( ) ( ) ( )
2

,t d g tω τ τ τ= −∫S E , (19) 

where g(t) is a window function. We can see that the electric fields consist of four 
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gradual decrease in the frequency difference between two transitions with n = 0–16. 
 

 

Fig. 11. (Left) Time- and frequency-resolved spectra of the locally optimized electric fields, 
S(ω,t), for (a) intuitive and (b) counter-intuitive directions. (Right) Time-dependent 
populations under the designed electric field Ex(t) for (a) intuitive and (b) counter-intuitive 
directions. Reproduced with permission from Phys. Chem. Chem. Phys., 7, 1900 (2005). 
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To clarify the mechanism of unidirectional rotation under the condition of irradiation of 
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where wm ≥ 0 is a weighting factor. In a similar way, the target operator for a unidirectional 
rotation with a negative angular momentum is given as 
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Here, we note that the target operator for the regular rotation of the motor in the ground 
state is given as Eq. (22a) since the momentum created at the Franck-Condon region is 
positive as we discussed in the Sec. 2.3. The target operator for the reverse rotation is given 
as Eq. (22b). 
 

 

Fig. 12. (Left) Results for global control for driving (R)-2-methyl-cyclopenta-2,4-dienecarb-
aldehyde in the regular direction. (Right) Results for driving the motor in the reverse 
direction. Reproduced with permission from Chem. Phys., 347, (2008). 

Figure 12a (left-hand side) shows the instantaneous angular momentum ℓn(t) (n = e or g) for 
the regular rotation which were obtained by using the optimal pulses in Fig. 12b. Here, the 
control time was set to tf = 500 fs and a z-polarized linear electric field was used. The solid 
line denotes the instantaneous angular momentum in the ground state S0, ℓg(t), and the 
dashed line denotes that in the first electronic excited state S1, ℓe(t). At the final time, 
ℓg(tf) ≈ 37ħ was obtained for the regular rotation. The angular momentum ℓe(t) increases 

Quantum Control of Laser-driven Chiral Molecular Motors   

 

151 

faster than ℓg(t) in the early stage, t < 250 fs. This indicates that the direction of the regular 
rotation is determined in S1 as explained in section 2.3. 
Figure 12c shows the time- and frequency-resolved spectrum S(ω,t) for the optimal pulses in 
Fig. 12b. Here, the main components are labeled by s1, s2, s3 and s4. The first component for 
the regular rotation, s1, with the central frequency of 36,400–36,800 cm−1 corresponds to the 
frequency range estimated from differences between Ve(φ) and Vg(φ). The feature of s1 is a 
positive chirping that is the origin of the sharp increase in ℓe(t) between 100 and 250 fs in 
Fig. 12a. The second component, s2, has a central frequency around 35,000 cm−1, which 
corresponds to the energy difference between Ve(φ) and Vg(φ) at φ ≈ 0.3π as well. We note in 
Fig. 12c that the pulse around 100–250 fs has a positive chirp character to control motion of 
the excited wave packet that has a wide distribution of torsional states in S1 with torsional 
quantum numbers v′ = 32–48. Except for the appearance of the chirping element in the 
optimal pulse, the pulses for optimal control of the rotation of the motor in the positive 
direction are basically the same as those obtained by using the pump–dump laser-ignition 
method described in section 2.3. 
Results for optimal control of the motor in the negative direction are shown in the right-
hand side of Fig. 12. At the final time, ℓg(tf) ≈ −24ħ was obtained, the magnitude |ℓg(t)| being 
small compared with that for the regular rotation. The optimal electric field reaches the 
maximum amplitude of ca 50 GVm-1 in the early stage, which is about the same intensity as 
that for the regular rotation. Also, the large amplitude is maintained longer duration than 
that for the regular rotation. These results indicate the complexity in control for reverse 
rotation compared with the results for regular rotation. 
Figure 12c (right-hand side) shows the time- and frequency-resolved spectrum of the 
optimal field for the reverse rotation. It consists of two main components in the optimal 
pulses, labeled s1 and s2. The pulse s1 with central frequency of 36,700 cm−1 causes a coherent 
emission to torsional quantum states in S0 in the early stage, which is a coherent  
Stokes pulse. The other component s2 is a dump pulse and creates a rotational wave packet 
in S0. 
Figure 12d shows the time-dependent population of torsional eigenstates for the reverse 
rotation, v = 0, 1 in S0 and v′ = 48 in S1. Here, v′ = 48 is the dominant resonant state of the 
coherent Stokes scattering process. Figure 12d indicates that a linear combination of v = 0 
and v = 1 is created around t = 100 fs. Note that a quarter of the oscillation period of the 
superposition state is 130 fs, so that the superposition state in S0 could obtain sufficient 
displacement to change the Franck–Condon excitation as shown in Fig. 7. 
It should be noted that a new mechanism for the reverse rotation was found by applying  
a global control method. The direction of the rotational motion is determined by the 
coherent Stokes scattering processes via excited states above energy levels over the 
threshold in S1. 

4. Laser-driven molecular machine 
4.1 Model 
In this section, we present results of a quantum dynamics simulation of a laser-driven 
molecular machine, which is an extension of the chiral molecular motors discussed in the 
preceding sections. Here, we adopt a real molecule, (R)-2-chloro-5-trifluoromethyl-
cyclopenta-2,4-dienecarbaldehyde (cp-Cl-CF3-CHO), as shown in Fig. 13. The molecule 
consists of three units: an aldehyde group (-CHO), a trifluoromethyl group (-CF3) and a 
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where wm ≥ 0 is a weighting factor. In a similar way, the target operator for a unidirectional 
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dashed line denotes that in the first electronic excited state S1, ℓe(t). At the final time, 
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faster than ℓg(t) in the early stage, t < 250 fs. This indicates that the direction of the regular 
rotation is determined in S1 as explained in section 2.3. 
Figure 12c shows the time- and frequency-resolved spectrum S(ω,t) for the optimal pulses in 
Fig. 12b. Here, the main components are labeled by s1, s2, s3 and s4. The first component for 
the regular rotation, s1, with the central frequency of 36,400–36,800 cm−1 corresponds to the 
frequency range estimated from differences between Ve(φ) and Vg(φ). The feature of s1 is a 
positive chirping that is the origin of the sharp increase in ℓe(t) between 100 and 250 fs in 
Fig. 12a. The second component, s2, has a central frequency around 35,000 cm−1, which 
corresponds to the energy difference between Ve(φ) and Vg(φ) at φ ≈ 0.3π as well. We note in 
Fig. 12c that the pulse around 100–250 fs has a positive chirp character to control motion of 
the excited wave packet that has a wide distribution of torsional states in S1 with torsional 
quantum numbers v′ = 32–48. Except for the appearance of the chirping element in the 
optimal pulse, the pulses for optimal control of the rotation of the motor in the positive 
direction are basically the same as those obtained by using the pump–dump laser-ignition 
method described in section 2.3. 
Results for optimal control of the motor in the negative direction are shown in the right-
hand side of Fig. 12. At the final time, ℓg(tf) ≈ −24ħ was obtained, the magnitude |ℓg(t)| being 
small compared with that for the regular rotation. The optimal electric field reaches the 
maximum amplitude of ca 50 GVm-1 in the early stage, which is about the same intensity as 
that for the regular rotation. Also, the large amplitude is maintained longer duration than 
that for the regular rotation. These results indicate the complexity in control for reverse 
rotation compared with the results for regular rotation. 
Figure 12c (right-hand side) shows the time- and frequency-resolved spectrum of the 
optimal field for the reverse rotation. It consists of two main components in the optimal 
pulses, labeled s1 and s2. The pulse s1 with central frequency of 36,700 cm−1 causes a coherent 
emission to torsional quantum states in S0 in the early stage, which is a coherent  
Stokes pulse. The other component s2 is a dump pulse and creates a rotational wave packet 
in S0. 
Figure 12d shows the time-dependent population of torsional eigenstates for the reverse 
rotation, v = 0, 1 in S0 and v′ = 48 in S1. Here, v′ = 48 is the dominant resonant state of the 
coherent Stokes scattering process. Figure 12d indicates that a linear combination of v = 0 
and v = 1 is created around t = 100 fs. Note that a quarter of the oscillation period of the 
superposition state is 130 fs, so that the superposition state in S0 could obtain sufficient 
displacement to change the Franck–Condon excitation as shown in Fig. 7. 
It should be noted that a new mechanism for the reverse rotation was found by applying  
a global control method. The direction of the rotational motion is determined by the 
coherent Stokes scattering processes via excited states above energy levels over the 
threshold in S1. 

4. Laser-driven molecular machine 
4.1 Model 
In this section, we present results of a quantum dynamics simulation of a laser-driven 
molecular machine, which is an extension of the chiral molecular motors discussed in the 
preceding sections. Here, we adopt a real molecule, (R)-2-chloro-5-trifluoromethyl-
cyclopenta-2,4-dienecarbaldehyde (cp-Cl-CF3-CHO), as shown in Fig. 13. The molecule 
consists of three units: an aldehyde group (-CHO), a trifluoromethyl group (-CF3) and a 
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cyclopentadiene with a chlorine atom as a main body. The aldehyde group can be driven by 
laser pulses, but the trifluoromethyl group cannot be because it is optically inactive. In that 
sense, the molecule can be regarded as one of the smallest molecular machines: the motion 
of the aldehyde group as a motor and that of the trifluoromethyl group as a gear or a 
propeller. We note that there is no belt or chain which directly connects the motor and 
blades of the gear in contrast to a macroscopic fan. It would be interesting to see if the 
machine can work by irradiation of laser pulses and to determine how power is transmitted 
from the motor to the running propeller and what the transmission mechanism is if it works. 
 

 

Fig. 13. (R)-2-chloro-5-trifluoromethyl-cyclopenta-2,4-dienecarbaldehyde attached at a 
surface as a molecular machine. The C3 atom is a chiral center. The z-axis is defined to be 
along the C3–C2 bond. R4 denotes an alkyl group. A linearly polarized laser pulse 
propagating along the y-axis Ey(t) is applied. A torsional coordinate of the aldehyde group is 
denoted by φ and that of the trifluoromethyl group is labeled by χ.  Reproduced with 
permission from Phys. Chem. Chem. Phys., 11, 1662 (2009). 

For the sake of simplicity, we treat the quantum dynamics simulation of the molecular 
machine in a two-dimensional model, in which one of the coordinates φ is regarded as that 
of the motor and another χ is regarded as a running propeller. The coordinate φ is defined as 
a dihedral angle of the O1-C2-C3-R4 group and χ  is specified by a dihedral angle of the F7-C6-
C5-C3 group as shown in Fig. 13. The z-axis is defined to be along the C3-C2 bond. The x-axis 
is defined to be on the C2-C3-R4 plane. The cyclopentadiene group, which is the main body 
of the machine, was assumed to be fixed on a surface to reduce the role of entire molecular 
rotations. In the actual simulation, an alkyl group, -R4, is replaced by -H for simplicity. 

4.2 Results of quantum dynamics simulation 
The two-dimensional potential energy surface of the molecular machine in the ground state, 
V(φ, χ), was calculated with B3LYP / 6-31+G** (Becke, 1993) in the Gaussian 03 package of 
programs. All of the other structural parameters were optimized at every two dihedral 
angles. Three components of the dipole moment function, μx(φ, χ), μy(φ, χ) and μz(φ, χ), were 
calculated in the same way as that used for calculation of V(φ, χ). Quantum chemical 
calculation shows strong φ dependence in μx(φ, χ) and μy(φ, χ), while χ dependence is fairly 
small. This indicates that the motion of φ is optically active but that of χ is not. The z 
component μz (φ, χ) was nearly constant so that the interaction term is negligible. Thus, 
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μ(φ, χ) can be expressed in the same analytical form as Eq. (4) with an amplitude 
μ = 2 Debye. Moments of inertia were assumed to be constant at the most stable molecular 
structure, Iφ  = 2.8×10-46 kg·m2 and Iχ = 1.5×10-45 kg·m2. Iχ is about five-times heavier than Iφ. 
Figure 14 shows the results of quantum dynamical calculations of the light-driven molecular 
machine at a low temperature limit. Figure 14a shows the electric field of the pulse which is 
given as ( ) ( )cos( ) yω=E et f t t with envelope function f(t) given by Eq. (11). Here, ey is the unit 

vector along the y-axis as is defined in Fig. 13; frequency ω = 45 cm-1 was taken as a central 
frequency of a pulse; E0 = 3.7 GVm-1 was taken as the amplitude of the envelope function f(t) 
and tp = 30 ps was taken as pulse length. 
Figure 14b shows the instantaneous angular momenta, ˆ ˆ( ) [ ( )]L t Tr tφ φ ρ=  (in red) and 

ˆ ˆ( ) [ ( )]L t Tr tχ χ ρ=  (in blue), of the motor and propeller of the machine, respectively. We also 
defined “expectation values of rotational angles φ and χ ”, φ(t) and χ(t), as indexes of the 
rotations, 
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They are shown in Fig. 14c in red and blue, respectively. We can clearly see correlated 
behaviors between the motor and propeller. We can also see how the rotational power is 
transmitted from the motor to the propeller. The molecule really acts as a single molecular 
machine. 
The dynamic behaviors shown in Fig. 14 can be divided into three stages: early, transient 
and steady stages. In the early stage with the time range of 0 – 13 ps that ends just before the 
light pulse peak, the motor is subjected to a forced oscillation with large amplitudes in the 
torsional mode, which is induced by the light pulse, while the propeller just oscillate around 
the most stable structure with its small amplitudes. In other words, “idling” operates in this 
stage. This stage can be described by the one-dimensional model: as is the case with Sec. 2.2, 
it starts to rotate toward the gentle slope side of the asymmetric potential of the chiral 
molecule. In the transient stage where a bump is located in φ(t), the rotational direction of 
the motor is changed. Then χ(t) starts to increase, i.e., the propeller start to rotate. The 
rotational directions of the motor and propeller are opposite. This indicates that the 
aldehyde group and trifluoromethyl group play the role of a bevel gear at the molecular 
level, although they are not close to each other so as to have direct interactions as can be 
seen in macroscopic bevel gears. In the stationary stage after the pulse vanishes, the motor 
and propeller continue to rotate with a constant motion since there are no dephasing 
processes included. 
Figure 14d shows the time-dependent expectation values of the following energies:  
the potential energy, ˆ ˆ( ) [ ( )]V t Tr V tρ= , the kinetic energies, ˆ ˆ( ) [ ( )]T t Tr T tφ φ ρ=  and 
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transmitted from the motor to the propeller. The molecule really acts as a single molecular 
machine. 
The dynamic behaviors shown in Fig. 14 can be divided into three stages: early, transient 
and steady stages. In the early stage with the time range of 0 – 13 ps that ends just before the 
light pulse peak, the motor is subjected to a forced oscillation with large amplitudes in the 
torsional mode, which is induced by the light pulse, while the propeller just oscillate around 
the most stable structure with its small amplitudes. In other words, “idling” operates in this 
stage. This stage can be described by the one-dimensional model: as is the case with Sec. 2.2, 
it starts to rotate toward the gentle slope side of the asymmetric potential of the chiral 
molecule. In the transient stage where a bump is located in φ(t), the rotational direction of 
the motor is changed. Then χ(t) starts to increase, i.e., the propeller start to rotate. The 
rotational directions of the motor and propeller are opposite. This indicates that the 
aldehyde group and trifluoromethyl group play the role of a bevel gear at the molecular 
level, although they are not close to each other so as to have direct interactions as can be 
seen in macroscopic bevel gears. In the stationary stage after the pulse vanishes, the motor 
and propeller continue to rotate with a constant motion since there are no dephasing 
processes included. 
Figure 14d shows the time-dependent expectation values of the following energies:  
the potential energy, ˆ ˆ( ) [ ( )]V t Tr V tρ= , the kinetic energies, ˆ ˆ( ) [ ( )]T t Tr T tφ φ ρ=  and 
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ˆ ˆ( ) [ ( )]T t Tr T tχ χ ρ= , and the sum of them, H(t)=V(t)+Tφ(t)+Tχ (t). In the early stage, only the 
wave packet in the direction of φ is forced to oscillate by the pulse. This can be seen from 
Fig. 14d, in which both V(t) and Tφ(t) begin to oscillate in a correlative way, while Tχ(t) does 
not change. In the next stage in which the motion of φ changes its direction, Tχ (t) begins to 
increase gradually. This is another proof that the motor and propeller are correlated and 
that the motion of propeller is induced not by laser pulse but by intramolecular interactions, 
i.e., non-linear interactions between two torsional modes, φ and χ. 
Temperature effects on the dynamics of the molecular machine were also investigated 
(Yamaki et al., 2009). 
 

 

Fig. 14. (a) The y-component of the electric field of the pulse Ey(t) used. (b) Quantum 
mechanical expectation values of angular momentum at T=0 K: that of the motor Lφ(t) (in 
red) and that of the propeller Lχ(t) (in blue). The scale of the vertical axis for t ≤  20 ps is 
stretched compared with that for t ≥  20 ps. (c) Rotational angle of the motor φ(t) (in red) 
and that of the propeller χ(t) (in blue). (d) Quantum mechanical expectation values of 
energies: potential energy V(t) (in red), kinetic energy of f rotation, Tφ(t) (in green), and of χ, 
Tχ(t) (in blue), and the sum of them (in magenta). Reproduced with permission from Phys. 
Chem. Chem. Phys., 11, 1662 (2009). 
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Finally, we briefly discuss the mechanism of formation of the bevel gear in the molecular 
machine. Quantum dynamics simulation shows that the rotational wave packet of the 
motor, which is created by a laser pulse, is transferred to that of the propeller. Such a 
correlated behavior can be quantum mechanically explained in terms of a rotational 
coherence transfer mechanism. We note that the correlated groups, the motor and propeller, 
are located at a distance of 2.3 Å. This is long compared with distance of 1.4 Å (1.5 Å) 
between carbon atoms of a double (single) bond. There may be two possible mechanisms: 
one originates from through-conjugation and the other from through-space interactions. It 
should be noted that the conjugation of the machine is restricted to its main body. Therefore, 
the through-space interaction mechanism is the most likely mechanism. Further detailed 
analysis is needed to confirm the transfer mechanism. 

5. Summary and perspectives 
Results of theoretical treatments on quantum dynamics and quantum control of laser-driven 
chiral molecular motors were presented. First, fundamental principles for unidirectional 
motions of chiral molecular motors driven by linearly polarized (nonhelical) laser pulses 
were described. Similarities and differences between the mechanism for driving directional 
motions in the case of Brownian motors for bio-motors and in the case of chiral molecular 
motors developed in our study were clarified.  In bio-motors, the unidirectional motions are 
explained in terms of so-called nonequilibrium fluctuations of a Brownian motion with a 
saw-toothed ratchet potential, while chiral molecular motors, which are characterized by 
asymmetric potential similar to a saw-toothed ratchet potential, are driven in a 
unidirectional way by time-dependent periodic perturbations of linear polarized lasers with 
no angular momentum. Here, the magnitudes of the perturbations are large compared with 
those of interactions between molecular motors and heat bath modes, which makes the 
system different. Quantum dynamics simulations showed that the directional motion is 
determined by molecular chirality. This supports the mechanism for unidiredtional motions 
of chiral motors. We call the direction of the gentle slope of the asymmetric potential the 
intuitive direction for the unidirectional motion. 
Secondly, after reviewing a quantum control theory for driving a molecular rotor with a 
designated unidirectional motion, we presented the results of quantum control of chiral 
molecular rotors. Pulse shapes for driving rotational motions in the intuitive direction or the 
counter-intuitive direction were found with the help of the quantum control theory. The 
mechanisms of the intuitive and counter-intuitive rotations were clarified by analyzing 
nuclear wave packet motions. We restricted ourselves to simple real molecules rather than 
complicated molecular systems to elucidate features of quantum control of molecular 
motors. We also presented an effective method for controlling unidirectional motions via an 
electronic excited state of chiral motors. 
Thirdly, results of theoretical design of the smallest laser-driven molecular machine were 
presented. The smallest chiral molecular machine has an optically driven motor and a 
running propeller on its body. The mechanism of the transmission of driving forces from the 
motor to the propeller was clarified by using a quantum dynamical treatment. 
In this chapter, the quantum control procedures were applied to small molecular motors 
with the rotary part consisting of a simple, optically active group connected to the body by a 
single bond. Molecular machines with nano-scale dimension have now been synthesized 
and wait for their operation by external forces. One of the next subjects is to demonstrate 
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that these artificial machines can be driven by laser pulses. For example, laser pulses 
designed by quantum control procedures will be able to control their motions: acceleration 
or slowdown, forward or reverse motions and even turning directions. In principle, laser 
light can control coherent directed motions of assembled molecules as well. This can realize 
coherent collective precession of molecular rotors with chiral propellers (Kinbara & Aida, 
2005; Tabe & Yokoyama, 2003). Similarly, it would be interesting to control a molecular 
motor in a cage, which is a model of molecular gyroscope (Bedard & Moore, 1995; 
Dominguez et al., 2002; Setaka et al., 2007). Another interesting subject is to apply control 
procedures described in this chapter to bio-systems with a micrometer dimension. For 
example, results of laser-induced rotational motions of both normal and malaria-infected 
red blood cells in various medium solutions have recently been reported (Bambardekar et 
al., 2010). The experiments were carried out by using linearly polarized laser pulses. It was 
found that the shape anisotropy of red blood cells induces rotations in optically trapped red 
blood cells. The rotational dynamics depends on the shape changes, which are realized by 
altering the experimental conditions such as osmolarity of the medium containing the cells. 
Differences in rotational motions between normal and malaria-infected red blood cells have 
been identified as well.  Such a complicated rotational dynamics can be analyzed by using 
laser optimal control procedures, which can be used as a fast diagnostic method for malaria-
infected red blood cells. 
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1. Introduction 
In most branches of physics, a controlled manipulation of the considered system has proven 
to be extremely useful to study fundamental system properties, and to facilitate a broad 
range of applications. A prominent example for this is quantum optics or laser physics in 
general, for instance related to light-matter interactions on the level of single quantum 
objects (Letokhov, 1977, 1984; Delone & Kraynov, 1984, 1995, 1999; Allen & Eberly, 1987; 
Kleppner,et al, 1991;  Fedorov, 1995; Scully & Zubairy, 1997; Friedberg, et al 2003; Popov, 
2004; Ficek & Swain, 2005; Shahbaz et al, 2006;  Burvenich et al, 2006;  Müller et al, 2008; 
Glushkov et al, 2003, 2004, 2005, 2008, 2009) . Similar control is also possible at lower driving 
field frequencies, e.g., with NMR techniques in the microwave frequency region. Towards 
higher frequencies, in particular the development and deployment of high-intensity lasers 
have opened the doors to new fascinating areas of physics of light-matter interactions. Laser 
fields reach and succeed the Coulomb field strength experienced by the electrons due to the 
nucleus and thus give rise to a plethora of exciting phenomena. The above examples have in 
common that they focus on the interaction of the driving fields with the outer electron shell 
of the atoms. Now it is clear that direct laser-atom and nucleus interactions may indeed 
become of relevance in future experiments employing x-ray lasers, opening the field of high-
intensity atomic and nuclear quantum optics. In particular, the coherence of the laser light 
expected from new sources such as TESLA XFEL is the essential feature which may allow to 
access extended coherence or interference phenomena reminiscent of atomic quantum 
optics. Such laser facilities, especially in conjunction with moderate acceleration of the target 
atoms and nuclei to match photon and transition frequency, may thus enable to achieve 
nuclear Rabi oscillations, photon echoes or more advanced quantum optical schemes in 
atoms, nuclei, molecules, clusters, bose-condensate etc .  
The interaction of the atomic systems  with the external alternating fields, in particular, laser 
fields has been the subject of intensive experimental  and theoretical investigation (Holt et 
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al, 1983; Delone & Kraynov, 1984, 1995, 1999; Ullrich et al, 1986; Allen & Eberly, 1987; Scully 
& Zubairy, 1997; Aumar-Winter, 1997; Becker & Faisal, 2002; Batani & Joachain, 2006; 
Glushkov, 2005, 2008; etc). The  appearance  of the powerful laser sources  allowing  to 
obtain  the  radiation field amplitude of the order of atomic field  in  the  wide range   of   
wavelengths  results  to   the   systematic investigations of the  nonlinear  interaction  of 
radiation with atoms and  molecules. Calculation of  the deformation and shifts of  the 
atomic emission and absorption lines  in a strong laser field, definition of the k-photon 
emission and absorption probabilities and atomic levels shifts, study of laser emission 
quality effect on characteristics  of atomic line, dynamical stabilization and field ionization 
etc  are the most actual problems to be solved. Naturally, it is of the great interest for 
phenomenon of a multiphoton ionization. At present time, a progress is achieved in the 
description of the processes of interaction atoms with the harmonic emission field. But in the 
realistic laser field the according processes are in significant degree differ from ones  in the 
harmonic field. The latest theoretical works claim  a qualitative study of the phenomenon 
though in some simple cases it is possible a quite acceptable quantitative description. 
Among  existed approaches it should be mentioned the Green function method (the 
imaginary part of  the Green function pole  for atomic quasienergetic state), the density - 
matrix formalism ( the stochastic equation of motion for density - matrix operator and its 
correlation functions), a time-dependent density functional formalism, direct numerical 
solution of the Schrödinger (Dirac) equation, multi-body multi-photon approach etc.  Decay 
probabilities of the hydrogen atom states in the super-strong laser field are calculated by the 
Green function method under condition that electron- proton  interaction  is very small 
regarding the atom-field interaction. Note that this approach is not easily generalized for 
multielectron atoms. Alternative approach is using the double-time Gell-Mann and Low 
formalism for the investigation of line-shape of a multi-ionized atom  in the strong field of 
electromagnetic wave. The effects of the different laser line shape on the intensity and 
spectrum of resonance fluorescence from a two-level atom are intensively studied 
(Bjorkholm & Liao, 1975; Grance, 1981; Georges & Dixit, 1981; Zoller, 1982; Kelleher et al, 
1985; Sauter et al, 1986; Glushkov-Ivanov, 1992, 1993; Friedberg et al, 2003; Glushkov et al, 
2005, 2008, 2009 et al).  
The laser model considered is that of an ideal single-mode laser operating high above 
threshold, with constant field amplitude and undergoing phase-frequency fluctuations 
analogous to Brownian motion. As a correlation time of the frequency fluctuations increases 
from zero to infinity, the laser line shape  changes from Lorentzian to Gaussian in a 
continuous way. For intermediate and strong fields, the average intensity of fluorescence  in  
the case of a resonant broadband Loretzian line shape is higher than that in the case of  a 
Gaussian line  shape  with the same  bandwidth and total power. This is in contrast  to the 
weak- field case where the higher peak power of the Gaussian line shape makes it more 
effective than the Lorentzian line shape. In a case of a nonzero frequency  correlation  time 
(the non - Lorentzian line shape)  an intensity of fluorescence undergoes the non-Markovian 
fluctuations . In  relation  to the spectrum of resonance  fluorescence it is shown that as the 
line shape is  varied  from  Lorentzian  to  Gaussian  the following changes take place : in the 
case of off-resonance excitation, the asymmetry of the spectrum decreases; in a case of 
resonance excitation, the center peak to side-peak height ratio for the triplet structure 
increases. The predicted center - line dip, which develops in the spectrum in the case of 
broadband excitation when the Rabi frequency and the bandwidth  are nearly equal, 
becomes  increasingly deeper. In the modern experiment it has been found an anomalously 
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strong nonlinear coupling of radiation with atoms which can not fully explained by the 
modern theoretical models. In any case the problem requires  a consistent  quantum 
electrodynamic approach.  
Another important topic is a problem of governing and control of non-linear processes in a 
stochastic, multi-mode laser field (Grance, 1981; Lompre et al, 1981; Zoller, 1982; Glushkov 
& Ivanov, 1992). The principal aim of quantum coherent control is to steer a quantum 
system towards a desired final state through interaction with light while simultaneously 
inhibiting paths leading to undesirable outcomes. This type of quantum interference is 
inherent in non-linear multiphoton processes. Controlling mechanisms have been proposed 
and demonstrated for atomic, molecular and solid-state systems (Goldansky-Letokhov, 
1974, Letokhov, 1977; Delone-Kraynov, 1984). Theoretical studies of the laser-atom non-
linear interactions are often based on solving the time-dependent Schrödinger equation or 
using the time-independent Floquet formalism or special perturbation theories (Brändas & 
Floelich, 1974; Hehenberger et al, 1977; Silverstone et al, 1979; Delone-Kraynov, 1984; 
Glushkov-Ivanov, 1992, 1993, 2004; Popov, 2004;). It has been extended the non-Hermitian 
multi-state Floquet dynamics approach to treat one-electron atomic system to the case of 
general multi-electron ones. The result is a generalization of the R-matrix Floquet theory, 
developed by Burke et al, that allows for pulse shape effects whilst retaining the ab initio 
treatment of detailed electron correlation. The approach based on the eigenchannel R-matrix 
method and multichannel quantum-defect theory , introduced by Robicheaux and Gao to 
calculate two-photon processes in light alkaline-earth atoms has been implemented by Luc-
Koenig et al, 1997 in j-j coupling introducing explicitly spin-orbit effects and employing both 
the length and velocity forms of the electric dipole transition operator. For example, the two-
photon processes including above-threshold ionization in magnesium have been in details 
studied (Luc-Koenig et al, 1997). Nevertheless in many calculations there is a serious 
problem of the gauge invariance, connected with using non-optimized one-electron 
representation (in fact provided by not entire account for the multi-body interelectron 
correlations). The known example is non-coincidence of values for the length and velocity 
forms of the electric dipole transition operator (Grant, 2007; Glushkov & Ivanov, 1992). 
In whole one can note that a problem of correct description of the non-linear atomic 
dynamics in a stochastic, multi-mode laser field is quite far from the final solution. It 
requires developing the consistent, advanced approaches to description of multi-photon 
dynamics and new schemes for sensing the stochasticity and photon-correlation effects. In 
this paper we present  a new consistent method  for studying the  interaction  of  atom with 
the  realistic  laser  field,  based  on  the  quantum electrodynamics (QED) and S-matrix 
adiabatic formalism Gell-Mann and Low. In  relativistic case the Gell-Mann and Low 
formula expressed an energy shift δE through the QED  scattering matrix including the 
interaction with as the laser field as the photon vacuum field (Ivanova et al, 1985; Ivanov-
Letokhov, 1986; Glushkov-Ivanov, 1992, 1993;  Glushkov et al, 1986, 2004, 2008, 2009). It is 
more  natural to describe the interaction of atom with  the  realistic laser field by means of 
the  radiation emission and absorption lines (Glushkov-Ivanov, 1986, 1992). Their position 
and shape fully determine the spectroscopy of atom in a laser field. The radiation atomic 
lines can be described by moments of different orders μn .  The first moment are directly 
linked with the filed shift and width of the corresponding resonances. The  main  
contribution  into  μn is given by the resonant range. The values  μn can be expanded into 
perturbation theory (PT)  series , though  in resonant  range  the  PT    can't   be   used   for   
the  transition probabilities. The powerful Ivanov-Ivanova method (Ivanov-Ivanova, 1981; 
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Ivanova et al, 1985, 1988; Ivanov et al, 1988) is used for calculating the corresponding QED 
PT second order sums. As example we use the presented method for numerical calculation 
of the three-photon resonant, four-photon ionization profile of atomic hydrogen (1s-2p 
transition; wavelength =365 nm) and multi-photon resonance shift and width for transition 
6S-6F in the atom of Cs (wavelength 1059nm) in a laser pulse of the Gaussian form. We 
consider also a quite exact approach to calculation of the characteristics of multi-photon 
ionization in atomic systems, which is based on the QED PT and use it for numerical 
calculating the above threshold ionization (ATI) characteristics  for atom of magnesium in a 
intense laser field.  

2. Structure of the multi-mode laser pulse 
As it is well known, for a laser with more than one longitudinal mode, mode beating gives 
rise to intensity fluctuations within the laser pulse (eg. Kelleher et al, 1985). The beat 
frequencies for n modes range up to nc/2L=B, where L is the optical length of the laser 
oscillator. A detailed analysis of the mode structure of the typical dye laser  shows that it has 
about 15 modes, separated by 1 GHz with a Gaussian amplitude distribution. Classically, 
the field can be written as follows: 

  E(t)=ε(t)e-iωt + c.c., (1) 
where                             
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Each mode has amplitude ai containing a gaussian time envelope, a frequency detuning Δωi 
from the central laser frequency and phase φi. As experimental study (Lompre et al, 1981; 
Kelleher et al, 1985; ) of described laser pulse showed that there is no evidence of phase 
coherence in the temporal behavior of the laser pulse and thus it is usually  assumed that the 
modes have random phases. Figure 1 shows the temporal variation of intensity for the 
multi-mode pulse of stochastic laser radiation with emission lines width b=0,1 см-1, the 
coherence time -3⋅10-10s. 
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Further to make sensing a stochastic structure of the multi-mode laser pulse one can 
consider an interaction “atomic system – stochastic multi-mode laser pulse”. Below it will be 
shown that this interaction is influences by the specific chaotic, photon-correlation effects. 
New theoretical scheme for sensing stochasticity and photon-correlation features is based on 
the S-matrix energy approach (Glushkov & Ivanov, 1992, 1993) to calculating the multi-
photon resonances spectra characteristics for atomic systems in a stochastic laser field.   

3. S-matrix energy approach to atoms in a multi-mode laser field 
Let us present the corresponding theoretical scheme. Following to (Glushkov & Ivanov, 
1992, 1993; Glushkov et al, 2006, 2008, 2009), we describe the interaction of atom with the 
realistic laser field not by means the separated atomic levels shifts and by another set of 
characteristics, which are directly observed in the experiment. We are studying the radiation 
emission and absorption lines. Its position and shape fully determine the spectroscopy of 
atom in the field. It is natural to describe these lines by there moments of different orders μn. 
The moments μn are strongly dependent upon the laser pulse quality: intensity and the 
mode constitution. In particular, the k-photon absorption line center shift in the transition 
α→p can not be obtained from the corresponding expressions for the "one"-photon 
absorption by the change ω0→ω0/k  and introduction of the  multiplier 1/k  (ω0  -  the  
central  laser  emission  frequency). The difference arises already in the first non-appearing 
perturbation theory (PT) order and connects with the  unusual  behaviour  of  the  dynamic 
polarizability of atom in the resonant range (Glushkov-Ivanov, 1986, 1992). Let us describe  
the  interaction  of  atom  with  laser radiation by means the potential: 

 V(r,t)= V(r) ∫ dω f(ω − ω0 )  cos
n

∞

=−∞
∑  [ ω0t+ ω0 nτ], (2) 

where n  is the whole number. The potential V represents the infinite duration of laser 
pulses  with known frequency τ. Here we consider the effects of interaction of the  atom 
with the single pulse.. The representation V(rt) as the infinite sequence of pulses is a formal 
moment connected  with  the  application  of  the  stationary   PT formalism. The function 
f(ω) is a Fourier component of  the laser  pulse. The condition ∫dωf2(ω)=1 normalizes 
potential V(rt) on the definite energy in a laser  pulse. Let us consider the pulse with 
Lorentzian shape (coherent 1-mode pulse): ƒ(ω) = N/(ω2+Δ2),  Gaussian shape (multi-mode 
chaotic laser pulse): ƒ(ω) = Nexp[ln2(ω2/Δ2)], and soliton-like pulse of the following shape:  
f(t) = N ch-1[t/D]. Further we will be interested by a cases of the Gaussian and soliton-like 
pulses. A case of the Lorentzian shape  has been considered by Glushkov & Ivanov (1992).  
The further program resulted in the calculating an imaginary part of energy shift Im Eα (ω0) for 
any atomic level as the function of the laser pulse central frequency. An according function has 
the shape of the resonant curve. Each resonance is connected with the transition α-p, in which 
the definite number of photons are absorbed or radiated. Let us consider following situation: 
α-p transition with the absorption of k photons(α, p-discrete levels). For the resonance which 
corresponds to this transition, we calculate the following values:  

 δω(pα|k) = ∫ ′dω Im Eα (ω) ( ω - ωpα / k) / N, (3) 

 μm =  ∫ ′dω Im Eα (ω) ( ω - ωpα / k)m / N, (4) 
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Ivanova et al, 1985, 1988; Ivanov et al, 1988) is used for calculating the corresponding QED 
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where   ∫ ′dω Im Eα   is the normalizing multiplier; ωpα  is position of the non-shifted line for 
atomic transition α-p, δω(pa|k)  is the line shift under k-photon absorption and ωpα = ωpα  + 
k⋅δω(pα|k). The first moments μ1, μ2 and μ3 determine the atomic  line center shift, its 
dispersion and coefficient of the asymmetry. To calculate μm, we need to get an expansion of 
Eα to PT series: Eα = ∑ Eα(2k) (ω0).  To get this expansion, we use method, based on the Gell-
Mann and Low adiabatic formula for δEα (Ivanov et al, 1986, 1993; Ivanova et al, 1985, 1993). 
The representation of the S- matrix in the form of  PT series induces the expansion for δEα: 

 δEα (ω0) =  
0

lim
γ →

 γ 
1 2 ... nk k k

a∑ (k1, k2,...,kn), (5) 

 Iγ (k1, k2,...,kn) = 
1j=

∏ Sγ(kj), (6) 

 Sγ(m) = (-1)m 
0

d
−∞
∫ t1... 

1mt

d
−

−∞
∫ tm 〈Φα | V1V2... Vm | Φα〉, (7) 

 Vj = exp (1H0 tj ) V(rtj) exp (-1H0 tj ) exp (γtj). (8) 

Here H is the atomic hamiltonian, a (k1, k2,...,kn) are the numerical coefficients. The structure 
of the matrix elements Sγ(m)  is in details described (Glushkov & Ivanov, 1986, 1992, 1993).  
After sufficiently complicated one can get the expressions for the line moments. Let us 
present results for the Gaussian laser pulse:   

 δω(pα | k) = {πΔ / (k + 1)k} [ E(p, ωpα/k) - E(α, ωpα/k)], (9) 

μ2 = Δ2/k 

μ3 = {4πΔ3 / [k (k + 1)]} [ E(p, ωpα/k) - E(α, ωpα/k)], 
where       

 E(j, ωpα/k) = 0,5 
ip
V∑ jpi Vpij [ 

1
/

ijp p kαω ω+
 + 1

/
ijp p kαω ω−

] (10)            

The summation in (10)  is  fulfilled  on  all  states of atomic system. For the Lorentzian pulse 
the expressions were  obtained by Glushkov & Ivanov (1986, 1992). In a case of the laser 
pulse with shape ch-1[t/D] it is necessary to carry out a direct numerical calculation (we did 
it) or use different approximations to simplify the expressions. Indeed, the last procedure 
may result in a great mistake.  
Each term in equations (9) for δω is formally similar to the known expression for off-
resonant shift of atomic  level  (p or α)  in the monochromatic emission field with frequency 
ωpα /k . However, here these values have other physical essence. When k → ∞ (an infinite 
little laser pulse  central frequency ) the formula for δE gives the correct expression for 
energy level shift in the stationary field.  
The expressions (9),(10) for  δω and  μn  describe the main characteristics  of the absorption line 
near resonant frequency ωpα /k. One can see that these characteristics are determined not only 
by the radiation frequency, but also by the quantiness of the process. For example, the line 
shift is proportional 1/(k+I), but no – to value of 1/k, as one can wait for. Under k=1 there is an 
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additional non-standard term.  It will be shown below that this approach allows getting the 
results in an excellent agreement with experiment. The details of the numerical procedure are 
given below and presented in refs. (Glushkov et al, 2004, 2005, 2006, 2008, 2009) too.  

4. Ivanova-Ivanov approach to calculating the QED perturbation theory: 
second order sum  
In this chapter we present the Ivanova-Ivanov approach to calculating sums of the second 
order of the QED perturbation theory (Ivanov & Ivanova, 1981; Ivanov et al, 1988, 1993; 
Ivanova et al, 1985, 1986; Glushkov et al, 2008, 2009). It will be used in calculation of the 
expressions (9), (10). In fact, speech is about determination of the matrix elements for 
operator of the interelectron interaction over an infinitive set of virtual states, including the 
states of the negative continuum. A sum on the principal quantum number is defined in 
quadratures of the Dirac function and auxiliary functions х, х (look below). All 
computational procedure results in solution of simple system of the ordinary differential 
equations with known boundary conditions under r=0. Exchange of the interelectron 
interaction operator 1/r12 on one-electron operator V(r) decreases a brevity of summation on 
the virtual states. In a one-particle representation the cited sums are expressed through 
sums of the one-electron matrix elements: 

   ( )1 1 1
1

1 1 1 1 1 1 / n m
n

n m V n m n m V n m χχ χ χ χ ε ε−∑ , (11)        

where n m p kχ αε ε ω= +  is the energy parameter. One-electron energies εnχm include the rest 

energy (αZ)-2. Let us note that here we use the Coulomb units (an energy in the Coulomb 
units [q.u.]: 1 q.u.=Z2 a.u.e.[Z – a charge of a nucleus;   a.u.e.= 1 atomic unit of energy). 
Consider a scheme of calculating the sum (11). Fundamental solutions of one-electron Dirac 
equations with potential VC =U(r) have the same asymptotics as and the Dirac equation with 
Coulomb potential under  r→0  and r→∞. Let us consider a bi-spinor of the following form:  

 ( )1 1 1 1 1 11 1
1

1 1 1 /n m n mm
n

n m V n mχ χχ ϕ χ χ ε εΦ = −∑  (12) 

The radial parts F, G of bi-spinor Ф satisfy to system of differential equations:  

 ( )1 2 2/ 1F Z F Zr A Gα χ α′− + + + = Λ , 

 ( )1 1 11G Z G Zr A Fα χ α′ + − + = Λ , (13) 

( ) ( ) ( )21 1A r U r Zα ε= + −  

 ( ) ( ) ( )22 1 .A r U r Zα ε= − −    (14) 

The radial functions Λ1, Λ2  in a case of the dipole interaction are presented below. Solution 
of the system (13) can be represented as follows:  

          ( ) ( ) ( ) ( ) ( ) 2F r Z x r f r x r f rα γ⎡ ⎤= −⎣ ⎦
,    
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where   ∫ ′dω Im Eα   is the normalizing multiplier; ωpα  is position of the non-shifted line for 
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d
−
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 ( ) ( ) ( ) ( ) ( )
1

22 2 22 , ,G r Z x r g r x r g r Zα γ γ χ α⎡ ⎤⎡ ⎤= − = −⎣ ⎦ ⎣ ⎦   (15) 

A pair of functions  f, g and ,f g  are two fundamental solutions of equations  (13) without 
right parts; These functions satisfy to conditions:  f~rγ-1, ƒ, g~r-γ-1  under  r→0. Here we 
introduce the following functions:  

( ) ( ) ( ) ( )2
1 2

0

r

x Z dr r r f r r g rα ′ ′ ⎡ ′ ′ ′ ′ ⎤= Λ + Λ⎣ ⎦∫  

  ( ) ( ) ( ) ( )2
1 2

0

.
r

x Z dr r r f r r g r Dα ⎡ ⎤′ ′ ′ ′ ′ ′= Λ + Λ +⎣ ⎦∫  (16) 

Further let us define a constant D in expressions (16). Let us suppose that  ( ) 2Zε α −<  (i.e. an 
energy lies below the boundary of ionization), but an energy does not coincide with any 
discrete eigen value of the Dirac equation. Then 

 ( )2
1 2

0

.D Z dr r f gα
∞

= − Λ + Λ∫    (17)       

Let an   energy ε coincides with energy of some discrete level n0χ1m1. It is supposed that  this  
state excludes from (11) and (13). Then a constant D can be found from condition:  

 ( )0 1 1 0 1 1

2

0

0.n m n mdr r Ff Ggχ χ

∞

+ =∫    (18) 

Now let ( ) 2Zε α −>  (i.e. an energy lies above the boundary of ionization). Then a constant D 
can be found from the following condition:  

 ( )1 1 1 1

2 2lim 0,
T r

m mr
r

r dr r Ff Ggεχ εχ

+

→∞
′ ′ + =∫   (19) 

Here 1 1mεχ  is one-electron state of scattering with energy ε; Т is a period of asymptotic 
oscillations of the functions f, g:   

( )
1

2222T Zπ ε α −⎡ ⎤= −⎢ ⎥⎣ ⎦
. 

Let us give the corresponding expressions for functions Λ1, Λ2  in the most typical case of the 
dipole interaction of an atom with the laser field. The corresponding potential is as follows: 

 V(r)=(a,α), (20) 

Here  a is a vector of polarization of radiation;    α is a vector of the Dirac matrices. 
Let us remember that s usually the vectors a1=(1,і,0), a2=(1,-і,0) are corresponding to the 
circular polarization and the vector a3=(1, 00) is corresponding to linear one. Under definition 
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of the multi-photon resonance energies and widths there is a task of calculating the sums (11), 
where an index n1 runs the whole spectrum of states or some state n0 is excluded from the 
sum. In the first case the functions Λ1 and Λ2 are defined by the expressions:  

( )1 1 1 1 , nB a j l m jlm g Zχ αΛ = , 

 ( )2 1 1 1 , nB a j l m jlm f Zχ αΛ =   (21) 

In the second case one can substitute the following functions to the right parts of (13): 

0 1 11 1 n mf Y Zχ αΛ = Λ − , 

ZYg mn αχ 11022 −Λ=Λ
, 

 ( ) ( )0 1 1 0 1 1

2
1 1 1 1 1 1, ,n m n m n m n mY dr r f g B a j l m jlm g f B a j l m jlmχ χ χ χ

⎡ ⎤= −⎢ ⎥⎣ ⎦∫  (22) 

Here the functions Λ1 and Λ2 defined by the expressions (21).  
The angle functions are dependent upon a polarization vector and defined by the following 
formula:  

( ) ( ) ( )1
2

1 , 1, 1 ,j l
u m mB a jlm j l m b m mδ δ′ ′+ −
′ ′ −′ ′ ′ ′= − − , 

( ) ( ) ( )1
2

2 , 1, 1 ,j l
u m mB a jlm j l m b m mδ δ+ −
′ ′ +′ ′ ′ ′= − − , 

( ) ( ) ( ) ( )3 , , 1 ,j j
u mmB a jlm j l m b m m b m mδ δ ′+
′ ′

⎡ ⎤′ ′ ′ ′= − − + −⎢ ⎥⎣ ⎦
, 

 ( )
1

21 1
2 2, 2

2 1 2 1
m mb m m χ χ

χ χ
′ ′⎡ ⎤+ + + +′ = −⎢ ⎥′+ +⎣ ⎦

.  (23) 

The final expression for the sum  (11) can be written as follows:  

 ( ) ( )1

2
1 1 1 1 1 1 1, ,n ndr r f GB a jlm j l m g F B a jlm j l mχ χ

⎡ ⎤+ ⋅⎢ ⎥⎣ ⎦∫ .  (24) 

Finally the computational procedure results in a solution of sufficiently simple system of the 
ordinary differential equations for above described functions and integral (24). In concrete 
numerical calculations the block “Super-spinor” of the PC “Superatom” package (Ivanov-
Ivanova, 1981; Ivanova et al, 1985, 1986, 2001; Glushkov et al, 2004, 2008, 2009) is used.  

5. Energy QED approach to multiphoton resonances and above threshold 
ionization  
In this section we consider a quite exact approach to calculation of the characteristics of 
multi-photon ionization in atomic systems, which is based on the QED perturbation theory 
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1

22 2 22 , ,G r Z x r g r x r g r Zα γ γ χ α⎡ ⎤⎡ ⎤= − = −⎣ ⎦ ⎣ ⎦   (15) 

A pair of functions  f, g and ,f g  are two fundamental solutions of equations  (13) without 
right parts; These functions satisfy to conditions:  f~rγ-1, ƒ, g~r-γ-1  under  r→0. Here we 
introduce the following functions:  

( ) ( ) ( ) ( )2
1 2

0

r

x Z dr r r f r r g rα ′ ′ ⎡ ′ ′ ′ ′ ⎤= Λ + Λ⎣ ⎦∫  

  ( ) ( ) ( ) ( )2
1 2

0

.
r

x Z dr r r f r r g r Dα ⎡ ⎤′ ′ ′ ′ ′ ′= Λ + Λ +⎣ ⎦∫  (16) 

Further let us define a constant D in expressions (16). Let us suppose that  ( ) 2Zε α −<  (i.e. an 
energy lies below the boundary of ionization), but an energy does not coincide with any 
discrete eigen value of the Dirac equation. Then 

 ( )2
1 2

0

.D Z dr r f gα
∞

= − Λ + Λ∫    (17)       

Let an   energy ε coincides with energy of some discrete level n0χ1m1. It is supposed that  this  
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 ( )0 1 1 0 1 1

2

0

0.n m n mdr r Ff Ggχ χ

∞

+ =∫    (18) 

Now let ( ) 2Zε α −>  (i.e. an energy lies above the boundary of ionization). Then a constant D 
can be found from the following condition:  

 ( )1 1 1 1

2 2lim 0,
T r

m mr
r

r dr r Ff Ggεχ εχ

+

→∞
′ ′ + =∫   (19) 

Here 1 1mεχ  is one-electron state of scattering with energy ε; Т is a period of asymptotic 
oscillations of the functions f, g:   

( )
1

2222T Zπ ε α −⎡ ⎤= −⎢ ⎥⎣ ⎦
. 

Let us give the corresponding expressions for functions Λ1, Λ2  in the most typical case of the 
dipole interaction of an atom with the laser field. The corresponding potential is as follows: 

 V(r)=(a,α), (20) 

Here  a is a vector of polarization of radiation;    α is a vector of the Dirac matrices. 
Let us remember that s usually the vectors a1=(1,і,0), a2=(1,-і,0) are corresponding to the 
circular polarization and the vector a3=(1, 00) is corresponding to linear one. Under definition 
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of the multi-photon resonance energies and widths there is a task of calculating the sums (11), 
where an index n1 runs the whole spectrum of states or some state n0 is excluded from the 
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( )1 1 1 1 , nB a j l m jlm g Zχ αΛ = , 

 ( )2 1 1 1 , nB a j l m jlm f Zχ αΛ =   (21) 

In the second case one can substitute the following functions to the right parts of (13): 

0 1 11 1 n mf Y Zχ αΛ = Λ − , 

ZYg mn αχ 11022 −Λ=Λ
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 ( ) ( )0 1 1 0 1 1

2
1 1 1 1 1 1, ,n m n m n m n mY dr r f g B a j l m jlm g f B a j l m jlmχ χ χ χ

⎡ ⎤= −⎢ ⎥⎣ ⎦∫  (22) 

Here the functions Λ1 and Λ2 defined by the expressions (21).  
The angle functions are dependent upon a polarization vector and defined by the following 
formula:  
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1 , 1, 1 ,j l
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2 , 1, 1 ,j l
u m mB a jlm j l m b m mδ δ+ −
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( ) ( ) ( ) ( )3 , , 1 ,j j
u mmB a jlm j l m b m m b m mδ δ ′+
′ ′

⎡ ⎤′ ′ ′ ′= − − + −⎢ ⎥⎣ ⎦
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1

21 1
2 2, 2

2 1 2 1
m mb m m χ χ

χ χ
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The final expression for the sum  (11) can be written as follows:  
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Finally the computational procedure results in a solution of sufficiently simple system of the 
ordinary differential equations for above described functions and integral (24). In concrete 
numerical calculations the block “Super-spinor” of the PC “Superatom” package (Ivanov-
Ivanova, 1981; Ivanova et al, 1985, 1986, 2001; Glushkov et al, 2004, 2008, 2009) is used.  

5. Energy QED approach to multiphoton resonances and above threshold 
ionization  
In this section we consider a quite exact approach to calculation of the characteristics of 
multi-photon ionization in atomic systems, which is based on the QED perturbation theory 
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(Glushkov-Ivanov, 1992, 1993; Glushkov, 2006, 2008, 2009). Below we calculate numerically 
the above threshold ionization (ATI) cross-sections for atom of magnesium in a intense laser 
field. The two-photon excitation process will be described in the lowest QED PT order. This 
approach is valid away from any one-photon intermediate-sate resonance. We start from the 
two-photon amplitude for the transition from an initial state Ψ0 with energy E0 to a final 
state Ψf with energy Ef=E0+2ω is: 

 (2) 1
0 00

0
| | ( ) | |limf f

T d Ψ D e E i D e Ψ
η

ε ε ω ε η ε−

→ +
= < ⋅ > + − + < ⋅ >∫  (25) 

Here D is the electric dipole transition operator (in the length r form), e is the electric field 
polarization and ω is a laser frequency. It’s self-understood that the integration in equation 
(25) is meant to include a discrete summation over bound states and integration over 
continuum states. Usually an explicit summation is avoided by using the Dalgarno-Lewis by 
means the setting (Luc-Koenig et al, 1997): 

  (2)
0fT =Cf<Ψf||D⋅e||Λp> (26) 

where <|| ||> is a reduced matrix element and Cf is an angular factor depending on the 
symmetry of the Ψf, Λp, Ψ0 states. Λp, can be founded from solution of the following 
inhomogeneous equation (Luc-Koenig et al, 1997): 

 (E0+ω-H)| Λp>=( D⋅e)| Ψ0> (27) 

at energy E0+ω , satisfying outgoing-wave boundary condition in the open channels and 
decreasing exponentially in the closed channels. The total cross section (in cm4W-1) is 
defined as: 

 σ/I= (2)35 2
,0/ 5,7466 10 | |J au J

J J
I Tσ ω−= × ⋅∑ ∑  (28) 

where I (in W/cm2) is a laser intensity. To describe two-photon processes there can be used 
different quantities: the generalized cross section σ(2), given in units of cm4s, by   

 4
(2) 18

4/4,3598 10 /au cm Wcm s
Iσ ω σ−= ×   (29) 

and the generalized ionization rate Γ(2)/I2, (and probability of to-photon detachment) given 
in atomic units, by the following expression: 

  (2)36 2
4// 9,1462 10 /cm w au au auI Iσ ω−= × Γ   (30) 

Described approach is realized as computer program block in the atomic numeric code 
“Super-atom” (Ivanov-Ivanova, 1981; Ivanova et al, 1985, 1986, 2001; Glushkov-Ivanov, 
1992,1993; Glushkov et al, 2004, 2008, 2009), which includes a numeric solution of the Dirac 
equation and calculation of the matrix elements of the (17)-(18) type. The original moment is 
connected with using the consistent QED gauge invariant procedure for generating the 
atomic functions basis’s (optimized basis’s) (Glushkov & Ivanov, 1992). This approach 
allows getting results in an excellent agreement with experiment and they are more precise 
in comparison with similar data, obtained with using non-optimized basis’s.   
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6. Some results and discussion 
6.1 The multi-photon resonances spectra and above threshold ionization for atom of 
magnesium 
Let us present the results of calculating the multi-photon resonances spectra characteristics 
for atom of magnesium in a laser field (tables 1,2). Note  that in order to calculate spectral 
properties of atomic systems different methods are used: relativistic R-matrix method (R-
метод; Robicheaux-Gao, 1993; Luc-Koenig E. etal, 1997), added by multi channel quantum 
defet method, К-matrix method (К-method; Mengali-Moccia,1996), different versions of the 
finite L2 method (L2 method) with account of polarization and screening effects  (SE) 
(Мoccia-Spizzo, 1989; Karapanagioti et al, 1996), Hartree-Fock configuration interaction  
method (CIHF), operator QED PT (Glushkov-Ivanov, 1992; Glushkov et al; 2004) etc.  
 

Methods E Г σ/I 
Luc-Koenig E. etal, 1997 

Length form 
Velocity form 

Luc-Koenig E. etal, 1997 
Length form 

Velocity form 
Moccia and Spizzo (1989) 

Robicheaux and Gao (1993) 
Mengali and Moccia(1996) 
Karapanagioti et al (1996) 

Our calculation 

Without 
68492 
68492 
with 
68455 
68456 
68320 
68600 
68130 
68470 
68281 

account 
374 
376 

account 
414 
412 
377 
376 
362 
375 
323 

SE 
1,96 10-27 
2,10  10-27 

SE 
1,88 10-27 
1,98 10-27 
2,8 10-27 
2,4 10-27 
2,2 10-27 
2,2 10-27 
2,0 10-27 

Table 1. Characteristics  for 3p21S0 resonance of atom of the magnesium: Е- energy, counted 
from ground state (см-1), Г-  autoionization width (см-1), σ/I- maximum value of generalized 
cross-section  (см4W-1) 
In table 1 we present results of calculating characteristics for 3p21S0 resonance of Mg; Е- 
energy, counted from ground state (см-1), Г-autoionization width (см-1), σ/I- maximum value 
of generalized cross-section (см4W-1). R-matrix calculation with using length and velocity 
formula led to results, which differ on 5-15%, that is evidence of non-optimality of atomic 
basis's. This problem is absent in our approach and agreement between theory and 
experiment is very good.  
Further let us consider process of the multi-photon ATI from the ground state of Mg. The 
laser radiation photons energies ω in the range of 0,28-0,30 а.u. are considered, so that the 
final autoionization state (AS) is lying in the interval between 123350 см-1 and 131477см-1. 
First photon provides the AS ionization, second photon can populate the Rydberg 
resonance’s, owning to series  4snl,3dnl,4pnp с J=0 and J=2.  
In table 2 we present energies (см-1 ; counted from the ground level of Mg 3s2) and widths 
(см-1) of the AS (resonance’s) 4snl,3dnl,4p2 1D2, calculated by the  К-, R-matrix and our 
methods. In a case of 1S0 resonance’s one can get an excellent identification of these 
resonance’s. Let us note that calculated spectrum of to-photon ATI is in a good agreement 
with the R-matrix data and experiment. In a whole other resonances and ATI cross-sections 
demonstrate non-regular behaviour. 
Studied system is corresponding to a status of quantum chaotic system with stochastization 
mechanism. It realizes through laser field induction of the overlapping (due to random 
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(Glushkov-Ivanov, 1992, 1993; Glushkov, 2006, 2008, 2009). Below we calculate numerically 
the above threshold ionization (ATI) cross-sections for atom of magnesium in a intense laser 
field. The two-photon excitation process will be described in the lowest QED PT order. This 
approach is valid away from any one-photon intermediate-sate resonance. We start from the 
two-photon amplitude for the transition from an initial state Ψ0 with energy E0 to a final 
state Ψf with energy Ef=E0+2ω is: 
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= < ⋅ > + − + < ⋅ >∫  (25) 

Here D is the electric dipole transition operator (in the length r form), e is the electric field 
polarization and ω is a laser frequency. It’s self-understood that the integration in equation 
(25) is meant to include a discrete summation over bound states and integration over 
continuum states. Usually an explicit summation is avoided by using the Dalgarno-Lewis by 
means the setting (Luc-Koenig et al, 1997): 

  (2)
0fT =Cf<Ψf||D⋅e||Λp> (26) 

where <|| ||> is a reduced matrix element and Cf is an angular factor depending on the 
symmetry of the Ψf, Λp, Ψ0 states. Λp, can be founded from solution of the following 
inhomogeneous equation (Luc-Koenig et al, 1997): 

 (E0+ω-H)| Λp>=( D⋅e)| Ψ0> (27) 

at energy E0+ω , satisfying outgoing-wave boundary condition in the open channels and 
decreasing exponentially in the closed channels. The total cross section (in cm4W-1) is 
defined as: 

 σ/I= (2)35 2
,0/ 5,7466 10 | |J au J

J J
I Tσ ω−= × ⋅∑ ∑  (28) 

where I (in W/cm2) is a laser intensity. To describe two-photon processes there can be used 
different quantities: the generalized cross section σ(2), given in units of cm4s, by   

 4
(2) 18

4/4,3598 10 /au cm Wcm s
Iσ ω σ−= ×   (29) 

and the generalized ionization rate Γ(2)/I2, (and probability of to-photon detachment) given 
in atomic units, by the following expression: 

  (2)36 2
4// 9,1462 10 /cm w au au auI Iσ ω−= × Γ   (30) 

Described approach is realized as computer program block in the atomic numeric code 
“Super-atom” (Ivanov-Ivanova, 1981; Ivanova et al, 1985, 1986, 2001; Glushkov-Ivanov, 
1992,1993; Glushkov et al, 2004, 2008, 2009), which includes a numeric solution of the Dirac 
equation and calculation of the matrix elements of the (17)-(18) type. The original moment is 
connected with using the consistent QED gauge invariant procedure for generating the 
atomic functions basis’s (optimized basis’s) (Glushkov & Ivanov, 1992). This approach 
allows getting results in an excellent agreement with experiment and they are more precise 
in comparison with similar data, obtained with using non-optimized basis’s.   
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6. Some results and discussion 
6.1 The multi-photon resonances spectra and above threshold ionization for atom of 
magnesium 
Let us present the results of calculating the multi-photon resonances spectra characteristics 
for atom of magnesium in a laser field (tables 1,2). Note  that in order to calculate spectral 
properties of atomic systems different methods are used: relativistic R-matrix method (R-
метод; Robicheaux-Gao, 1993; Luc-Koenig E. etal, 1997), added by multi channel quantum 
defet method, К-matrix method (К-method; Mengali-Moccia,1996), different versions of the 
finite L2 method (L2 method) with account of polarization and screening effects  (SE) 
(Мoccia-Spizzo, 1989; Karapanagioti et al, 1996), Hartree-Fock configuration interaction  
method (CIHF), operator QED PT (Glushkov-Ivanov, 1992; Glushkov et al; 2004) etc.  
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Table 1. Characteristics  for 3p21S0 resonance of atom of the magnesium: Е- energy, counted 
from ground state (см-1), Г-  autoionization width (см-1), σ/I- maximum value of generalized 
cross-section  (см4W-1) 
In table 1 we present results of calculating characteristics for 3p21S0 resonance of Mg; Е- 
energy, counted from ground state (см-1), Г-autoionization width (см-1), σ/I- maximum value 
of generalized cross-section (см4W-1). R-matrix calculation with using length and velocity 
formula led to results, which differ on 5-15%, that is evidence of non-optimality of atomic 
basis's. This problem is absent in our approach and agreement between theory and 
experiment is very good.  
Further let us consider process of the multi-photon ATI from the ground state of Mg. The 
laser radiation photons energies ω in the range of 0,28-0,30 а.u. are considered, so that the 
final autoionization state (AS) is lying in the interval between 123350 см-1 and 131477см-1. 
First photon provides the AS ionization, second photon can populate the Rydberg 
resonance’s, owning to series  4snl,3dnl,4pnp с J=0 and J=2.  
In table 2 we present energies (см-1 ; counted from the ground level of Mg 3s2) and widths 
(см-1) of the AS (resonance’s) 4snl,3dnl,4p2 1D2, calculated by the  К-, R-matrix and our 
methods. In a case of 1S0 resonance’s one can get an excellent identification of these 
resonance’s. Let us note that calculated spectrum of to-photon ATI is in a good agreement 
with the R-matrix data and experiment. In a whole other resonances and ATI cross-sections 
demonstrate non-regular behaviour. 
Studied system is corresponding to a status of quantum chaotic system with stochastization 
mechanism. It realizes through laser field induction of the overlapping (due to random 
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R-method 

 QED approach   
К-method 

1D2 Е       Г 1D2 Е       Г  Е         Г 
4s3d 
3d2 

4s4d 
3d5s 
4p2 

3d4d 
4s5d 
3d6s 
4s6d 
3d5d 
4s7d 
3d5g 
3d7s 
4s8d 

 

109900    2630 
115350    2660 
120494      251 
123150    1223 
124290      446 
125232      400 
126285      101 
127172      381 
127914      183 
128327      208 
128862       18 
128768       4,5 
129248      222 
129543      114 

 

4s3d 
3d2 

4s4d 
3d5s 
4p2 

3d4d 
4s5d 
3d6s 
4s6d 
3d5d 
4s7d 
3d5g 
3d7s 
4s8d 
3d6d 
4s9d 

4s10d 
3d8s 

4s11d 
4s12d 
3d7d 
4s13d 
4s14d 
4s15d 

109913    2645 
115361    2672 
120503      259 
123159    1235 
124301      458 
125245      430 
126290      113 
127198      385 
127921      215 
128344      215 
128874       24 
128773       5,2 
129257      235 
129552      125 
129844      115 
129975        64 
130244          5 
130407      114 
130488      118 
130655         28 
130763         52 
130778         36 
130894          14 
130965          7 

 
 

(ds) 
(ds) 

 
 

(ds) 
(ds) 

 
 

(ds) 
3d5g 

 
(ds) 

 

110450      2600 
115870      2100 
120700        170 
123400       2000 
124430        500 
125550        590 
126250        120 
127240        350 
127870      1900 

 
128800         30 
128900        2,2 
129300       160 
129500       140 

Table 2.  Energies and widths (см-1) of the AS (resonance’s) 4snl,3dnl,4p2 1D2 for Mg (see text) 
interference and fluctuations) resonances in spectrum, their non-linear interaction, which 
lead to a global stochasticity in the atomic system and quantum chaos phenomenon. The 
quantum chaos is well known in physics of the hierarchy, atomic and molecular physics in 
external electromagnetic field. Earlier it has been found in simple atomic systems Н, Не, and 
also Са. Analysis indicates on its existence in the Mg spectrum. Spectrum of resonance's can 
be divided on three intervals: 1). An interval, where states and resonances are clearly 
identified and not strongly perturbed; 2) quantum-chaotic one, where there is a complex of 
the overlapping and strongly interacting resonances; 3). Shifted one on energy, where 
behaviour of energy levels and resonances is similar to the first interval. The quantitative 
estimate shows that the resonances distribution in the second quantum-chaotic interval is 
satisfied to Wigner distribution as follows:   

 W(x)=xexp(-πx2/4). (31) 
At the same time, in the first interval the Poisson distribution is valid. 

6.2 The three-photon resonant, four-photon ionization profile of atomic hydrogen 
Below we present the results of calculating the multi-photon resonances spectra 
characteristics for atomic systems in a stochastic laser field and show the possibilities for 
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sensing a structure of the stochastic, multi-mode laser pulse and photon-correlation effects 
for atomic (and nano-optical) systems in this field (figure 2). We start  from results of the 
numerical calculation for the three-photon resonant, four-photon ionization profile of 
atomic hydrogen (1s-2p transition; wavelength =365 nm).    
In figure 2 we present the shift S (=δω) and width W of the resonance profile as the function of 
the mean laser intensity at the temporal and spatial center of the UV pulse: experimental data 
3s, 3w (Kelleher et al, 1986; multi-mode Gauss laser pulse with bandwidth 0.25 cm-1; full  width 
at half of one),  theoretical calculation results on the basis of the stochastic  differential 
equations method  1s and 1w  by Zoller (1982) and results of our calculation: 2s, 2w.  

At first, one can see the excellent agreement between the theory and experiment. At second, 
a comparison of these results with analogous data for a Lorentzian laser pulse (Lompre et al, 
1981; Glushkov & Ivanov, 1992) shows that the corresponding resonance shift obtained with 
the gaussian pulse is larger the shift, obtained with Lorentzian pulse at ~3 times. This is an 
evidence of the photon-correlation effects and stochasticity of the laser pulse. 
 

 
 

 
 

Fig. 2. Shift (S) and width (W) of resonant profile as laser intensity function: experiment - S3, 
W3 (Keller et al, 1981); theory of Zoller (1982)-   S1, W1 and our results- S2 , W2. 

6.3 Calculation results of the multi-photon resonance width and shift for transition 6S-
6F in the atom of Cs 
Further let us consider the numerical calculation results for three-photon transition 6S-6F in 
the Cs atom (wavelength 1,059 μm; see figure 3). The detailed experimental study of the 
multi-photon processes in Cs atom has been carried out by Lompre et al (1981).  Lompre et 
al experimentally studied a statistics of the laser radiation and there are measured the 
characteristics of the multi-photon ionization.  
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Table 2.  Energies and widths (см-1) of the AS (resonance’s) 4snl,3dnl,4p2 1D2 for Mg (see text) 
interference and fluctuations) resonances in spectrum, their non-linear interaction, which 
lead to a global stochasticity in the atomic system and quantum chaos phenomenon. The 
quantum chaos is well known in physics of the hierarchy, atomic and molecular physics in 
external electromagnetic field. Earlier it has been found in simple atomic systems Н, Не, and 
also Са. Analysis indicates on its existence in the Mg spectrum. Spectrum of resonance's can 
be divided on three intervals: 1). An interval, where states and resonances are clearly 
identified and not strongly perturbed; 2) quantum-chaotic one, where there is a complex of 
the overlapping and strongly interacting resonances; 3). Shifted one on energy, where 
behaviour of energy levels and resonances is similar to the first interval. The quantitative 
estimate shows that the resonances distribution in the second quantum-chaotic interval is 
satisfied to Wigner distribution as follows:   

 W(x)=xexp(-πx2/4). (31) 
At the same time, in the first interval the Poisson distribution is valid. 

6.2 The three-photon resonant, four-photon ionization profile of atomic hydrogen 
Below we present the results of calculating the multi-photon resonances spectra 
characteristics for atomic systems in a stochastic laser field and show the possibilities for 
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sensing a structure of the stochastic, multi-mode laser pulse and photon-correlation effects 
for atomic (and nano-optical) systems in this field (figure 2). We start  from results of the 
numerical calculation for the three-photon resonant, four-photon ionization profile of 
atomic hydrogen (1s-2p transition; wavelength =365 nm).    
In figure 2 we present the shift S (=δω) and width W of the resonance profile as the function of 
the mean laser intensity at the temporal and spatial center of the UV pulse: experimental data 
3s, 3w (Kelleher et al, 1986; multi-mode Gauss laser pulse with bandwidth 0.25 cm-1; full  width 
at half of one),  theoretical calculation results on the basis of the stochastic  differential 
equations method  1s and 1w  by Zoller (1982) and results of our calculation: 2s, 2w.  

At first, one can see the excellent agreement between the theory and experiment. At second, 
a comparison of these results with analogous data for a Lorentzian laser pulse (Lompre et al, 
1981; Glushkov & Ivanov, 1992) shows that the corresponding resonance shift obtained with 
the gaussian pulse is larger the shift, obtained with Lorentzian pulse at ~3 times. This is an 
evidence of the photon-correlation effects and stochasticity of the laser pulse. 
 

 
 

 
 

Fig. 2. Shift (S) and width (W) of resonant profile as laser intensity function: experiment - S3, 
W3 (Keller et al, 1981); theory of Zoller (1982)-   S1, W1 and our results- S2 , W2. 

6.3 Calculation results of the multi-photon resonance width and shift for transition 6S-
6F in the atom of Cs 
Further let us consider the numerical calculation results for three-photon transition 6S-6F in 
the Cs atom (wavelength 1,059 μm; see figure 3). The detailed experimental study of the 
multi-photon processes in Cs atom has been carried out by Lompre et al (1981).  Lompre et 
al experimentally studied a statistics of the laser radiation and there are measured the 
characteristics of the multi-photon ionization.  
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The lines shift is linear to respect to the laser intensity (laser intensity is increased from 1,4 to 
5,7 10(7) W/ 2cm ) and is equal (a case of the gaussian  multi-mode laser pulse): δω(pα | k) 
=bI with b=(5,6+-0,3) cm-1/GW⋅cm-2 (b is expressed in terms of energy of the three-photon 
transition 6S-6F).   
The corresponding shift obtained with coherent (one-mode) laser pulse is defined as follows:  
δω0(pα | k) =aI, a=2 cm-1/GW⋅cm-2.Theoretical values, obtained with using no-optimized atomic 
basises, are as follows: i). for soliton-like laser pulse: δω(pα | k) =bI,   b=6,7 cm-1/GW⋅cm-2; ii). for 
the gaussian  multi-mode pulse (chaotic light): δω(pα | k) =bI with   b=5,8 cm-1/GW⋅cm-2  ; iii). for 
the coherent one-mode pulse: δω0(pα |k)=aI , a=2,1 cm-1/GW⋅cm-2. 
The analogous theoretical values, obtained in our calculation within described above S-
matrix formalism, are the following:  
i. the gaussian multi-mode pulse (chaotic light)   

δω(pα | k) =bI,  b=5,63 cm-1/GW⋅cm-2; 

ii. the coherent one-mode pulse:  

δω0(pα |k)=aI, a=2,02 cm-1/GW⋅cm-2; 

iii. the soliton-like laser pulse:  

δω(pα | k) =bI,   b=6,5 cm-1/GW⋅cm-2 . 

One can see that for the with multi-mode pulse, the radiation line shift is significantly larger 
(in ~ 3 times), then the corresponding shift, which is obtained for single-mode pulse. In fact 
the radiation line shift is enhanced by the photon-correlation effects. In figure 3 we present 
the results of calculation for the multi-photon resonance width for transition 6S-6F in the 
atom of Cs (wavelength 1059nm) in dependence upion the laser intensity.  
We use the following denotations: S- for single-mode Lorentz laser pulse;  М1, М3, М4- for 
multi-mode Gauss laser pulse respectively with line band 0.03cm-1, 0.08cm-1  and 0.15cm-1;  
М2, М5- for multi-mode soliton-type with line band 0.03 cm-1 and 0.15cm-1; -experimental 
data (Lompre et al, 1981).  Lompre et al presented the experimental data for laser pulse of 
the Gaussian form with line band respectively 0.03cm-1, 0.08cm-1, 0.15cm-1. In general there 
is a physically reasonable agreement between theory and high-qualitative experiment.  
The detailed analysis shows that the shift and width of the multi-photon resonance line for 
interaction of atomic system with multimode laser pulse is greater than the corresponding 
resonance shift and width for a case of interaction between atom and single-mode laser 
pulse. This is entirely corresponding to the experimental data by Lompre et al. From 
physical point of view it is provided by action of the photon-correlation effects and 
influence of the multi-modity of the laser pulse (Lompre et al, 1981; Zoller, 1982; Kleppner,et 
al, 1991;  Glushkov-Ivanov, 1992; Glushkov, 2004, 2005, 2008). 

7. Modeling a population differences dynamics of the resonant levels in a 
rectangular form laser pulse: Optical bistability effect 
Here we consider the following tasks (i) to simulate numerically a temporal dynamics of 
populations’ differences at the resonant levels of atoms in a large-density medium in a 
nonrectangular form laser pulse and (ii) to determine possibilities that features of the effect 
of internal optical bistability at the adiabatically slow modification of effective filed intensity 
appear in the sought dynamics. 
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Fig. 3. The multi-photon resonance width for transition 6S-6F in the atom of Cs (wavelength 
1059nm) in dependence upon the laser intensity I: theoretical data by Glushkov-Ivanov, 
1992; Glushkov et al, 2008, 2009) S- for single-mode Lorentz laser pulse;  М1, М3, М4- for 
multi-mode Gauss laser pulse respectively with line  band 0.03cm-1, 0.08cm-1  and 0.15cm-1;  
М2, М5- for multi-mode   soliton-type with line band 0.03 cm-1 and 0.15cm-1; -experiment 
(Grance, 1981; Lompre et al, 1981). 
It is known that the dipole-dipole interaction of atoms in dense resonant mediums causes 
the internal optical bistability at the adiabatically slow modification of radiation intensity 
(Allen & Eberly, 1987; Scully & Zubairy, 1997; Afanas’ev & Voitikova, 2001; Ficek & Swain, 
2005; Glushkov et al, 2008). The experimental discovery of bistable cooperative 
luminescence in some matters, in crystal of Cs3Y2Br9Yb3+ particularly, showed that an 
ensemble of resonant atoms with high density can manifest the effect of optical bistability in 
the field of strong laser emission.  
The Z-shaped effect is actually caused by the first-type phase transfer. Most attractive 
potentialities of sought effect are associated with the development of new system for optical 
information processing as well as with the creation of optical digital and analog processors.  
The creation of optical computer with an optical radiation as the data carrier excludes the 
necessity in the multiple transformation of electric energy into optical one and vice-versa. 
This consequently leads to the energy saving and abrupt increase of computer speed. The 
progress in the stated areas is especially defined by the creation of optical elements for the 
computer facilities on basis of optical bistability phenomenon.  
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On basis of the modified Bloch equations, we simulate numerically a temporal dynamics of 
populations’ differences at the resonant levels of atoms in the field of pulse with the 
nonrectangular ch−1t form. Furthermore, we compare our outcomes with the results 
(Afanas’ev & Voitikova, 2001;  Glushkov et al, 2008), where there are considered the 
interaction between the ensemble of high-density atoms and the rectangularly- and 
sinusoidally-shaped pulses. The modified Bloch equations describe the interaction of 
resonance radiation with the ensemble of two-layer atoms taking into account the dipole-
dipole interaction of atoms.  
A fundamental aspect lies in the advanced possibility that features of the effect of internal 
optical bistability at the adiabatically slow modification of effective filed intensity for pulse 
of ch−1t form, in contrast to the pulses of rectangular form, appear in the temporal dynamics 
of populations’ differences at the resonant levels of atoms.  
The modified Bloch equations, which describes the interaction of resonance radiation with 
the ensemble of two-layer atoms subject to dipole-dipole interaction of atoms, are as follows:   

* *12 ( ) (1 )dn i T E P P E n
d

μ
τ
= − + −  

 1
1

2

2 1 ( ) ,dP i T n i bnPT
d T

μ δ
τ

− +
= −    (32) 

where n = N1 − N2 are the populations’ differences at the resonant levels, P is the amplitude 
of atom’s resonance polarization, E is the amplitude of effective field, b = 4πμ2N0T2/2h is the 
constant of dipole-dipole interaction, T1 is the longitudinal relaxation time, δ = T2(ω − ω21) is 
the offset of the frequency ω of effective field from the frequency of resonance transition ω21, 
N0 is the density of resonance atoms, μ is the dipole moment of transition, τ = t/T1. 
Analytical solution of the set (32) cannot be found in general case.  
Therefore we carried out the numerical modeling using the program complex “Superatom” 
(Ivanov-Ivanova, 1981; Ivanova et al, 1985, 1986, 2001; Glushkov-Ivanov, 1992,1993; 
Glushkov et al, 2004, 2008, 2009). The temporal dynamics for the populations’ differences at 
the resonant levels of atoms in a nonrectangular form pulse field:  

   2 1 1
0

2
( ) | | TE E ch

T
πττ −= .   (33) 

was calculated.  
In the numerical experiment τ varies within 0 ≤ τ ≤ Tp/T1 and Tp is equal to 10Т1. It is known 
(c.f. Afanas’ev & Voitikova, 2001) from general examination of set (32) that on the 
assumption of b > 4 and b > |δ| with δ < 0 (the long-wavelength offset of incident light 
frequency is less than Lorenz frequency ωL = b/T2) and if the intensity of light field has 
certain value (I0 = 4|E0|2μ2T1T2/h2) then there are three stationary states ni (two from them 
with maximal and minimal value of n are at that stable). This can be considered as evidence 
and manifestation condition of the internal optical bistability effect in the system.   
Figure 4 shows the results of our numerical modeling the temporal dynamics of 
populations’ differences at the resonant levels of atoms for the nonrectangular form  
pulse (2).  
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Fig. 4. Results of modeling temporal dynamics of populations’ differences n(τ) at resonant 
levels of  atoms for the pulses of rectangular (a, b) and sinusoidal (c, d) forms by method of 
by method of Allen & Eberly (1987) and  Afanas’ev & Voitikova (2001), and for the pulse 
calculated by Eq. (32) with δ = 2, T1 = 5T2; b = 0 (a, c, e); b = 6.28 (b, d, f); I0 = 2 (1), 5 (2), and 
10 (3) 
For collation, Figure 4 also shows similar results but for rectangularly- and sinusoidally-
shaped pulses. The increase of field intensity above certain value I0 = 2.5 for selected 
parameters (shown in Fig. 4) leads to the abrupt increase of populations’ differences. This 
fact represents the Z-shaped pattern of dependence n(I) observed in the stationary mode. It 
is important to note that there is the significant difference between the model results for the 
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pulses of various forms. For given values of rectangularly-shaped pulse intensity, which is 
equal to several values of T1, the dependence n(τ) tends to stationary state with magnitude 
defined by zero values of right-hand terms in the set (32). For the sinusoidally-shaped pulse, 
the slow rise of intensity is typical, and the explicit hysteresis pattern for the dependence of 
populations’ differences from the field intensity is obtained.  
For the pulse calculated by Eq. (33), the sought effect looks more explicitly. This is especially 
important from the standpoint of using the sought effect to simulate efficient neural 
networks and their components. Substantial fact also is the implementation of hysteresis in 
the dependence of populations’ differences from the field intensity if a threshold values for b 
and δ < 0 have a place. This corresponds to the situation when the frequency of radiation ω 
is within the range, which is formed by the proper frequency ω21 and a frequency with the 
local-field correction:  

 2
21 21 04 3L N hω ω πμ= −    (34) 

Note that if above mentioned frequencies are almost equal or, e.g., a multimode 
electromagnetic field (chaotic light) is used, a stochastic resonance can be observed in the 
analyzed system. 

8. Modeling Laser photoionization isotope separation technology and new 
principal scheme for γ -laser on quickly decayed nuclear isomers with 
autoionization sorting of highly excited atoms  
To number of the very actual problem of modern nuclear technology, quantum and 
photoelectronics is related a search of the effective methods for isotopes and nuclear isomers 
separation and obtaining especially pure substances at atomic level (Letokhov, 1969, 1977; 
Letokhov et al, 1975-1977, 1979, 1980, 1985, 1986, 1992, 1990; Basov et al. 1969, 1977; 
Prokhorov, 1979, 2001; Janes et al, 1975; Solarz et al, 1976; Lisitsa, 1977; Singh et al, 1994;  
Duarte et al, 1990, 2002, 2003, 2010; Bokhan et al, 2006; etc). The basis for its successful 
realization is, at first, carrying out the optimal multi stepped photo-ionization schemes for 
different elements and, at second, availability of enough effective UV and visible range 
lasers with high average power (Letokhov, 1977, 1979, 1983; etc). The standard laser photo-
ionization scheme may be realized with using processes of the two-step excitation and 
ionization of atoms by laser pulse. The scheme of selective ionization of atoms, based on the 
selective resonance excitation of atoms by laser radiation into states near ionization 
boundary and further photo-ionization of the excited states by additional laser radiation, 
has been at first proposed and realized by Letokhov et al (Letokhov, 1969, 1977). It 
represents a great interest for laser separation of isotopes and nuclear isomers. The known 
disadvantage of two-step laser photoionization scheme a great difference between cross-
sections of resonant excitation σexc and photo-ionization σ ion ([σexc/σion]>104÷108). It requires 
using very intensive laser radiation for  excited atom ionization. The same is arisen in a task 
of sorting the excited atoms and atoms with excited nuclei in problem of creation of γ -laser 
on quickly decayed nuclear isomers.  
Originally, Goldansky and Letokhov (1974) have considered a possibility of creating a γ -
laser, based on a recoiless transition between lower nuclear levels and shown that a γ -laser 
of this type in the 20-60 keV region is feasible. A feature of design is operation based on 
relatively short-lived isomer nuclear states with lifetime of 0,1 to 10 sec. These authors has 
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estimated the minimal number of excited nuclei required for obtaining appreciable 
amplification and possibility of producing sufficient amounts of excited nuclei by irradiation 
of the target with a thermal neutron beam or by resonant γ -radiation. It is important that 
low-inertia laser selection of a relatively small friction of excited nuclei of a given 
composition from the target by the two-step method of selective laser photoionization of 
atoms with excited nuclei by the radiation from two lasers is principally possible. But, it is 
obvious that here there is a problem of significant disadvantage of the two-step selective 
ionization of atoms by laser radiation method. The situation is more simplified for 
autoionization resonance’s in the atomic spectra, but detailed data about characteristics of 
these levels are often absent (Letokhov, 1977, 1983; Glushkov & Ivanov, 1986, 1992).   
The key problems here are connected with difficulties of theoretical studying and 
calculating the autoionization resonance characteristics. Several new optimal schemes for 
the laser photo-ionization sensors of separating heavy isotopes and nuclear isomers are 
proposed (Letokhov, 1983; Glushkov et al, 2004, 2008).  It is based on the selective laser 
excitation of the isotope atoms into excited Rydberg states and further autoionization and 
DC electric field ionization mechanisms. To carry out modelling the optimal scheme of the U 
and Tm isotopes (nuclei) sensing, the optimal laser action model and density matrices 
formalism were used. The similar schemes of laser photo ionization method are developed 
for control and cleaning the semiconductor substances (Glushkov et al, 2008). The optimal 
laser photo-ionization schemes for preparing the films of pure composition on example of 
creation of the 3-D hetero structural super lattices  (layers of Ga1-xAlxAs with width 10Å and 
GaAs of 60Å) have been proposed and new models of optimal realization of the first step 
excitation and further ionization of the Ga+ ions in Rydberg states by electric field are 
calibrated. In this paper we give the further development of approach to construction for the 
optimal schemes of the laser photo-ionization isotope separation technology and to creation 
of new possible principal scheme of γ -laser on quickly decayed nuclear isomers with laser 
autoionization or electromagnetic field ionization sorting the excited atoms.  
Let us remind that in a classic scheme the laser excitation of the isotopes and nuclear 
isomers separation is usually realized at several steps: atoms are resonantly excited by laser 
radiation and then it is realized photo ionization of excited atoms. In this case photo 
ionization process is characterized by relatively low cross section σion=10-17-10-18сm2 and one 
could use the powerful laser radiation on the ionization step. This is not acceptable from the 
energetics point of view (Letokhov, 1983; Buchanov, 2001; Stoll, 2001; Glushkov, 2005).  
The alternative mechanism is a transition of atoms into Rydberg states and further 
ionization by electric field or electromagnetic pulse. As result, requirements to energetic of 
the ionized pulse are decreased at several orders. The main feature and innovation of the 
presented scheme  is connected with using the DC electric field (laser pulse) autoionization 
on the last ionization step of the laser photoionization  technology. There is a principal 
difference of the simple ionization by DC electric filed. The laser pulse ionization through 
the auto ionized states decay channel has the advantages (more high accuracy, the better 
energetics, universality) especially for  heavy elements and isotopes, where the DC electric 
field ionization from the low excited states has not to be high effective.  This idea is a key 
one in the realization of sorting the definite excited atoms with necessary excited nuclei of 
the A+ kind, obtained by optimal method of selective photo-ionization of the A kind atoms 
at the first steps. The suitable objects for modelling laser photoionization separation 
technology are the isotopes of alkali element Cs, lanthanides and actinides.  
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 2
21 21 04 3L N hω ω πμ= −    (34) 
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We considered the  isotopes of 133
55 78Cs  and 171

70 101Yb . For example, the resonant excitation of 
the Cs can be realized by means dye lasers with lamp pumping (two transitions 
wavelengths are:  62S1/2→7 2P3/2 4555A and 62S1/2→7 2P1/2 4593A).  In table 3 there are listed 
the energy parameters for different states of the caesium, obtained in the different 
approximations (Derevianko & Porsev, 2003; Glushkov et al, 2008; Khetselius, 2009). It is 
useful to remind the corresponding hyperfine splitting energy (6 2S1/2 , transition 4-3) of  Cs:  
experimental data- Δν(F,F’)= 9192,64MHz ; ΔE(F,F’)= 306,630⋅ 10-3 cm-1 ; theortical data  -
Δν(F,F’)= 9177,80MHz ; ΔE(F,F’)= 306,135⋅ 10-3 cm-1 (Khetselius, 2009). 
The next step is in the further excitation to the Rydberg S,P,D states with main quantum 
number n=31-37 (the optimal value n=35). Final step is the autoionization of the Rydberg 
excited atoms by a electromagnetic field pulse and output of the created ions. The scheme 
will be optimal if an atom is excited by laser radiation to state, which has the decay 
probability due to the autoionization bigger than the radiation decay probability. In figure 5 
we present the numeric modeling results of the optimal form of laser pulse in the 
photoionization scheme with auto-or electric field ionization by solving the corresponding 
differential equations system (Glushkov et al, 2008). 
 
 

State εRHF εRHF +δεRHF εQED εExp 
6s1/2 0,12737 0,14257 0,14295 0,14310 
6p1/2 0,08562 0,09198 0,09213 0,09217 
6p3/2 0,08379 0,08951 0,08960 0,08964 
7s1/2 0,05519 0,05845 0,05862 0,05865 
7p1/2 0,04202 0,04385 0,04391 0,04393 
7p3/2 0,04137 0,04303 0,04309 0,04310 

Тable 3. Valent electron ionization energies (in atom. units) of the 133Cs: εRHF –one-
configuration Hartree-Fock data,  relativistic Hartree-Fock (RHF); εRHF +δεRHF – the same 
data, but with account for the correlation corrections (Derevianko & Porsev, 2005; εQED – 
QED perturbation theory data (Khetselius, 2009); εExp- experimental data (see text) 

The following definitions are used: δ+dashed line is corresponding to optimal form of laser 
pulse, curves 1 and 2 are corresponding to populations of the ground and excited states of 
Cs. The δ -pulse provides maximum possible level of excitation (the excitation degree is 
about ~0,25; in experiment (Letokhov, 1983) with rectangular pulse this degree was ~ 0,1). It 
is in great degree similar to analogous scheme with the DC electric field and stochastic 
collisional ionization mechanisms.  
In fig.5 there is also presented the typical behaviour of the ground (curve 1) and highly 
excited (curve 2) states population. Let us remember data regarding the excitation and the 
ionization cross sections for studied system: the excitation cross section at the first step of 
the scheme is ~10-11cm2; the ionization cross-section from excited 72P2  state: σ2=10-16cm2, 
from ground state σ2=10-18cm2 (Letokhov, 1983). One can see that the relation of these cross 
sections is 105 and 107 correspondingly. This fact provides the obvious non-efficiency of 
standard photoionization scheme.  
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Fig. 5. Results of modelling Cs isotopes separation process by the laser photo-ionization 
method ( δ+dashed  – laser pulse optimal form; see text) 

 
Fig. 6. Dependence of the velocity of ionization for high excited atoms of Cs upon the 
electric field strength for states with quantum numbers n=10-16, m=0,n2=n-1. 
In figure 6 we present the results of our calculating dependence of the ionization velocity for 
high excited atoms of Cs upon the electric field strength for states with quantum numbers 
n= 10-16,m=0,n2=n-1. The dashed line is corresponding to velocity of the radiative decay. 
The decay of Cs atoms and ions in the high-excited state demonstrates the properties of the 
H-like systems at the qualitative level. But, there is quite significant quantitative difference. 
We have found that the ionization velocity for states with n>14 is more than the radiative 
decay velocity in electric field with strength Е less than 15 kV/cm.  Our estimate for the Ga 
atom ionization cross section is 1,5⋅10-13 cm2 that is higher than the corresponding cross 
section of ionization process by laser pulse in the two- stepped photo ionization (Letokhov, 
1977) scheme (~10-17cm2).  
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Using δ-pulse provides a quick ionization, but the ionization yield will be less than 100% 
because of the sticking on intermediate levels.  Experimentally obtained dependence of the 
critical ionization field strength E upon the effective quantum number n* is usually 
approximated by simple theoretical dependence Ecr=(2n*)-4.  
Using the autoionization mechanisms at the final step for ionization of the Rydberg excited 
atoms provides more optimal scheme from energetic point of view. For example, for the 
352S1/2 transition the corresponding cross section can reach the value ~10-13cm2. So, from 
energetic point of view, this type of ionization can be very perspective alternative to earlier 
proposed classical two-step and more complicated photoionization schemes (Letokhov, 
1983). More suitable situation takes a place for the for Yb isotope separation.  
It is very important that the proposed scheme can be easily implemented to the possible 
advanced scheme of the γ - laser on quickly decayed nuclear isomers with using laser 
photoionization sorting excited nuclei M*k+1 with autoionization mechanism through the 
Rydberg states. 
Figure 7 easily explains the principal moments of this scheme. It generalizes the known 
Goldansky-Letokhov (Goldansky & Letokhov, 1974) and other (Baldwin et al, 1981; Glushkov, 
2005) schemes and has to be more efficient especially from energetics point of view. In this 
context it is worth to remind very impressive results of the last years, connected with  
 

 
Fig. 7. Possible scheme γ - laser on quickly decayed nuclear isomers with using laser 
photoionization sorting excited nuclei M*k+1  with electric field and auto- and electric field 
ionization mechanisms: 1 – target of atoms Mk; 2-  flux of slow neutrons; 3 – laser ray for 
evaporation of target; 4 – laser ray for the first step excitation of atoms with excited nucleus 
A(M*k+1) ; 5 – laser ray for second-step excitation to highly excited atomic states and Rydberg 
autoionization by electromagnetic field;  6 – collector system; 7 - atoms with excited nucleus 
A(M*k+1) ; 8 – flux of  evaporated atoms;    
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engineering atomic highly excited Rydberg states and correspondingly cooperative laser-
gamma-muon-electron- nuclear states (transitions) with the laser (and raser) pulses. It is 
quite possible that cited new effects can be realized in the tasks considered here. 
The laser photo ionization scheme with autoionization of the highly excited atoms (with 
optimal set of energetic and radiative parameters: pulse form, duration, energetic for laser 
and electric field pulses etc.) could provide significantly more high yield and effectiveness 
of the whole process of the isotope separation. It is especially worth for implementation to 
the possible principal scheme of γ -laser on quickly decayed nuclear isomers with 
autoionization sorting the excited atoms. 

9. Conclusions  
We presented a new consistent method  for studying the  interaction  of  atom with a  
realistic  laser  field,  based  on  the  quantum electrodynamics (QED) and S-matrix adiabatic 
formalism Gell-Mann and Low. In  relativistic case the Gell-Mann and Low formula 
expressed an energy shift δE through  QED  scattering matrix including the interaction with 
as the laser field as the photon vacuum field. It is  natural to describe the laser field-atom 
interaction by means of the  radiation emission and absorption lines. Their position and 
shape fully determine the spectroscopy of atom in the field. The radiation atomic lines can 
be described by  moments of different orders μn.  The  main  contribution  into  μn is given 
by the resonant range. The values  μn can be expanded into perturbation theory (PT)  series. 
As example, the method has been used for numerical calculation of the three-photon 
resonant, four-photon ionization profile of atomic hydrogen (1s-2p transition; wavelength 
=365 nm) and multi-photon resonance width and shift for transition 6S-6F in the atom of Cs 
(wavelength 1059nm) in a laser pulse of the Gaussian and soliton-like forms.  
The results of numeric calculation of population kinetics of resonant levels for atoms in the 
non-rectangular form laser pulse on the basis of the modified Bloch equations are presented. 
Cited equations describe an interaction between two-level atoms ensemble and resonant 
radiation with an account of the atomic dipole-dipole interaction. It has been found for a 
case of ch−1t laser pulse a strengthen possibility of manifestation of the internal optical bi-
stability effect special features in the temporary dynamics of populations for the atomic 
resonant levels under adiabatic slow changing the acting field intensity in comparison with 
a case of the rectangular form pulses.  
At last, we shortly presented an optimal scheme of the laser photo-ionization heavy isotopes 
(isomers) separation technology and the new possible principal scheme of γ -laser on quickly 
decayed nuclear isomers with autoionization sorting the highly excited heavy atoms.    
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1. Introduction 
High intensity contrast ratio (ICR) is required for majority of experiments with strong-field 
radiation. The demands to temporal intensity profile are determined by task of application of 
super strong radiation. As a rule, the experiments require ICR as higher as possible. SHG 
process of powerful femtosecond radiation is known to be an excellent approach to significant 
enhancement of a temporal intensity profile. The peak power of output radiation of modern 
laser complexes exceeds the petawatt level (Aoyama, Yamakawa et al. 2003; Lozhkarev, 
Freidman et al. 2007; Liang, Leng et al. 2007 ; Yanovsky, Chvykov et al. 2008 ) and power 
density in the radiation is in a range of 10TW/cm2. At such high intensities cubic polarization 
of frequency doubling media is needed to be taken into consideration. The polarization leads 
to nonlinear phase accumulation of interacted waves (Razumikhina, Telegin et al. 1984; Choe, 
Banerjee et al. 1991; Chien, Korn et al. 1995; Ditmire, Rubenchik et al. 1996; Mironov, 
Lozhkarev et al. 2009) and small-scale self-focusing (SSSF) appearance (Bespalov and Talanov 
1966; Rozanov and Smirnov 1980; Lowdermilk and Milam 1981; Kochetkova, Martyanov et al. 
2009; Poteomkin, Martyanov et al. 2009). The present research is devoted to demonstration of a 
possibility of SHG process implementation for ICR enhancement. 
In the chapter, we present theoretical and experimental results of SHG of output radiation of 
petawatt level femtosecond laser (Lozhkarev, Freidman et al. 2007). The influence of cubic 
polarization and dispersion effects are taken into account in the theoretical model. The 
coincidence of experimental results and the observed theoretical model are thoroughly 
discussed in section 2. Numerical simulation of SHG process has made it possible to 
demonstrate the possibility of ICR enhancement. We suggested a technique of additional 
pulse compression after SHG process. Results of the theoretical explorations are presented 
in section 3. 
The model of linear stage of plane wave instability in media with quadratic and cubic 
nonlinearity is developed. The model is the generalization of the classical theory of beam 
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filamentation (Bespalov and Talanov 1966). Linear equations and methodic of their 
implementation for estimations of critical level of spatial noise in powerful laser beams are 
presented in section 4. We propose an original approach to small-scale self-focusing (SSSF) 
suppression in experiments with super intense radiation. The created theoretical model of 
the phenomena clearly explains the suppression, and its coincidence with an obtained 
experimental data is discussed in section 5. We present results of mathematical modeling of 
influence of surface dusts to generation of spatial noise and its further amplification during 
the SHG of super intense radiation. 

2. Theoretical aspects and experimental results of SHG of super strong 
femtosecond radiation 
SHG process of super intense femtosecond radiation in the frame of the second order of 
dispersion theory is described by the system of differential equations: 
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where А1 and А2 are the complex amplitudes of the fundamental and the second harmonic 
fields, z is the longitudinal coordinate of wave propagation, and Δk=k(ω2)-2k(ω1) is the linear 
wave vector phase mismatch, u1 and u2 group velocities of fundamental and second harmonic 
pulses, γij (i,j=1,2) are the coefficients of third-order nonlinear wave coupling. The inertia of 
cubic nonlinearity is not taken into consideration in the equations, because in our work we 
observe optical  pulses with durations more than 5-10fs (Akhmanov, Vysloukh et al. 1988). 
The cubic polarization of frequency doubling media leads to nonlinear phase (B-integral) 
accumulation of interacted fundamental and second harmonic waves. As a consequence of 
it, the waves acquire additional phase mismatch and the energy conversion efficiency 
decreases. We demonstrated in the frame of plane wave approximation (Mironov, 
Lozhkarev et al. 2009), that the detuning direction of fundamental beam propagation from 
phase matching angle on the amount (for oo-e type): 
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significantly increases energy efficiency significantly. Here 

( ) ( )2
10 11 12 21 222 2 8n Aλ γ γ γ γ πΔ = ⋅ + − − , n1 is the refractive index of an ordinary 

fundamental wave, no, ne are the main values of refractive indexes for the second harmonic, 
A10 – amplitude of entrance to nonlinear element electric field. The detuning angle linearly 
depends on fundamental intensity, and for I=5 TW/cm2 and 910nm central wavelength, the 
detuning angle in a KDP crystal is Δθ=-0.5º.  
The other important feature of SHG of femtosecond radiation is dispersion effects. As far as, 
refractive index of frequency doubling media depends on wave length, group velocities of 
fundamental and second harmonic waves are different. The fact is a cause of reducing area 
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of interaction of pulses. The phenomenon is characterized by the length of group velocities 
mismatch: 

( )
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here T – is fundamental pulse duration, P(λ) – dispersion parameter. Also, dispersion effects 
lead to pulse broadening. The spatial scale of the effect (the length of group velocity 
dispersion) can be found:  
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= ; i=1 for fundamental and i=2 for second harmonic. In order to decrease 

influence of the effects it is necessary to satisfy the conditions to the crystal length – L: 

12 1 2, ,nlL L L L L< <  

here Lnl=(β·A10)-1 – typical scale of energy conversion to the second harmonic, β – quadratic 
nonlinearity. Dispersion effects significantly depend on properties of frequency doubling 
media (at fundamental and second harmonic wave) and the fundamental pulse duration.  
Experimental implementation of the SHG of femtosecond petawatt pulses requires a large 
aperture (more than 10cm) ultra-thin (hundreds of microns) nonlinear elements with 
wideband phase-matching at 800nm (Ti: sapphire lasers) and 910nm (optical parametrical 
amplification lasers). At present, KDP and DKDP crystals are the only crystals satisfying 
these requirements. Further analysis will be done for the crystals. We summarize 
characteristic lengths in Table.1. 
  

T=20fs T=50fs λ1 

nm L1, mm L2,mm L12,mm L1,mm L2, mm L12, mm
T/L12, 
fs/mm 

Lnl , mm 
(5TW/cm2) 

Deuteration
, level D 

800 5.3 1.36 0.26 33 8.52 0.65 77 0.15 0 
910 12.7 1.65 0.55 79.4 10.4 1.38 36 0.18 0 
800 4.06 1.34 0.21 25.38 8.38 0.52 97 0.15 1 
910 6.02 1.62 0.33 30.76 10.14 0.82 61 0.18 1 

Table 1. Characteristic lengths for KDP (D=0) and DKD crystals. 

As can be seen from table 1, the effect of group velocities mismatch is more significant for 
SHG in comparison with the pulses broadening. The length of group velocity mismatch for 
910nm fundamental wave length is two times more the one for 800nm. The difference is 
significant for super intense femtosecond radiation, because the mutual influence of cubic 
polarization and dispersion effects starts to be crucial. The efficiency of energy conversion 
vs KDP crystal length is presented in fig.1. The results were obtained in the assumption, that 
angle of beam propagation is optimal in accordance with formula (2). 
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filamentation (Bespalov and Talanov 1966). Linear equations and methodic of their 
implementation for estimations of critical level of spatial noise in powerful laser beams are 
presented in section 4. We propose an original approach to small-scale self-focusing (SSSF) 
suppression in experiments with super intense radiation. The created theoretical model of 
the phenomena clearly explains the suppression, and its coincidence with an obtained 
experimental data is discussed in section 5. We present results of mathematical modeling of 
influence of surface dusts to generation of spatial noise and its further amplification during 
the SHG of super intense radiation. 

2. Theoretical aspects and experimental results of SHG of super strong 
femtosecond radiation 
SHG process of super intense femtosecond radiation in the frame of the second order of 
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where А1 and А2 are the complex amplitudes of the fundamental and the second harmonic 
fields, z is the longitudinal coordinate of wave propagation, and Δk=k(ω2)-2k(ω1) is the linear 
wave vector phase mismatch, u1 and u2 group velocities of fundamental and second harmonic 
pulses, γij (i,j=1,2) are the coefficients of third-order nonlinear wave coupling. The inertia of 
cubic nonlinearity is not taken into consideration in the equations, because in our work we 
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The cubic polarization of frequency doubling media leads to nonlinear phase (B-integral) 
accumulation of interacted fundamental and second harmonic waves. As a consequence of 
it, the waves acquire additional phase mismatch and the energy conversion efficiency 
decreases. We demonstrated in the frame of plane wave approximation (Mironov, 
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phase matching angle on the amount (for oo-e type): 

 
( )

2 2
1

2 23 2 2
11 1

,o

eo

n nn
n nn n n

θ
− −

− −− −

−Δ
Δ =

−−
 (2) 

significantly increases energy efficiency significantly. Here 

( ) ( )2
10 11 12 21 222 2 8n Aλ γ γ γ γ πΔ = ⋅ + − − , n1 is the refractive index of an ordinary 

fundamental wave, no, ne are the main values of refractive indexes for the second harmonic, 
A10 – amplitude of entrance to nonlinear element electric field. The detuning angle linearly 
depends on fundamental intensity, and for I=5 TW/cm2 and 910nm central wavelength, the 
detuning angle in a KDP crystal is Δθ=-0.5º.  
The other important feature of SHG of femtosecond radiation is dispersion effects. As far as, 
refractive index of frequency doubling media depends on wave length, group velocities of 
fundamental and second harmonic waves are different. The fact is a cause of reducing area 
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of interaction of pulses. The phenomenon is characterized by the length of group velocities 
mismatch: 
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here T – is fundamental pulse duration, P(λ) – dispersion parameter. Also, dispersion effects 
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here Lnl=(β·A10)-1 – typical scale of energy conversion to the second harmonic, β – quadratic 
nonlinearity. Dispersion effects significantly depend on properties of frequency doubling 
media (at fundamental and second harmonic wave) and the fundamental pulse duration.  
Experimental implementation of the SHG of femtosecond petawatt pulses requires a large 
aperture (more than 10cm) ultra-thin (hundreds of microns) nonlinear elements with 
wideband phase-matching at 800nm (Ti: sapphire lasers) and 910nm (optical parametrical 
amplification lasers). At present, KDP and DKDP crystals are the only crystals satisfying 
these requirements. Further analysis will be done for the crystals. We summarize 
characteristic lengths in Table.1. 
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T/L12, 
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(5TW/cm2) 

Deuteration
, level D 

800 5.3 1.36 0.26 33 8.52 0.65 77 0.15 0 
910 12.7 1.65 0.55 79.4 10.4 1.38 36 0.18 0 
800 4.06 1.34 0.21 25.38 8.38 0.52 97 0.15 1 
910 6.02 1.62 0.33 30.76 10.14 0.82 61 0.18 1 

Table 1. Characteristic lengths for KDP (D=0) and DKD crystals. 

As can be seen from table 1, the effect of group velocities mismatch is more significant for 
SHG in comparison with the pulses broadening. The length of group velocity mismatch for 
910nm fundamental wave length is two times more the one for 800nm. The difference is 
significant for super intense femtosecond radiation, because the mutual influence of cubic 
polarization and dispersion effects starts to be crucial. The efficiency of energy conversion 
vs KDP crystal length is presented in fig.1. The results were obtained in the assumption, that 
angle of beam propagation is optimal in accordance with formula (2). 
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Fig. 1. The energy conversion efficiency vs KDP thickness, fundamental intensity 5TW/cm2 

As can be seen from fig.1 optimal KDP crystal for effective SHG of 910nm, 50fs and 
I=5TW/cm2 fundamental radiation is about 0.4mm, but the one for 800nm and the same 
parameters is about 0.3mm. The shorter pulses at the intensity level require thinner crystals. 
For instance, 20fs and 910nm the crystal length should be about 0.35mm, but for 800nm it is 
about 0.25mm. The right choice of nonlinear element thickness gives opportunity to obtain 
more than 50% efficiency of energy conversion even for 20fs, 5TW/cm2 fundamental 
radiation in KDP crystal. 
The length of group velocity mismatch can be varied by means of changing parameters of 
frequency doubling element. Deuteration factor – D in DKDP crystals can be chosen during 
their growth stage. Refractive index of the crystal depends on the deuteration factor, and 
hence group velocities of fundamental and second harmonic pulses can be varied. In fig.2 
we present dependence dispersion parameter P(λ) from fundamental wave length at 
different level of deuteration factor in DKDP crystal. We used DKDP properties from the 
work(Lozhkarev, Freidman et al. 2005). 
According to fig.2, dispersion parameter P(λ) (calculated for DKDP crystal) is equal to zero 
only for one fundamental wave length. In this case group velocities of fundamental and 
second harmonic pulses are equal. Evidently, the situation is optimal for frequency doubling 
process. For the deuteration factor D=0 (KDP crystal) optimal central wave length of 
fundamental pulse is 1033nm. The increasing of deuteration factor leads to optimal wave 
length varying. The D range 0 – 1 corresponds to diapason of optimal wave lengths 1033–
1210 nm. So, the level variation of the deuteration can be used for managing of dispersion 
properties of frequency doubling nonlinear element. The dependence of refractive index for 
KDP and DKDP crystals from temperature can not be used for managing of dispersion 
properties. At the present, the crystals are optimal for SHG of super powerful ultra short 
laser pulses. As far as, created from the crystals nonlinear elements can be done with large 
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aperture (about 10 cm) and half millimeter thickness or less. The properties are crucial for 
the application. 
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Fig. 2. Dispersion parameter P(λ) versus fundamental wave length at deuteration level 
D=0,0.5 and 1.  
In order to verify theoretical model of SHG process under strong influence of cubic 
polarization effects we implemented modeling experiments. In the experiments we used 
output radiation of front end system of petawatt level femtosecond OPCPA laser (Lozhkarev, 
Freidman et al. 2007) as a fundamental beam. The parameters of the radiation incident on the 
SHG crystal (0.6 or 1.0mm thickness) were the following: beam diameter 4.3mm, pulse 
duration 65fs, energy range 1÷18 mJ, and central wavelength 910 nm. It is necessary to point 
out that the beam quality was not good, as a result at 18mJ energy the average over cross-
section intensity was 2TW/cm2 and the peak intensity was 5TW/cm2. All measurements were 
done in vacuum, because for the range of fundamental intensities nonlinear beam self-action in 
air is important, even at several centimeters of propagation distance.  
We have measured the energy efficiency of SHG in 0.6mm-thick KDP crystal at different 
detuning external angles Δθ, see fig.3. The main goal was to experimentally verify the fact that 
for efficient SHG different intensities require different optimal angles of beam propagation.  
As can be seen from fig.3, a perfect phase matching (i.e. Δθ=0mrad) is optimal for SHG 
efficiency at low (2÷4mJ) and medium (10mJ) input energies. But at high energies (18mJ) 
SHG is more efficient at the optimal detuning angle Δθ=- 3.1mrad, because the phase 
induced by third-order nonlinearity and linear phase mismatching compensate each other. 
A negative value of optimal detuning angle is also clearly seen from comparison of data for 
Δθ=-6.2mrad and Δθ=6.2mrad: SHG efficiency is almost the same at 2-4mJ and is noticeably 
different at 16-18mJ. The experimental results are in a good agreement with formula (2), 
which gives for 18mJ energy (average intensity 2TW/cm2) Δθ=-3.5mrad. 
Relatively low SHG efficiency and large spread of the experimental data are explained by 
poor quality of both the beam and the ultra thin KDP crystal. In a 1mm-thick KDP crystal 
we reached 41% of SHG energy efficiency at such high intensities. 
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In order to verify theoretical model of SHG process under strong influence of cubic 
polarization effects we implemented modeling experiments. In the experiments we used 
output radiation of front end system of petawatt level femtosecond OPCPA laser (Lozhkarev, 
Freidman et al. 2007) as a fundamental beam. The parameters of the radiation incident on the 
SHG crystal (0.6 or 1.0mm thickness) were the following: beam diameter 4.3mm, pulse 
duration 65fs, energy range 1÷18 mJ, and central wavelength 910 nm. It is necessary to point 
out that the beam quality was not good, as a result at 18mJ energy the average over cross-
section intensity was 2TW/cm2 and the peak intensity was 5TW/cm2. All measurements were 
done in vacuum, because for the range of fundamental intensities nonlinear beam self-action in 
air is important, even at several centimeters of propagation distance.  
We have measured the energy efficiency of SHG in 0.6mm-thick KDP crystal at different 
detuning external angles Δθ, see fig.3. The main goal was to experimentally verify the fact that 
for efficient SHG different intensities require different optimal angles of beam propagation.  
As can be seen from fig.3, a perfect phase matching (i.e. Δθ=0mrad) is optimal for SHG 
efficiency at low (2÷4mJ) and medium (10mJ) input energies. But at high energies (18mJ) 
SHG is more efficient at the optimal detuning angle Δθ=- 3.1mrad, because the phase 
induced by third-order nonlinearity and linear phase mismatching compensate each other. 
A negative value of optimal detuning angle is also clearly seen from comparison of data for 
Δθ=-6.2mrad and Δθ=6.2mrad: SHG efficiency is almost the same at 2-4mJ and is noticeably 
different at 16-18mJ. The experimental results are in a good agreement with formula (2), 
which gives for 18mJ energy (average intensity 2TW/cm2) Δθ=-3.5mrad. 
Relatively low SHG efficiency and large spread of the experimental data are explained by 
poor quality of both the beam and the ultra thin KDP crystal. In a 1mm-thick KDP crystal 
we reached 41% of SHG energy efficiency at such high intensities. 
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Fig. 3. The energy conversion efficiency versus input fundamental pulse energy at different 
detuning (external angles) from linear phase matching direction.  

3. Pulse shortening and ICR enhancement 
Cubic polarization leads to fundamental and second harmonic pulses spectrum 
modification and widening. The phenomenon depends on fundamental pulse intensity, 
cubic nonlinearity, fundamental central wave length and nonlinear element thickness. The 
output second harmonic pulse is not Fourier transform limited. In the case of optimal 
nonlinear element thickness, duration of second harmonic radiation approximately equals to 
the one of input pulse. Additional correction of spectrum phase of output second harmonic 
pulse makes it possible to significantly reduce pulse duration. The simplest way is the 
second order phase correction: 

21
2 2( ) ( , ) ,iS

compA t F e F A z L tω− ⎡ ⎤= =⎡ ⎤⎣ ⎦⎢ ⎥⎣ ⎦
 

here F, F-1 are the direct and inverse Fourier transforms, А2(z=L,t), A2comp(t) are the electric 
fields of second harmonic radiation before and after phase correction, and S is the coefficient 
of quadratic spectral phase correction. The electric field А2(z=L,t) is obtained by the 
numerical solution of (1). The results are presented in fig.4 for optimal detuning angle Δθ (2) 
and for 5TW/cm2 fundamental Gaussian pulse (20fs FWHM). The coefficient S was chosen 
to minimize the pulse duration. Maximums of all the three pulses were shifted to zero time 
for clarity. 
In accordance with fig.4, SHG process increases temporal ICR on pulse wings. Additional 
spectrum phase correction allows significantly reduce pulse duration. For instances, for 
fundamental wavelength Gaussian pulse with duration 20fs (FWHM) and intensity 
5TW/cm2, the second harmonic pulse may be compressed to 12fs (800nm, 0.2mm-thick 
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Fig. 4. Shapes of incident and second harmonic pulses before and after spectral phase 
correction. (a) fundamental wavelength 910 nm, KDP thickness 0.4 mm; (b) fundamental 
wavelength 800 nm, KDP thickness 0.2 mm. 

KDP) and to 9fs (910nm, 0.4mm-thick KDP). The 50fs input pulse may be compressed even 
more efficiently in a 0.4mm-thick KDP: to 18fs at 800nm and to 16fs at 910nm. 
The spectrum phase correction decreases ICR of second harmonic pulse in comparison with 
uncompressed, but it is higher than fundamental. As a result, SHG together with additional 
spectrum phase correction is suitable for peak intensity increasing and improvement of 
temporal intensity profile of super strong laser radiation. 

4. Plane wave instability in mediums with quadratic and cubic nonlinearities 
The other negative manifestation of cubic polarization is small-scale self-focusing (SSSF). 
The process is the main cause of laser beam filamentation and nonlinear element 
destructions. The theoretical aspects of the phenomenon in media with cubic polarization 
are observed in literature (Bespalov and Talanov 1966; Rozanov and Smirnov 1980; 
Lowdermilk and Milam 1981; Poteomkin, Martyanov et al. 2009). The main goal of the 
section is to develop theoretical approach to describe the process in media with quadratic 
and cubic nonlinearity. The model (Ginzburg, Lozhkarev et al. 2010) is necessary for 
estimations of critical level of spatial noise in super strong laser beams. 
Let’s assign three fundamental plane waves on the input surface of frequency doubling 
nonlinear element (waves 1, 3, 4 see fig 4). Angles α1 and α2 determine directions of 
harmonic disturbances of laser beam in non critical and critical planes of frequency doubling 
nonlinear element. Let’s consider, that waves 3 and 4 has equal by amount, but anti 
directional transverse wave vectors. The wave 1 is significantly more powerful, than waves 
3 and 4, and it runs in the optimal direction for energy conversion (in accordance with 
formula 2). Second harmonic wave (wave 2), which is generated by the wave number 1, runs 
at the same direction too.  
Weak fundamental waves (3, 4) interact with strong waves (1, 2) and generate harmonic 
disturbances of second harmonic radiation (waves 5 and 6) see fig 4. The transversal wave 
vectors of fundamental and second harmonic waves should be equal. The requirement is a 
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Fig. 3. The energy conversion efficiency versus input fundamental pulse energy at different 
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more efficiently in a 0.4mm-thick KDP: to 18fs at 800nm and to 16fs at 910nm. 
The spectrum phase correction decreases ICR of second harmonic pulse in comparison with 
uncompressed, but it is higher than fundamental. As a result, SHG together with additional 
spectrum phase correction is suitable for peak intensity increasing and improvement of 
temporal intensity profile of super strong laser radiation. 

4. Plane wave instability in mediums with quadratic and cubic nonlinearities 
The other negative manifestation of cubic polarization is small-scale self-focusing (SSSF). 
The process is the main cause of laser beam filamentation and nonlinear element 
destructions. The theoretical aspects of the phenomenon in media with cubic polarization 
are observed in literature (Bespalov and Talanov 1966; Rozanov and Smirnov 1980; 
Lowdermilk and Milam 1981; Poteomkin, Martyanov et al. 2009). The main goal of the 
section is to develop theoretical approach to describe the process in media with quadratic 
and cubic nonlinearity. The model (Ginzburg, Lozhkarev et al. 2010) is necessary for 
estimations of critical level of spatial noise in super strong laser beams. 
Let’s assign three fundamental plane waves on the input surface of frequency doubling 
nonlinear element (waves 1, 3, 4 see fig 4). Angles α1 and α2 determine directions of 
harmonic disturbances of laser beam in non critical and critical planes of frequency doubling 
nonlinear element. Let’s consider, that waves 3 and 4 has equal by amount, but anti 
directional transverse wave vectors. The wave 1 is significantly more powerful, than waves 
3 and 4, and it runs in the optimal direction for energy conversion (in accordance with 
formula 2). Second harmonic wave (wave 2), which is generated by the wave number 1, runs 
at the same direction too.  
Weak fundamental waves (3, 4) interact with strong waves (1, 2) and generate harmonic 
disturbances of second harmonic radiation (waves 5 and 6) see fig 4. The transversal wave 
vectors of fundamental and second harmonic waves should be equal. The requirement is a 
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Fig. 4. The scheme of runs strong fundamental (wave 1) and second harmonic (wave 2) 
waves and their harmonic disturbances (waves 3,4 and 5,6 correspondingly) in non critical 
(a) and critical plane of frequency doubling nonlinear element. 
 

consequence of Maxwell equations. The directions of second harmonic beam disturbances in 
non critical ( 11 21,φ φ ) and critical ( 12 22,φ φ ) planes are determined by boundary conditions 
(3): 
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So, the beam disturbances 3, 4, 5 and 6 have equal transversal wave vectors and their 
amplitudes satisfy the demands: 

 1 2, ( 3..6)i iε ε ε<< =  (4) 

Assume, that on the boundary of the frequency doubling nonlinear element (z=0) the 
amplitudes of strong waves are the following: 

 ε1(z=0)=ε10 and ε2(z=0)=0 (5) 

Here ε10 – the electric field of the fundamental string wave (1). The conditions for harmonic 
disturbance amplitudes: 
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here ε30 and φ the initial electric strength of waves 3,4 and their phase on the entrance 
surface of nonlinear element. Assume, that amplification of harmonic disturbances is not 
crucial for strong wave interaction, i.e. amplitudes of wave 1 and 2 satisfy the system of 
differential equations: 
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Now, observe mathematical description of plane wave instability in media with quadratic 
and cubic nonlinearity. Implementation of standard linearization procedure to quasi-optical 
equations, which describe dynamic of each frequency component, and grouping items with 
equal transverse wave vectors, gives opportunity to obtain equations for amplitudes of 
harmonic disturbances:  
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Here ziik z
i iE eε −= , k1– magnitude of fundamental wave vector, k5, k6 – wave vectors of 

second harmonic wave disturbances. In the frame of the model, the disturbances in the 
second harmonic beam appear from interaction between fundamental disturbances and 
strong fundamental wave (1). The second harmonic beam modulation is amplified over 
cubic polarization. 
The amplification of harmonic disturbances depends on entrance fundamental intensity, 
quadratic and cubic nonlinearity, linear wave vectors mismatch, initial phase φ on the 
entrance surface of frequency doubling media. The gain factors of fundamental and second 
harmonic disturbances can be determined (i=3..6): 
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As a rule, initial phase φ is a random parameter, and hence the averaged gain factors are 
mostly interested in theoretical investigations:  
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The averaged gain factors Gav1,2 versus harmonic disturbances propagation directions (α1, 
α2) are presented in fig.4 for 0.5mm KDP crystal, 4.5 ТW/cm2 fundamental intensity and 
assumption of optimal direction of beam propagation (in accordance with formula 2). 
In accordance with fig 5, maximum of averaged by initial phase gain factors of fundamental 
and second harmonic disturbances, which were calculated for I=4.5 TW/cm2 and 0.5mm 
KDP thickness, are the following Gav1=14, Gav2=270. Angular detuning in critical plane 
imposes restrictions on amplification of harmonic disturbances. As a result of it, angular 
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Fig. 4. The scheme of runs strong fundamental (wave 1) and second harmonic (wave 2) 
waves and their harmonic disturbances (waves 3,4 and 5,6 correspondingly) in non critical 
(a) and critical plane of frequency doubling nonlinear element. 
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Fig. 5. The averaged gain factors of harmonic disturbances versus angles (α1, α2) a) Gav 
fundamental and b) Gav second harmonic. The diagrams were obtained by numerical 
solution of systems differential equations (7) and (8) with boundary conditions 5 and 6, KDP 
thicknesses 0.5mm and fundamental intensity I=4.5 TW/cm2.  

 diagram in fig. 5 are symmetrical in non critical plane, i.e. Gavi(z,-α1,α2)=Gavi(z,α1,α2) and 
non symmetrical in critical plane Gavi(z,α1,-α2)≠Gavi(z,α1,α2). Maximum amplification of 
harmonic disturbances of second harmonic wave (2) takes place at angles α1=42 mrad and 
α2=0 from direction of strong waves (1 and 2) propagation.  
Note that for media with only cubic nonlinearity the gain factor can be found analytically 
(Rozanov and Smirnov 1980): 
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wave vector. 
The other important parameter, which characterizes SSSF, is integral by spatial spectrum 
gain factor of harmonic disturbances. Let’s determine it for the task by the following way: 

int 1 22
1

j jav j j
cr

G G d dα α
πα Ω

= ∫∫  

here j=1,2 indexes of gain factors of noise amplification of fundamental and second 
harmonic wave, αcr – angle in non critical plane, which corresponds to decreasing the gain 
factor of second harmonic disturbances in e times from the maximum value; Ω – is the circle 
of radius αcr . Despite the complicated determination of the integral gain factors, they are 
physically enough, because it takes into account anisotropic topology of the gain structure 
(see fig.5). Calculated by the way integral gain factors for fundamental radiation 
I=4.5 TW/cm2 and 0.5 mm KDP thickness are equal to Gint1=5, Gint2=107. Integral gain 
factors versus B-integral are presented in fig 6. 
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Fig. 6. Integral gain factors Gint1,2 fundamental and second harmonic disturbances versus B-
integral 
As can be seen from fig 6, the harmonic disturbances of fundamental and second harmonic 
waves are amplified significantly during second harmonic generation process. The fact can 
be a cause of a nonlinear element corruption. 
Let’s found critical level of spatial noise in the fundamental beam on the entrance surface of 
nonlinear element. Peak amount and mean square deviation intensity Irms from average in 
beam profile are connected with relative noise power Pn/P by the following empiric 
formulas (Rozanov and Smirnov 1980): 

 
( )
( )

2
peak av n

2
rms av n

I /I 1 5 P /P

I /I 1 P /P 1

= +

= + −
 (9) 

In accordance with (Kumar, Harsha et al. 2007), KDP crystal can stand under intensity about 
Ipeak=18.5 ТW/cm2, 100fs pulse duration and central wave length λ=795 nm. Let’s assume that 
the peak intensity is the threshold level for crystal destruction. In this case 

th peak avK I /I 4.1= =  for average intensity Iav=4.5 TW/cm2. Noise power on the output 
surface of frequency doubling nonlinear element can be found like noutP G Pn= ⋅ . Critical level 
of noise power n nK P /P=  of the fundamental entrance beam (by means of 9) is the following: 

( )
2

n th
1 1K K 1
G 5
⎛ ⎞= −⎜ ⎟
⎝ ⎠

. 

For gain factor G=107 the amount is Kn=4·10-4 and 2
rms avI /I 4 10−= ⋅ . The influence of SSSF 

effects can be diminished by means of beam quality improving and self filtering 
implementation, see next section. 
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Fig. 5. The averaged gain factors of harmonic disturbances versus angles (α1, α2) a) Gav 
fundamental and b) Gav second harmonic. The diagrams were obtained by numerical 
solution of systems differential equations (7) and (8) with boundary conditions 5 and 6, KDP 
thicknesses 0.5mm and fundamental intensity I=4.5 TW/cm2.  

 diagram in fig. 5 are symmetrical in non critical plane, i.e. Gavi(z,-α1,α2)=Gavi(z,α1,α2) and 
non symmetrical in critical plane Gavi(z,α1,-α2)≠Gavi(z,α1,α2). Maximum amplification of 
harmonic disturbances of second harmonic wave (2) takes place at angles α1=42 mrad and 
α2=0 from direction of strong waves (1 and 2) propagation.  
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The other important parameter, which characterizes SSSF, is integral by spatial spectrum 
gain factor of harmonic disturbances. Let’s determine it for the task by the following way: 
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here j=1,2 indexes of gain factors of noise amplification of fundamental and second 
harmonic wave, αcr – angle in non critical plane, which corresponds to decreasing the gain 
factor of second harmonic disturbances in e times from the maximum value; Ω – is the circle 
of radius αcr . Despite the complicated determination of the integral gain factors, they are 
physically enough, because it takes into account anisotropic topology of the gain structure 
(see fig.5). Calculated by the way integral gain factors for fundamental radiation 
I=4.5 TW/cm2 and 0.5 mm KDP thickness are equal to Gint1=5, Gint2=107. Integral gain 
factors versus B-integral are presented in fig 6. 
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Fig. 6. Integral gain factors Gint1,2 fundamental and second harmonic disturbances versus B-
integral 
As can be seen from fig 6, the harmonic disturbances of fundamental and second harmonic 
waves are amplified significantly during second harmonic generation process. The fact can 
be a cause of a nonlinear element corruption. 
Let’s found critical level of spatial noise in the fundamental beam on the entrance surface of 
nonlinear element. Peak amount and mean square deviation intensity Irms from average in 
beam profile are connected with relative noise power Pn/P by the following empiric 
formulas (Rozanov and Smirnov 1980): 
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In accordance with (Kumar, Harsha et al. 2007), KDP crystal can stand under intensity about 
Ipeak=18.5 ТW/cm2, 100fs pulse duration and central wave length λ=795 nm. Let’s assume that 
the peak intensity is the threshold level for crystal destruction. In this case 

th peak avK I /I 4.1= =  for average intensity Iav=4.5 TW/cm2. Noise power on the output 
surface of frequency doubling nonlinear element can be found like noutP G Pn= ⋅ . Critical level 
of noise power n nK P /P=  of the fundamental entrance beam (by means of 9) is the following: 
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. 

For gain factor G=107 the amount is Kn=4·10-4 and 2
rms avI /I 4 10−= ⋅ . The influence of SSSF 

effects can be diminished by means of beam quality improving and self filtering 
implementation, see next section. 
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5. Small-scale self-focusing suppression 
The presented estimations of noise power critical level are overstated. The question is that, 
the observed theoretical model assumes the presence of high amplifying harmonic 
disturbances in nonlinear element and in the area of strong field. According to the observed 
theoretical model directions, where noise components start to be more intensive, depends 
on many factors such as fundamental intensity and central wave length, quadratic and cubic 
nonlinearity, direction of strong wave propagation with respect to optical axe, and thickness 
of frequency doubling nonlinear element. For fundamental intensity 4.5TW/cm2 and 0.5mm 
KDP crystal the optimal angle for amplification of harmonic disturbance is 42 mrad (fig. 5). 
Such high angles make it possible to use free space propagation to cut off dangerous spatial 
components from strong light beam and there is no necessity to use spatial filters. The main 
sources of harmonic disturbances are mirror surfaces. Hence, the distance between the last 
mirror and nonlinear element is important parameter for spatial spectrum clipping (see  
fig 7). 
 

 
Fig. 7. The idea of small-scale self-focusing suppression. d is beam diameter, D is free-space 
propagation distance, α is angle of propagation of noise wave. 
Differential equations 7 and 8 make it possible to find angle of optimal spatial noise 

increasing – αmax. The safety distance is
2 2
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n
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α
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≥
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, there d is the entrance 

beam diameter, n – refractive index. This idea of small-scale self-focusing suppression by 
beam self-filtering due to free propagation before SHG may be used in any high intensity 
laser. The key parameters of the task are B-integral and angle of view d/D.  
The power of noise on the entrance surface can be calculated by the following expression: 

2
1 2o o oP P d d Pα αα α πα

Ω

= =∫∫  

here Pαo – angular power density, α 1 и α2 angles in non critical and critical plane, Ω – area in 
angular parameter space. On the entrance surface angular power density is homogeneous 
and the Ω is the circle with radius α and center in the origin of coordinates. On the output 
surface the noise power is the following: 

( ) 2
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Output noise power is proportional to α2·Gint. Maximum angle of integration is determined 
by the optical scheme geometry and refraction angle of frequency doubling nonlinear 
element. 

 
Fig. 8. Logarithm of normalized power of noise ln(F) versus B-integral and angle of view 
d/D at intensity 5TW/cm2. Open circles show experiments without filamentaion and fill 
circles show experiment with filamentation. 
The dependence of normalized power of the spatial noise F=Pout(B,d/D)/ Pout(B=2.5, d/D=1) at  
the output of nonlinear element is presented in fig. 8. At a large angle of view d/D (no self-
filtering) all noise waves reach the nonlinear element and noise power at its output is the 
highest. In this case filamentation appears at B≈2.5 (F≈1), the fact was observed in our 
experiments in accordance with other papers (Bespalov and Talanov 1966; Bunkenberg, 
Boles et al. 1981; Speck 1981; Vlasov, Kryzhanovskiĭ et al. 1982). When d/D reduces to about 
0.2 the noise power decreases as well. It drops sharply when d/D<0.1. As on can see from 
fig.3, experimental points with 0.6mm and 1mm thick crystal (d/D=0.02) are in a safety 
region: F<<1 even though B=3.8 and 6.4 correspondingly. On the other hand for 
experimental points where filamentaion was observed (d/D=0.08) the F parameter is above 
unity, see fig.8. 
Note, that in nanosecond lasers the typical intensity is 1GW/cm2, hence, self-filtering takes 
place at the angle of view d/D<0.003, because the angle is proportional to the square root of 
laser beam intensity. Such a small value limits practical use of self-filtering for 1GW/cm2 
intensity laser pulses. The critical angle for medium with cubic nonlinearity only can be 
found in accordance with the following formula: 

2
cr

I
n
γα =  

Here γ- cubic nonlinearity coefficient [cm2watt-1], I – intensity [cm-2watt] and n - refractive 
index. 
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unity, see fig.8. 
Note, that in nanosecond lasers the typical intensity is 1GW/cm2, hence, self-filtering takes 
place at the angle of view d/D<0.003, because the angle is proportional to the square root of 
laser beam intensity. Such a small value limits practical use of self-filtering for 1GW/cm2 
intensity laser pulses. The critical angle for medium with cubic nonlinearity only can be 
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2
cr

I
n
γα =  

Here γ- cubic nonlinearity coefficient [cm2watt-1], I – intensity [cm-2watt] and n - refractive 
index. 
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6. Surface dust influence to SHG process 
Surface dusts are conductive to harmonic disturbance generation. The observed small-scale 
self-focusing suppression scheme can not be used for clipping spatial spectrum of noises, 
which are generated on surface. Generated on nonlinear element surface harmonic 
components have the same initial phase, which is equal to zero. The dynamic of plane wave 
instability can be described by system of differential equations 7 and 8. In this case 
boundary conditions are the following: 

( )1 100zε ε= = , ( )2 0 0,zε = =  ( )3,4 100zε ε= = , ( )5,6 0 0zε = =  

 

Gain factors versus of angles of harmonic disturbance propagation are presented in fig.9.  
 
 

 
Fig. 9. Gain factors of harmonic disturbances a) fundamental and b) second harmonic 
waves. Calculated for 0.5mm KDP crystal and intensity 4.5TW/cm2, angle of strong wave’s 
propagation is optimal according to (2). 
In accordance with fig.9 gain factors of harmonic disturbances of fundamental and second 
harmonic waves, which appears from scattering strong waves on surface dusts have 
topological structure the same to the averaged by initial phase gain factors. In this case 
preferable direction for noise amplification lies in non critical plane too. For fundamental 
intensity 4.5TW/cm2 and 0.5mm KDP crystal the maximum gain factor of fundamental 
disturbances is 20, as for second harmonic noise it is 216 by optimal angle ±35mrad in non 
critical plane. 
Thus, gain factors of harmonic disturbances of second harmonic wave, which is generated 
on surface dusts, are big sufficiently. In case of use of self-filtering technique described in 
Section 5, the input surface of SHG crystal is the main source of the noises. It is needed to be 
taken into consideration during experimental investigations. 
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7. Conclusion 
We presented experimental conformation of theoretical model of SHG of super strong 
femtosecond radiation under strong influence of dispersion and cubic polarization effects. 
Despite the poor quality of the fundamental beam, the energy conversion efficiency of 35% 
(41%) was achieved in 0.6 (1.0) mm-thick KDP crystal. 
SHG process is well for a increasing of temporal intensity contrast ratio significantly. The 
suggested additional spectrum phase correction of output second harmonic radiation is a 
way to reduce pulse duration more than 3 times for 50fs, 5TW/cm2 and 0.4mm KDP crystal. 
We demonstrated significant difference between 910nm and 800nm fundamental waves for 
SHG process and established the privilege of the first one. 
The developed theoretical model of plane wave instability in mediums with quadratic and 
cubic nonlinearity makes it possible to estimate critical level of spatial noises power in super 
strong femtosecond laser beams for safety realization of SHG process. The suggested 
scheme of small-scale self-focusing suppression is theoretically explained and 
experimentally verified: no manifestation of self-focusing at B-integral above 6. The 
obtained experimental results are in a good agreement with the model. In the conclusion it 
is necessary to point out two additional sources of spatial noises as apply to SHG process. 
The first one is surface inhomogeneous and the second one is internal refractive index 
disturbances. The methodic of minimization of the factors is the improvement of nonlinear 
element quality: surface and homogeneity of refractive index. 
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1. Introduction  
Many lasers operate predominantly or only as pulsed sources and the pulse duration is 
determined by the duration of effective pumping, intra-resonator energy extraction rates, 
etc. However, in certain applications of the pulsed lasers, it is necessary to extend the 
duration of the laser pulses without reducing its pulse energy. The duration of laser pulses 
is increased by using laser pulse stretchers, which stretch the pulses temporally.  An ideal 
laser pulse stretcher increases the duration of the laser pulse without introducing losses so 
the peak power of the laser is reduced without reducing its average power. The temporal 
stretching of laser pulses is vital for many applications of pulsed lasers. The temporal 
stretching of oscillator pulses of high beam quality is required in oscillator–amplifier 
systems for achieving high output power. The temporal stretching of pump laser pulses 
leads to an increase in energy conversion efficiency and tuning range along with a decrease 
in linewidth of the tunable dye lasers. While launching the laser pulses of high energy into 
optical fibers, the temporal stretching of laser pulses is done to reduce the peak power, 
without reducing the pulse energy, to save the input faces of optical fibers from damage.  
Thus the temporal stretching of laser pulses also increases the upper limit of transmission of 
pulse energy in the optical fibers. The optical pulse stretchers are used for removing laser-
induced plasma spark generation in spontaneous Raman-scattering spectroscopy by 
reducing the peak power. In the guide star experiments, the pulse stretching of laser pulses 
is required to avoid saturation effects. The temporal pulse stretching is required in material 
processing because a stretched pulse is more efficient for heating the material. The temporal 
stretching of laser pulses is needed in optical microlithography to avoid degradation of 
semiconductor materials as well as optics. In the medical application of lasers, the pulse 
stretching of laser pulses is done to reduce the high peak intensities, which generally 
damage the tissues. The temporal stretching of laser pulses is done in holographic 
interferometry for removing the boiling effect, which is detrimental to the quality of the 
photographs. The ultrashort pulses are temporally stretched in the chirped pulse 
amplification (CPA) to avoid the nonlinear effects that lead to catastrophic damage. There 
are many more important applications, where temporal stretching of laser pulses is done. 
According to the type of the laser and the requirements of the application, various types of 
laser pulse stretchers, both passive and active, are developed for temporal stretching of laser 
pulses.  
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1. Introduction  
Many lasers operate predominantly or only as pulsed sources and the pulse duration is 
determined by the duration of effective pumping, intra-resonator energy extraction rates, 
etc. However, in certain applications of the pulsed lasers, it is necessary to extend the 
duration of the laser pulses without reducing its pulse energy. The duration of laser pulses 
is increased by using laser pulse stretchers, which stretch the pulses temporally.  An ideal 
laser pulse stretcher increases the duration of the laser pulse without introducing losses so 
the peak power of the laser is reduced without reducing its average power. The temporal 
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stretching of oscillator pulses of high beam quality is required in oscillator–amplifier 
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Thus the temporal stretching of laser pulses also increases the upper limit of transmission of 
pulse energy in the optical fibers. The optical pulse stretchers are used for removing laser-
induced plasma spark generation in spontaneous Raman-scattering spectroscopy by 
reducing the peak power. In the guide star experiments, the pulse stretching of laser pulses 
is required to avoid saturation effects. The temporal pulse stretching is required in material 
processing because a stretched pulse is more efficient for heating the material. The temporal 
stretching of laser pulses is needed in optical microlithography to avoid degradation of 
semiconductor materials as well as optics. In the medical application of lasers, the pulse 
stretching of laser pulses is done to reduce the high peak intensities, which generally 
damage the tissues. The temporal stretching of laser pulses is done in holographic 
interferometry for removing the boiling effect, which is detrimental to the quality of the 
photographs. The ultrashort pulses are temporally stretched in the chirped pulse 
amplification (CPA) to avoid the nonlinear effects that lead to catastrophic damage. There 
are many more important applications, where temporal stretching of laser pulses is done. 
According to the type of the laser and the requirements of the application, various types of 
laser pulse stretchers, both passive and active, are developed for temporal stretching of laser 
pulses.  
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2. Techniques of temporal stretching of laser pulses 
Based on the physics and technology, the techniques of temporal stretching of laser pulses 
can be broadly classified into four categories; (a) optical pulse stretching, (b) pulse stretching 
by intracavity nonlinear materials (c) electronic pulse stretching and (d) pulse stretching by 
dispersion. 

2.1 Optical pulse stretching 
The technique of optical pulse stretching uses a configuration of optical elements that split 
the amplitude of the incident laser pulse and introduce optical delays among them and also 
recombine the temporally delayed portions of the pulse to provide a temporally stretched 
laser pulse. These optical pulse stretchers are generally passive and configured external to 
the laser system for temporal stretching of nanosecond long laser pulses. Several types of 
optical components can be configured in different ways in optical pulse stretchers to obtain  
temporal pulse stretching. A typical optical pulse stretcher is an optical ring cavity formed 
by several 100% reflecting mirrors and at least one partially reflecting beam-splitter.  
 

 
Fig. 1. Schematics of optical pulse stretchers of ring cavities with (a) three mirrors and (b) 
four mirrors. M1, M2 and M3: 100% reflecting plane mirrors; BS:  beam-splitter. 

The optical ring cavity of a pulse stretcher, shown in Fig. 1(a), is a triangle ring cavity 
consisting of a beam-splitter, BS, and two 100% reflecting plane mirrors, M1 & M2. The 
optical ring cavity, shown in Fig. 1(b), is a square ring cavity consisting of a beam splitter, 
BS, and three 100% reflecting plane mirrors, M1, M2 & M3. The beam-splitter and the 100% 
reflecting mirrors of the optical ring cavity can also be arranged in other shapes, like 
rectangle, etc. The laser pulse, which is to be stretched, is incident on the beam-splitter, BS. If 
the absorption losses of the beam-splitter are zero, then it splits the amplitude of the 
incident laser pulse into two parts such that one part is reflected while the remaining 
transmitted part is stored in the ring cavity to traverse an additional path. The stored part is 
then released in each roundtrip by the beam-splitter, BS, where it gets spatially 
superimposed on the reflected part as well as on the earlier released parts to form a single 
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pulse of longer duration. Thus the optical ring cavity divides an initially large amplitude 
laser pulse into many smaller amplitude pulses and recombines them after introducing 
optical delays among them. A spatial overlapping between the successive parts of the laser 
pulse at the beam-splitter is essential in an optical pulse stretcher. The optical ring cavity, 
shown in Fig. 1(a), is a right-angled triangle ring cavity because this configuration permits 
the optimum superposition of the input and output pulses upon exiting the cavity by use of 
a 45° incidence beam-splitter. The beam-splitter reflectivity, the optical cavity delay time, the 
laser beam pointing stability and the laser beam divergence are the key parameters, which 
affect the performance of a optical pulse stretcher. The optical ring cavity traps and stores a 
portion of the circulating laser pulse, subsequently releasing the stored pulse over a longer 
period of time as determined by the optical delay time and the intracavity leakage rate. The 
optical delay time, τ, is the roundtrip propagation time of the ring cavity and is given by  

 τ = L/c (1) 

where c is the speed (i.e., group velocity) of light in air and L is the length of the ring cavity. 
Suppose the reflectivity of the BS, whose absorption losses are zero, is R% and p(t) is the 
instantaneous power of the pulse, which is incident on the pulse stretcher, then BS divides 
the pulse such that reflected part, Rp(t), goes out of the pulse stretcher and transmitted part 
(1−R)p(t), circulates inside the ring cavity. After 1st roundtrip, which is completed in time τ, 
BS transmits a part of pulse, (1−R)2p(t−τ), out of the cavity, which gets superimposed on the 
earlier reflected part. Now the reflected part of the pulse, R(1−R)p(t −τ), circulates inside the 
ring cavity. After 2nd roundtrip, which is completed in time 2τ, BS transmits another part of 
amplitude, (1−R)2Rp(t− 2τ), out of the pulse stretcher and reflects the remaining part, R2(1− 
R)p(t −2τ), to circulate inside the ring cavity. The process repeats and the ring cavity divides 
an initially large amplitude laser pulse into many smaller amplitude pulses such that the 
successive pulses exiting from the pulse stretcher are temporally shifted with respect to the 
initial pulse by τ, 2τ,. . ., nτ, where n is an integer representing the number of round trips in 
the cavity. The integrated instantaneous power of the pulse, obtained as the output of the 
optical pulse stretcher is given by 
 

P(t) = Rp(t) + (1−R)2p(t−τ)+ R(1-R)2p(t-2τ ) + R2(1-R)2p(t-3τ ) + R3(1-R)2p(t-4τ ) 
            + R4(1-R)2p(t-5τ ) + ··· + Rn-1(1-R)2p(t-nτ ) + ··· 
 

            =  Rp(t) + ∑
∞

=1n
Rn-1(1-R)2p(t - nτ )  

(2)

 
In Eq. (2), the 1st term is initial reflection of BS, the 2nd term is transmission of BS after 1st 
roundtrip, the 3rd term is transmission of BS after 2nd roundtrip, and so on. There are infinite 
numbers of terms in the expression, however only first few terms are effective because the 
pulse amplitude, oscillating in the ring cavity, becomes negligibly small after few roundtrips. 
Several configurations of passive optical pulse stretchers are developed. A passive optical 
pulse stretcher of square ring cavity configuration was used in a copper vapor laser MOPA 
system, where it stretched the oscillator pulse of duration of about 34 ns to about 50 ns (Amit et 
al., 1987). A similar optical pulse stretcher of rectangular ring cavity was set up to stretch the 
pulses of a copper vapor laser from 60 ns to 72 ns at base (Singh et al., 1995).  
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pulse of longer duration. Thus the optical ring cavity divides an initially large amplitude 
laser pulse into many smaller amplitude pulses and recombines them after introducing 
optical delays among them. A spatial overlapping between the successive parts of the laser 
pulse at the beam-splitter is essential in an optical pulse stretcher. The optical ring cavity, 
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affect the performance of a optical pulse stretcher. The optical ring cavity traps and stores a 
portion of the circulating laser pulse, subsequently releasing the stored pulse over a longer 
period of time as determined by the optical delay time and the intracavity leakage rate. The 
optical delay time, τ, is the roundtrip propagation time of the ring cavity and is given by  

 τ = L/c (1) 

where c is the speed (i.e., group velocity) of light in air and L is the length of the ring cavity. 
Suppose the reflectivity of the BS, whose absorption losses are zero, is R% and p(t) is the 
instantaneous power of the pulse, which is incident on the pulse stretcher, then BS divides 
the pulse such that reflected part, Rp(t), goes out of the pulse stretcher and transmitted part 
(1−R)p(t), circulates inside the ring cavity. After 1st roundtrip, which is completed in time τ, 
BS transmits a part of pulse, (1−R)2p(t−τ), out of the cavity, which gets superimposed on the 
earlier reflected part. Now the reflected part of the pulse, R(1−R)p(t −τ), circulates inside the 
ring cavity. After 2nd roundtrip, which is completed in time 2τ, BS transmits another part of 
amplitude, (1−R)2Rp(t− 2τ), out of the pulse stretcher and reflects the remaining part, R2(1− 
R)p(t −2τ), to circulate inside the ring cavity. The process repeats and the ring cavity divides 
an initially large amplitude laser pulse into many smaller amplitude pulses such that the 
successive pulses exiting from the pulse stretcher are temporally shifted with respect to the 
initial pulse by τ, 2τ,. . ., nτ, where n is an integer representing the number of round trips in 
the cavity. The integrated instantaneous power of the pulse, obtained as the output of the 
optical pulse stretcher is given by 
 

P(t) = Rp(t) + (1−R)2p(t−τ)+ R(1-R)2p(t-2τ ) + R2(1-R)2p(t-3τ ) + R3(1-R)2p(t-4τ ) 
            + R4(1-R)2p(t-5τ ) + ··· + Rn-1(1-R)2p(t-nτ ) + ··· 
 

            =  Rp(t) + ∑
∞

=1n
Rn-1(1-R)2p(t - nτ )  

(2)

 
In Eq. (2), the 1st term is initial reflection of BS, the 2nd term is transmission of BS after 1st 
roundtrip, the 3rd term is transmission of BS after 2nd roundtrip, and so on. There are infinite 
numbers of terms in the expression, however only first few terms are effective because the 
pulse amplitude, oscillating in the ring cavity, becomes negligibly small after few roundtrips. 
Several configurations of passive optical pulse stretchers are developed. A passive optical 
pulse stretcher of square ring cavity configuration was used in a copper vapor laser MOPA 
system, where it stretched the oscillator pulse of duration of about 34 ns to about 50 ns (Amit et 
al., 1987). A similar optical pulse stretcher of rectangular ring cavity was set up to stretch the 
pulses of a copper vapor laser from 60 ns to 72 ns at base (Singh et al., 1995).  
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The technique of optical pulse stretching is suitable for temporal stretching of pulses of 
durations of few tens of nanoseconds. A very compact optical ring cavity would be required 
for temporal stretching of pulses of very short durations. A Fabry–Perot interferometer, 
which consists of two closely spaced parallel mirrors of high reflectivity, is a compact optical 
cavity and can also be used for temporal stretching of subnanosecond pulses. The degree of 
pulse stretching depends on the spacing between the two mirrors and their reflectivity. A 
Fabry-Perot interferometer with mirrors of reflectivity 98% was used for temporal stretching 
of 290 ps pulses of a mode-locked Nd:YAG to two to five times by changing the mirror 
spacing (Martin, 1977). If the pulse duration of the pulse, to be stretched by the optical pulse 
stretcher, were smaller than the roundtrip time of the ring cavity then a series of separated 
pulses would be obtained rather than a single stretched pulse. An optical pulse stretcher, 
consisting of three 100% reflecting plane mirrors and a beam-splitter of reflectivity 40% in a 
rectangular ring cavity of length 3.3 m (roundtrip time = 11 ns), applied to a Q-switched 
Nd:YAG laser to stretch its 7 ns pulses, generated a series of separate pulses instead of a 
single stretched pulse (Beyrau et al., 2004). If a series of separate pulses are not desired, then 
a laser pulse stretcher with multiple optical ring cavities can be used to obtain a single 
stretched pulse. In this arrangement, several basic ring cavities are arranged in tandem such 
that the output of the first ring cavity is used as the input to the second ring cavity and so 
on. This configuration of multiple ring cavities not only increases the stretching factor but 
also recombines all the pulses in such a way that a single stretched pulse with longer 
temporal width is obtained. The roundtrip time of the shortest ring cavity, the number of 
ring cavities and the ratio of roundtrip times of different ring cavities of the pulse stretcher 
are chosen in such a way that the a stretched pulse is single and smooth. It is shown that a 
pulse stretcher, which consists of multiple ring cavities such that the roundtrip times of 
subsequent cavities decrease in geometric progression and the roundtrip time of the shortest 
cavity equals to the pulse width (FWHM) of the original pulse, is the best to recombine 
multiple pulses into a smooth single output pulse (Kojima et al., 2002). The advantage of 
pulse stretcher with multiple ring cavities is that each additional cavity further stretches the 
original pulse, however it also increases the optical propagation distance. An optical pulse 
stretcher, consisting of three triangular ring cavities with roundtrip times of 35.2 ns, 16.7 ns 
and 9.03 ns (in the ratio of ~ 4:2:1) temporally stretched a 8.4 ns laser pulse of a Q-switched 
Nd:YAG laser to a 150 ns long (FWHM = 75 ns) single pulse with a peak power reduction of 
0.10× and 83% efficiency (Kojima et al., 2002). The configuration of multiple ring cavities in 
the pulse stretcher is such that the removal of the beam-splitter from the path of laser beam 
makes that ring cavity ineffective. Therefore the beam-splitters of the ring cavities of the 
pulse stretcher can be mounted on linear translation stages to have different combinations of 
the ring cavities to operate to provide stretched pulses of different lengths without 
disturbing the whole optical layout. An optical pulse stretcher, consisting of two ring 
cavities of 12 and 6 m long, not only stretched the 24 ns pulses of the 193 nm ArF excimer 
laser but also allowed a fast switching between different pulse lengths (24, 60, 63, and 122 
ns) by operating the motorized translation stages on which the beam splitters were mounted 
(Burkert et al., 2010).  
In the optical pulse stretchers, discussed so far, plane mirrors are used and consequently the 
size of that part of the beam, which traverses longer path length, becomes larger at the 
beam-splitter due to finite beam divergence of the laser beam. The gradual growth of beam 
diameter in each roundtrip results in imperfect spatial overlapping between different parts 
of the laser beam at the beam-splitter. This also causes requirement of large diameter optics  
 

Temporal Stretching of Laser Pulses   

 

209 

 
Fig. 2. Schematics of the confocal optical pulse stretcher (COPS). M1, M2: 100% reflecting 
concave mirrors of equal focal lengths; M3: partially reflecting plane mirror with a hole at 
the center (scraper beam-splitter). 
because the size of the laser beam exiting from the pulse stretcher becomes significantly 
larger than the original size. The large size of the temporally stretched beam requires an 
additional telescopic optics for reducing the size of the beam to inject it in the amplifier in 
typical oscillator–amplifier experiments. To overcome these problems a confocal optical 
pulse stretcher (COPS) was designed where the increase of the beam size due to beam 
divergence was compensated by the confocal nature of the pulse stretcher (Khare et al., 2009). 
Irrespective of the beam divergence of the laser beam, the sizes of the successive parts of the 
beams remain same at the beam-splitter in the COPS, which ensures perfect spatial 
overlapping of laser pulses and also removes the requirement of additional telescopic optics. 
The optical configuration of the COPS is shown in Fig. 2. Two 100% reflecting concave 
mirrors M1 and M2, of equal focal lengths, f, are used to form confocal cavity of COPS. A 
partially reflecting plane mirror with a hole at the centre (scraper beam-splitter), M3, is used 
as a beam-splitter in the COPS. The central hole of M3 is made at an angle of 45° with respect 
to normal to the surface and M3 is configured at the common focal plane at an angle of 45° 
with respect to the axis of the confocal cavity of the COPS. The COPS is configured such that 
the laser beam falls on M3 at angle of 45° with respect to the normal to the surface. Thus the 
axis of COPS becomes perpendicular to the direction of propagation of the laser beam. The 
beam-splitter, M3 splits the incident laser beam in two parts such that the transmitted part 
goes out of the COPS while the reflected part traverses towards M1. The concave mirror, M1, 
reflects and focuses the beam. The focused beam passes fully through the hole of M3 without 
obstruction because M3 is configured at an angle of 45° to the axis of COPS at the focal plane 
and the hole is also made at an angle of 45° with respect to normal to the surface of M3. The 
hole removes the problems of mirror damage by the focused beam. After passing through 
the hole of M3, the beam diverges and falls on M2, which reflects and collimates the beam. 
The scraper beam-splitter, M3, reflects a part of the beam out of COPS, which gets combined 
with the earlier transmitted beam. The part of the laser beam, which was transmitted by M3, 
falls on the mirror M1 again and the process repeats. The optical delay time, τ, is the round-
trip propagation time of COPS and is given by 
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pulse stretcher can be mounted on linear translation stages to have different combinations of 
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Fig. 2. Schematics of the confocal optical pulse stretcher (COPS). M1, M2: 100% reflecting 
concave mirrors of equal focal lengths; M3: partially reflecting plane mirror with a hole at 
the center (scraper beam-splitter). 
because the size of the laser beam exiting from the pulse stretcher becomes significantly 
larger than the original size. The large size of the temporally stretched beam requires an 
additional telescopic optics for reducing the size of the beam to inject it in the amplifier in 
typical oscillator–amplifier experiments. To overcome these problems a confocal optical 
pulse stretcher (COPS) was designed where the increase of the beam size due to beam 
divergence was compensated by the confocal nature of the pulse stretcher (Khare et al., 2009). 
Irrespective of the beam divergence of the laser beam, the sizes of the successive parts of the 
beams remain same at the beam-splitter in the COPS, which ensures perfect spatial 
overlapping of laser pulses and also removes the requirement of additional telescopic optics. 
The optical configuration of the COPS is shown in Fig. 2. Two 100% reflecting concave 
mirrors M1 and M2, of equal focal lengths, f, are used to form confocal cavity of COPS. A 
partially reflecting plane mirror with a hole at the centre (scraper beam-splitter), M3, is used 
as a beam-splitter in the COPS. The central hole of M3 is made at an angle of 45° with respect 
to normal to the surface and M3 is configured at the common focal plane at an angle of 45° 
with respect to the axis of the confocal cavity of the COPS. The COPS is configured such that 
the laser beam falls on M3 at angle of 45° with respect to the normal to the surface. Thus the 
axis of COPS becomes perpendicular to the direction of propagation of the laser beam. The 
beam-splitter, M3 splits the incident laser beam in two parts such that the transmitted part 
goes out of the COPS while the reflected part traverses towards M1. The concave mirror, M1, 
reflects and focuses the beam. The focused beam passes fully through the hole of M3 without 
obstruction because M3 is configured at an angle of 45° to the axis of COPS at the focal plane 
and the hole is also made at an angle of 45° with respect to normal to the surface of M3. The 
hole removes the problems of mirror damage by the focused beam. After passing through 
the hole of M3, the beam diverges and falls on M2, which reflects and collimates the beam. 
The scraper beam-splitter, M3, reflects a part of the beam out of COPS, which gets combined 
with the earlier transmitted beam. The part of the laser beam, which was transmitted by M3, 
falls on the mirror M1 again and the process repeats. The optical delay time, τ, is the round-
trip propagation time of COPS and is given by 
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 τ = 4f/c (3) 

where c is the speed (i.e., group velocity) of light in air. The intracavity leakage rate of COPS 
depends on reflectivity of M3 only, if absorption losses of M3 are zero. Suppose the 
reflectivity of M3, whose absorption losses are zero, is R% and p(t) is the instantaneous 
power of the pulse, which is incident on COPS, then M3 divides the pulse such that 
transmitted part (1−R)p(t), goes out of COPS and reflected part, Rp(t), circulates inside 
COPS. The process repeats and the COPS divides an initially large amplitude laser pulse 
into many smaller amplitude pulses such that the successive pulses exiting from the COPS 
are temporally shifted with respect to the initial pulse by τ, 2τ,. . ., nτ, where n is an integer 
representing the number of round trips in the cavity. The integrated instantaneous power of 
the pulse, obtained as the output of the COPS is given by 
 

P(t) = (1−R)p(t) + R2p(t−τ) + R2(1−R)p(t− 2τ) + R2(1−R)2p(t− 3τ) + R2(1−R)3p(t− 4τ) 
            + R2(1-R)4p(t-5τ ) +  ··· + R2(1-R)n-1p(t-nτ ) + ···  

        =  ( 1 - R)p(t) + ∑
∞

=1n
R2(1-R)n-1p(t - nτ )      

(4)

 

In Eq. (4), the 1st term is initial transmission of M3, the 2nd term is reflection of M3 after 1st 
roundtrip, the 3rd term is reflection of M3 after 2nd roundtrip, and so on. The temporal 
stretching of pulses by COPS of fixed length is determined by the reflectivity of M3. The 
reflectivity of M3 is chosen such that more number of terms of Eq. (4) are effective such that 
energy content of the successive pulses, exiting from COPS, are significant to contribute 
effectively to have maximum temporal stretching. A simple reasoning indicates that the 
temporal stretching of the pulse would be a maximum for that value of R of M3, which splits 
the pulses such that the energy content of the later split pulses are more than the earlier spilt 
pulses. In case of COPS, the condition that the 2nd split pulse has more energy than the 1st 
split pulse is given by 

 R2 > (1− R)  ⇒  R2 + R − 1 > 0  ⇒  R > 0.62 (5) 

The condition that the 3rd split pulse has more energy than that of the 2nd split pulse is given 
by 

 R2(1− R) > R2 (6) 

However, Eq. (6) cannot be satisfied for any value of R lying in the range 0 < R < 1. In fact, it 
is evident from Eq. (3) that the nth split pulse cannot have more energy the (n−1)th pulse for 
all values of n except for n = 1. The value of R, which provides maximum energy in the 3rd 
split pulse, is given by 

 ( )2 1 0 0.67R R R
R
∂ ⎡ ⎤− = ⇒ =⎣ ⎦∂

 (7) 

The value of R, which provides maximum energy in the 4th split pulse, is given by 

 ( )22 1 0 0.5R R R
R
∂ ⎡ ⎤− = ⇒ =⎢ ⎥⎣ ⎦∂

 (8) 
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Fig. 3. Incident pulse (a) and stretched pulse (b) of the copper vapor laser by the COPS. 

The value of R, given by Eq. (8) clashes with earlier requirements, given by Eq. (5). 
Therefore a value of R = 0.5 would not allow the 2nd split pulse to have more energy than 1st 
split pulse and the 3rd split pulse would have only 12.5% of incident pulse energy. 
Furthermore in this case, the energy of the 4th split pulse would be only 0.0625% of incident 
pulse energy, which would not contribute significantly in the process of pulse stretching. 
Consequently the value of R = 0.5 would not result in optimum stretching of the incident 
pulse. The value of R = 0.67 of M3 would provide maximum stretching of incident pulse by 
COPS.  Fig. 3 shows the performance of a COPS, consisting of two 100% reflecting concave 
mirrors of focal lengths 1.0 m each and a scraper beam-splitter of 70% reflectivity, which 
stretched a 40 ns pulse of a copper vapor laser to 55 ns, without loss of pulse energy (Khare 
et al., 2009).  
The ABCD matrix of the COPS for each roundtrip is given by  

  (9) 
The RHS of Eq. (1) is a unit matrix with a negative sign. Thus the size of the beam remains 
unchanged in COPS in each round trip but the spatial profile is inverted. A two fold 1:1 
imaging at the beam splitter of the pulse stretcher can be implemented by using 4f confocal 
arrangement of four concave mirrors of equal focal lengths, aligned in the off axis 
configuration and a partially reflecting plane mirror as the beam splitter. This configuration 
ensures complete true-sided overlap of the spatial profile of the delayed pulses with the 
original pulse at the beam splitter. A 4f confocal pulse stretcher, consisting of four concave 
mirrors of focal lengths 1.5 m and a beam splitter of reflectivity 60%, stretched the 24 ns 
pulse of an ArF excimer laser to 60 ns (Burkert et al., 2010). 
Most of the optical pulse stretchers use beam-splitters and mirrors in an optical ring-cavity 
to obtain a temporally stretched laser pulse. The optical fibers, which are very convenient 
tool for transmission of laser beams, can also be used in place of beam-splitters and mirrors 
to design a passive optical pulse stretcher. The optical fibers of different lengths are bundled 
together at both ends. In this configuration of optical fibers, a single laser pulse, injected at 
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where c is the speed (i.e., group velocity) of light in air. The intracavity leakage rate of COPS 
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mirrors of focal lengths 1.0 m each and a scraper beam-splitter of 70% reflectivity, which 
stretched a 40 ns pulse of a copper vapor laser to 55 ns, without loss of pulse energy (Khare 
et al., 2009).  
The ABCD matrix of the COPS for each roundtrip is given by  

  (9) 
The RHS of Eq. (1) is a unit matrix with a negative sign. Thus the size of the beam remains 
unchanged in COPS in each round trip but the spatial profile is inverted. A two fold 1:1 
imaging at the beam splitter of the pulse stretcher can be implemented by using 4f confocal 
arrangement of four concave mirrors of equal focal lengths, aligned in the off axis 
configuration and a partially reflecting plane mirror as the beam splitter. This configuration 
ensures complete true-sided overlap of the spatial profile of the delayed pulses with the 
original pulse at the beam splitter. A 4f confocal pulse stretcher, consisting of four concave 
mirrors of focal lengths 1.5 m and a beam splitter of reflectivity 60%, stretched the 24 ns 
pulse of an ArF excimer laser to 60 ns (Burkert et al., 2010). 
Most of the optical pulse stretchers use beam-splitters and mirrors in an optical ring-cavity 
to obtain a temporally stretched laser pulse. The optical fibers, which are very convenient 
tool for transmission of laser beams, can also be used in place of beam-splitters and mirrors 
to design a passive optical pulse stretcher. The optical fibers of different lengths are bundled 
together at both ends. In this configuration of optical fibers, a single laser pulse, injected at 
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one end of the fiber bundle would be split spatially into many parts among the various 
fibers and each fraction would traverse a different length of optical fiber to reach at the other 
end.  At the other end of the bundle, the optical fibers are grouped together and the parts of 
the laser pulse are recombined spatially into a single beam. Therefore a laser pulse, which is 
injected at one end of bundle of optical fibers, would emerge from the other end as a 
temporally stretched pulse.  This optical pulse stretcher is flexible and its efficiency is 
limited primarily by the core-to-cladding ratio of the fibers and packing density of the 
bundle. Two optical pulse stretchers consisting of a bundle of 80 optical fibers of core 
diameter of 200 μm and outside diameter of 230 μm, with lengths varying from 0.5 to 4.0 m 
and 0.5 to 8.0 m at an increment of 0.5 m, provided a temporal stretching of 15 ns and 30 ns 
respectively with 40% transmission efficiency (Hanna & Mitchell, 1993).  
Prisms, instead of mirrors, can also be configured to introduce an optical delay in a passive 
optical pulse stretcher. When a laser beam falls on a prism, a part of the beam is reflected 
and the remaining part is transmitted through it. The prisms can be arranged in such a way 
that the transmitted parts of laser beam traverse a closed path and then join the earlier 
reflected as well as transmitted parts. This configuration of prism generates partial pulses 
from the original laser pulse and introduces optical delays between them to provide a 
temporally stretched pulse. The reflectivity of the prism surfaces, the angle of incidence of 
the laser beam on the prism, polarization selectivity of the glass/air, the physical 
dimensions of the prisms and their separation are the key parameters, which determine the 
stretching factor. Here the dispersion characteristics of the prism, which play an important 
role in dispersive pulse stretchers, are not used. The 100 ps pulses of a mode locked 
Nd:YAG laser were stretched to 200 ps by a passive optical pulse stretcher using a pair of 
prisms, which formed a unidirectional light loop based on total internal reflections and 
polarization selectivity of the glass/air interface (Tóth, 1995).  
 

 
Fig. 4. Schematics of the active optical pulse stretcher. M1, M2, M3: 100% reflecting plane 
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Generally the optical pulse stretchers operate in the passive mode, however the optical pulse 
stretchers can be configured in active mode also by providing gain inside the ring cavity. 
The optical configuration of an active pulse stretcher that incorporates a laser amplifier is 
shown in Fig. 4. Thus the ring cavity of the active pulse stretcher divides the initial large 
amplitude laser pulse from the laser oscillator into many smaller amplitude laser pulses and 
releases them over a longer period of time in such a way that each part is amplified by the 
laser amplifier. The amplified pulses, which are released over a longer period of time, are 
recombined at the beam-splitter. The active pulse-stretchers are more effective in 
comparison to passive pulse stretchers in temporal stretching of incident pulses due to 
inherent amplification of each part during successive roundtrips in the ring cavity. An active 
optical pulse stretcher of cavity length of 6 m, applied to copper vapor laser MOPA system, 
temporally stretched the 18 ns (FWHM) oscillator pulse of 510.6 nm to 80 ns (FWHM), while 
a similar passive optical pulse-stretcher under identical conditions provided temporal 
stretching to 50 ns only (Kundu et al., 1995).  

2.2 Pulse stretching by intracavity nonlinear materials 
Temporal pulse stretching by intracavity nonlinear materials are used in Q-switched lasers 
for incresaing the duration of laser pulses. The Q-switched lasers emit pulses of durations of 
several tens of nanoseconds. In these nonlinear materials, the absorption of light increases 
more than linearly with increasing intensity of light. The absorption as a function of laser 
intensity of a typical nonlinear absorber is shown in Fig. 5. If such a nonlinear material is 
inserted in the cavity of a Q-switched laser, the intracavity losses increase nonlinearly with 
building up of photon flux, which prevents rapid depletion of inverted gain population. The 
existence of gain for a prolonged period in a Q-switched laser leads to temporal pulse 
stretching of the laser pulses with reduced peak powers. The optical process, which gives 
rise to nonlinear absorption in the material depends upon the material used and the 
intensity of the laser within the cavity. The nonlinear mechanism increases the nonlinear 
losses with increasing intracavity power and thus limits the power and lengthens the pulse 
duration, whereas the output energy remains constant under ideal conditions. There are 
several nonlinear optical mechanisms, such as two-photon absorption, excited-state 
absorption, harmonic generation, parametric oscillation, polarization ellipse rotation, 
stimulated scattering processes including Rayleigh, Raman and Brillouin, etc., which 
introduce nonlinear absorption in the materials.  
 

 
Fig. 5. The absorption characteristics of a nonlinear absorber. 
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one end of the fiber bundle would be split spatially into many parts among the various 
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The two-photon absorption (TPA) is a nonlinear optical process in which two photons are 
absorbed simultaneously, such that the energy of the photons adds up to the energy of the 
excited atom or molecule. The rate of TPA is proportional to the square of the radiation 
intensity. The pulse duration of a Q-switched laser has been increased by insertion of a two-
photon absorbing semiconductors in the laser cavity. An important advantage of the two-
photon nonlinearity in semiconductors is its localized nature and instantaneous response, 
which not only lengthens a pulse but also smoothens out its spatial and temporal 
inhomogeneities. A theoretical and experimental investigation confirmed that the pulse 
stretching of a Q-switched ruby laser by insertion of a CdS crystal in the cavity was due to 
the two-photon absorption in CdS (Hordvik, 1970). The pulse durations were increased by 
one to two orders of magnitude by two-photon absorption in the nonlinear optical crystals 
of GaAs and CdS in the laser cavities of Q-switched Ruby and Nd-glass lasers respectively 
(Schwartz et al., 1967). The pulse stretching depends on the nature of the nonlinear losses 
and on the rate of Q-switching. The insertion of nonlinearly absorbing semiconductors CdP2 
and ZnP2 into the resonators of ruby and neodymium lasers increased the pulse durations 
by different amounts. The 20 ns pulses of ruby laser were increased to 360 ns and 290 ns by 
CdP2 and ZnP2 respectivly while the 25 ns pulses of neodymium laser were increased to 190 
ns and 150 ns repectively (Lisitsa et al., 1974). The pulse duration of 30 ns of Q-swiched ruby 
and neodymium lasers were stretched to continuously variable duration up to 350 ns and 
400 ns respectively by insersion of two-photon absorbing semiconductor plates, cut from 
single crystals of CdS and CdSe, at Brewster angle in the respective cavities (Arsen'ev et al., 
1972). The use of readily available semi-insulating form of GaAs as a two photon absorber in 
a Q-switched Nd:YAG laser stretched the pulses from 30 ns to 150 ns while high-purity n-
type GaAs stretched the pulses up to 1.5 μs (Walker & Alcock, 1976). The solution of 
Rhodamine 6G was used as a two-photon absorber in the cavity of a Q-switched Nd:glass 
laser and a pulse stretching of about 8 times (FWHM ~ 350 ns) of 45 ns pulse was obtained 
(Bergamasco et al., 1993). A crystal of ZnSe was used as a two-photon absorber in a Q-
switched alexandrite laser (λ = 750 nm) to achieve temporal stretching of pulse-widths 
(FWHM) up to 1.7 μs of 5 ns pulses (Rambo et al., 1999). The excited state absorption (ESA) 
is a nonlinear optical process in which the absorption cross-section of an excited state is 
more than that of the ground state and the rate of ESA increases nonlinearly with the 
radiation intensity. Insertion of a single crystal of GaAs at the Brewster angle in the cavity of 
a Q-switched Nd:glass laser produced temporal pulse stretching with greater spatial 
homogeneity due to ESA (Schwarz et al., 1967). 
The second harmonic generation (SHG) is a nonlinear optical process, in which a radiation 
interacts with a nonlinear material to generate a radiation with twice the frequency of the 
incident radiation. The nonlinear crystal inside the cavity of the Q-switched lasers acts as a 
variable output coupler due to the nonlinear power conversion from the fundamental wave 
to the second harmonic. The second harmonic generation by the intracavity nonlinear 
crystal introduces nonlinear power dependent internal loss, which leads to temporal pulse 
stretching of the laser pulses. In applications where the desired output is the second 
harmonic of the pumping laser, this approach is particularly advantageous because the 
pulse stretching is achieved at no expense in output energy (Murray & Harris, 1970). A 
lithium iodate (LiIO3) crystal was placed inside the cavity of a Q-swiched Nd:YAG laser, 
operating at 0.946 μm, to provide both output coupling and an easily adjustable, nonlinear 
loss mechanism for stretching pulses in the range of 200 ns to 1 μs  at 0.473 μm at constant 
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energy (Young et al., 1971). A temporal pulse stretching in the range of 100 ns to 2 μs was 
obtained in a Q-switched Yb:YAB laser by self frequency doubling in the Yb:YAB crystal 
itself (Dekker et al., 2005). The temporal pulse stretching to durations (FWHM) 650 ns and 
3.2 μs was achieved without significant loss of pulse energy in a Q-switched Nd:YLF laser 
by using the effect of overcoupled intracavity second harmonic generation with intracavity 
KTP crystals of lengths 5 and 10 mm respectively while the pulses were stretched to 600 ns 
and 1.5 μs by the intracavity LBO crystals of lengths 10 and 20 mm respectively in the same 
set-up (Kracht & Brinkmann 2004). 
The polarization ellipse of a laser beam rotates as the laser beam propagates through a 
nonlinear medium (Maker & Terhune, 1965). The rotation arises from the tensor nature of 
the third-order nonlinear susceptibility and the magnitude of the rotation increases with 
increasing laser intensity. The induced optical birefringence and ellipse rotation is used for 
intensity-dependent intracavity loss in Q-switched lasers to slow down the release of optical 
energy from the laser cavity. The field-induced loss limits the cavity intensity and 
consequently the excess energy stored in the inverted population appears in the form of a 
longer pulse. To use the rotation of polarization ellipse as an inducible loss in the laser 
cavity, a nonlinear device, consisting of an optical nonlinear medium through which 
intensity-dependent ellipse rotation can occur, a polarizer followed by a retardation plate to 
elliptically polarize the beam before it enters the nonlinear medium, and an analyzer after 
the nonlinear medium to observe the ellipse rotation in the nonlinear medium, is used. 
These elements are arranged in such a way that the cavity loss is a minimum without ellipse 
rotation. As ellipse rotation increases with the cavity field intensity, transmission through 
the analyzer decreases, leading to an increase in the cavity loss. A nematic liquid crystal is a 
transparent liquid that causes the polarization of light waves to change as the waves pass 
through the liquid. The extent of the change in polarization depends on the intensity of the 
applied electric field. Pulse stretching was demonstrated in a Q-switched ruby laser by 
using a nematic liquid crystal EBBA (p-ethoxy-benzylidene-p-butylaniline) as the nonlinear 
optical ellipse rotation medium in the cavity to introduce intensity dependent cavity loss 
due to rotation of polarization ellipse (Murphy & Chang, 1977). Stretching of pulses of 70 ns 
duration by a factor of 4 has been observed by placing liquid crystal MBBA (n-p-
methoxybenzylidene-p-butylaniline) in the cavity of a Q-switched ruby laser along with 
other polarizing elements for self-induced ellipse rotation (Hsu & Shen, 1982). 
A light scattering process is said to be stimulated if the fluctuations in the optical properties 
that cause the light scattering are induced by the presence of the light field. Stimulated light 
scattering is much more efficient than spontaneous light scattering. The stimulated 
scattering causes a nonlinear loss at the laser frequency since part of the laser energy is 
transferred to a different frequency. Stimulated Rayleigh-Wing scattering (SRWS) is the 
stimulated scattering process resulting from the tendency of anisotropic molecules to 
become aligned along the electric field direction of an applied optical wave. SRWS leads to 
the generation of a wave shifted in frequency by approximately the inverse of the 
orientational relaxation time of the anisotropic molecules (Miller et al., 1990). The 40 ns 
pulses of a Q-switched ruby laser were temporally stretched to 150-400 ns by introduction of 
a benzene cell, which acted as a Rayleigh-wing scatterer, into the laser cavity (Callen et. al., 
1969). The stimulated Brillouin scattering (SBS) is a third-order nonlinear effect, which arises 
from the interaction of light with propagating density waves or acoustic phonons. 
Intracavity stimulated Brillouin scattering (SBS) in hexafluorethane (C2F6) was used for 
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temporal stretching of 60 ns Q-switched pulses from a phase-conjugated Nd:YAG laser to 
300 ns (Seidel & Phillipps, 1993). 

2.3 Electronic pulse stretching 
The technique of electronic pulse stretching is based on electronic feedback circuits, which 
control the electro-optical devices of Q-switched lasers in such a way that the laser pulses 
are temporally stretched. This is an active pulse stretching technique, where the electronic 
feedback loop modifies the switching of the electro-optic shutter to control the temporal 
losses in the Q-switched lasers. In several Q-switched lasers, an electronic circuit is used to 
switch voltages to the electro-optical device (Pockels or Kerr cell), placed inside the laser 
resonator, to produce controllable birefringence. At the beginning of the Q-switching 
process, the optical resonator is closed (high losses) by applying a high voltage to the 
electro-optical device for population inversion to reach to a level far above the threshold for 
normal lasing action. Then the voltage applied to the electro-optical device is removed to 
restore the high Q of the cavity and consequently the stored energy is suddenly released in 
the form of a very short pulse of high energy. This short pulse of high energy can be 
temporally stretched by applying a negative feedback to the electro-optical shutter, used for 
Q-switching, in such a way that its reopening does not remain rapid and the stored energy 
is released for a longer duration. This is the basic principal of operation of the electronic 
pulse stretchers. The block diagram of a simple feedback controlled electro-optical circuit for 
electronic pulse stretching of a Q-switched laser is shown in Fig. 6. The Q-switched laser 
consists of a gain medium, G, polarizing optics, PO, and the electro-optical device, EO. The 
mirrors M1 (100%) and M2 (partially transmitting) form the optical cavity of the laser. The 
gain medium is optically pumped by a flashlamp. A beam-splitter, BS, is inserted in the 
optical cavity of the Q-switched laser to direct a small part (5% to 10%) of the intracavity 
photon flux into a photodiode, PD. R is the load resistor. Negative feedback on the 
circulating power is applied through the action of the photodiode derived voltage on the 
electro-optical device, EO. In this way the stored energy in the gain medium, G, is released 
at a controlled rate. 

 
Fig. 6. Block diagram of an electronic pulse stretcher. G: gain medium of the Q-switched 
laser; PO: polarizing optics; EO: electro-optical device; M1, M2: resonator mirrors; BS: beam-
splitter; PD: photodiode; R: resistor.  
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Several designs of electronic circuits with sophisticated feedback loops have been designed 
to regulate the voltages on the electro-optical devices for temporal stretching of pulses of the 
Q-switched lasers. A feedback circuit connected to the Kerr cell of a Q-switched ruby laser 
was used to temporally stretch pulses of 5 ns duration to 5 μsec (Thomas & Price, 1966). The 
most promising of this kind of active pulse stretching techniques use a compound feedback 
circuit with negative and positive feedbacks to have stretched pulses of desired shapes. This 
allows the laser oscillation to build up, and a sustained laser action is ensured by the balance 
between the negative and positive feedbacks. These techniques are quite sophisticated and 
circuit parameters are highly optimized because the net high voltage applied to the Pockels 
or Kerr cell must follow precisely a prescribed waveform. A 40 ns pulse of a Q-switched 
ruby laser was stretched to a flat-top pulse of 240 ns by using a compound control circuit 
having negative and auxiliary positive feedback loops having a photodiode, a KD*P 
(potassium dihydrogen phosphate) Pockels cell, a Krytron switch, and the optimized values 
of inductance and shunt capacitance (Lovberg et al., 1975). An electronic feedback circuit 
with controllable parameters of resistance across the photodiode, Pockels cell bias voltage, 
Pockels-cell open time, and delay time of the delay pulse generator resulted in stretching the 
200 ns pulses a Q-switched Nd: glass laser to 50 μs pulses of smooth near-rectangular shape 
and otherwise stretchable up to 400 μs (Panarella & Brdley, 1975). The pulses of a Q-
switched Nd:YAG  laser with an intracavity polarizer, a quarterwave plate, and a Pockels 
cell driven by a high voltage planar triode were temporally stretched from 30 ns to 650 ns 
with flatness within ±7% for 505 ns by a dual feedback circuit, which provided sufficient 
feedback to put the cavity above threshold, but keeping the cavity Q low enough to generate 
a pulse with a moderate growth rate (Schmid, 1980). A compound feedback circuit and a 
clamping circuit, comprising of a vacuum photodiode and thyristors as switching elements, 
were used to control the voltage on a Pockels cell of a flashlamp pumped Q-switched ruby 
laser oscillator for stretching its 30 ns pulses to flat pulses of durations up to 100 μs by 
varying the oscillator voltage, Pockels cell voltage, clamping circuit voltage and the delay 
between firing of the flashlamp and opening of the Pockels cell (Harigel et al., 1986). A 
closed loop controller circuit with feedback and feedforward portions was designed to 
apply voltages of appropriate waveforms to the opposite sides of the Pockels cell of a Q-
switched ruby laser to stretch its pulses of 30 ns (FWHM) duration to fairly flat pulses with 
adjustable duration between 200 ns to 16 μs (Verluyten et al., 1990). A pulse stretching 
circuit, consisting of a pin photodiode, a transimpedance amplifier, a derivative element, a 
push–pull amplifier, and field effect transistors in the feedback loops, controlled the net 
voltage on the Pockels cell of a Q-switched ruby laser to stretch its pulses to durations from 
200 ns to 1 μs (Pflüger et al., 1996). 

2.4 Pulse stretching by dispersion 
In case of ultrashort pulses, the technique of pulse stretching by dispersion is used. A 
dispersive pulse stretcher is suitable for temporal stretching of ultrashort pulses because the 
spectral bandwidth of the ultrashort pulses is very large. The dispersive pulse stretcher is a 
configuration of dispersive optical elements that introduce wavelength dependent optical 
delays to introduce frequency chirp for temporal stretching of ultrashort laser pulses. The 
term frequency chirp means temporal arrangement of the frequency components of the laser 
pulse.  
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gain medium is optically pumped by a flashlamp. A beam-splitter, BS, is inserted in the 
optical cavity of the Q-switched laser to direct a small part (5% to 10%) of the intracavity 
photon flux into a photodiode, PD. R is the load resistor. Negative feedback on the 
circulating power is applied through the action of the photodiode derived voltage on the 
electro-optical device, EO. In this way the stored energy in the gain medium, G, is released 
at a controlled rate. 

 
Fig. 6. Block diagram of an electronic pulse stretcher. G: gain medium of the Q-switched 
laser; PO: polarizing optics; EO: electro-optical device; M1, M2: resonator mirrors; BS: beam-
splitter; PD: photodiode; R: resistor.  
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Several designs of electronic circuits with sophisticated feedback loops have been designed 
to regulate the voltages on the electro-optical devices for temporal stretching of pulses of the 
Q-switched lasers. A feedback circuit connected to the Kerr cell of a Q-switched ruby laser 
was used to temporally stretch pulses of 5 ns duration to 5 μsec (Thomas & Price, 1966). The 
most promising of this kind of active pulse stretching techniques use a compound feedback 
circuit with negative and positive feedbacks to have stretched pulses of desired shapes. This 
allows the laser oscillation to build up, and a sustained laser action is ensured by the balance 
between the negative and positive feedbacks. These techniques are quite sophisticated and 
circuit parameters are highly optimized because the net high voltage applied to the Pockels 
or Kerr cell must follow precisely a prescribed waveform. A 40 ns pulse of a Q-switched 
ruby laser was stretched to a flat-top pulse of 240 ns by using a compound control circuit 
having negative and auxiliary positive feedback loops having a photodiode, a KD*P 
(potassium dihydrogen phosphate) Pockels cell, a Krytron switch, and the optimized values 
of inductance and shunt capacitance (Lovberg et al., 1975). An electronic feedback circuit 
with controllable parameters of resistance across the photodiode, Pockels cell bias voltage, 
Pockels-cell open time, and delay time of the delay pulse generator resulted in stretching the 
200 ns pulses a Q-switched Nd: glass laser to 50 μs pulses of smooth near-rectangular shape 
and otherwise stretchable up to 400 μs (Panarella & Brdley, 1975). The pulses of a Q-
switched Nd:YAG  laser with an intracavity polarizer, a quarterwave plate, and a Pockels 
cell driven by a high voltage planar triode were temporally stretched from 30 ns to 650 ns 
with flatness within ±7% for 505 ns by a dual feedback circuit, which provided sufficient 
feedback to put the cavity above threshold, but keeping the cavity Q low enough to generate 
a pulse with a moderate growth rate (Schmid, 1980). A compound feedback circuit and a 
clamping circuit, comprising of a vacuum photodiode and thyristors as switching elements, 
were used to control the voltage on a Pockels cell of a flashlamp pumped Q-switched ruby 
laser oscillator for stretching its 30 ns pulses to flat pulses of durations up to 100 μs by 
varying the oscillator voltage, Pockels cell voltage, clamping circuit voltage and the delay 
between firing of the flashlamp and opening of the Pockels cell (Harigel et al., 1986). A 
closed loop controller circuit with feedback and feedforward portions was designed to 
apply voltages of appropriate waveforms to the opposite sides of the Pockels cell of a Q-
switched ruby laser to stretch its pulses of 30 ns (FWHM) duration to fairly flat pulses with 
adjustable duration between 200 ns to 16 μs (Verluyten et al., 1990). A pulse stretching 
circuit, consisting of a pin photodiode, a transimpedance amplifier, a derivative element, a 
push–pull amplifier, and field effect transistors in the feedback loops, controlled the net 
voltage on the Pockels cell of a Q-switched ruby laser to stretch its pulses to durations from 
200 ns to 1 μs (Pflüger et al., 1996). 

2.4 Pulse stretching by dispersion 
In case of ultrashort pulses, the technique of pulse stretching by dispersion is used. A 
dispersive pulse stretcher is suitable for temporal stretching of ultrashort pulses because the 
spectral bandwidth of the ultrashort pulses is very large. The dispersive pulse stretcher is a 
configuration of dispersive optical elements that introduce wavelength dependent optical 
delays to introduce frequency chirp for temporal stretching of ultrashort laser pulses. The 
term frequency chirp means temporal arrangement of the frequency components of the laser 
pulse.  
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Fig. 7. Schematics of a dispersive pulse stretcher using an optical fiber. 

Generally optical fibers or diffraction gratings are used for frequency chirping. In a medium 
with positive dispersion, the higher frequency components of the pulse travel slower than 
the lower frequency components and the pulse becomes positively-chirped or up-chirped, 
increasing in frequency with time. In a medium with negative dispersion, the higher 
frequency components travel faster than the lower ones and the pulse becomes negatively 
chirped or down-chirped, decreasing in frequency with time.  
A dispersive pulse stretcher using an optical fiber is shown in Fig. 7. In this configuration, 
the long-wavelength (red) components of the pulse propogate faster than its short-
wavelength (blue) components and the pulse is temporally stretched. The effect of pulse 
stretching in a dispersive pulse stretcher is generation of a ‘temporal rainbow’ with longer 
pulse duration and lower peak power. A 1.3 km long single mode silica fiber of 9 μm core 
was used to temporally stretch 55 ps pulses of Nd:YLF laser to 300 ps across a 3.5 nm 
bandwidth for chirped pulse amplification (Maine et al., 1988). A multimode optical fiber 
with length of 50 m and core of 200 μm diameter was used to temporally stretch laser pulse 
of 160 fs duration of a mode-locked Ti:sapphire laser to nearly 300 ps for combined laser-SR 
(synchrotron radiation) spectroscopy (Azuma et al., 2001). 
Diffraction gratings provide large stretching factors and by using diffraction gratings based 
dispersive pulse stretchers, ultrashort optical pulses are stretched to more than 1000 times to 
their original duration. The dispersive pulse stretcher, shown in Fig. 8, is based on parallel 
configuration of a pair of gratings, G1 and G2. The ultrashort pulse, incident on the first 
grating, G1, is separated into its component wavelengths. The beams of different 
wavelengths propagate along different directions in the space between the two gratings. 
After diffraction by the second grating, G2, the beams of different wavelengths become 
parallel but they have traversed different distances. The pulses of longer wavelengths (red) 
have traversed longer distance in comparison to pulses of shorter wavelengths (blue). Thus 
the pulses of higher frequency arrive earlier than lower frequency pulses in this 
configuration of parallel gratings.  
The dispersive pulse stretcher, shown in Fig. 9, consists of two reflection gratings, two 
achromatic lenses and a retro-mirror pair. In this arrangement the two gratings, G1 and G2, 
are aligned in anti-parallel configuration. Between the gratings, the two lenses, L1 and L2, of 
equal focal lengths, f, are placed at a distance 2f from each other to form a telescope of 
magnification 1.  The telescopic arrangement is used to ensure that the dispersing radiation 
returns parallel after passing the two dispersive gratings. The telescope reverses the sign  
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Fig. 8. Schematics of a dispersive pulse stretcher with a  pair of parallel gratings. G1, G2: 
gratings. 

 

 
Fig. 9. Schematics of a dispersive pulse stretcher with a pair of anti-parallel gratings. L1, L2: 
lenses of focal lengths f; G1, G2: gratings.  

of the angles so that the beams will meet the second grating at the same angle as they leave 
the first one. This arrangement provides positive dispersion if the lenses are placed at a 
distance L from the gratings such that L < f (Martinez, 1987). In this configuration of 
gratings, the pulses of longer wavelengths (red) traverse shorter distances in comparison to 
pulses of shorter wavelengths (blue). The retro-mirror is used for retro-reflecting the 
dispersed beam back in the optical arrangement for removing the lateral walk and also to 
retain the beam shape. The double pass arrangement increases the pulse stretching by two-
fold. This type of dispersive pulse stretcher was used to temporally stretch laser pulses of 
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equal focal lengths, f, are placed at a distance 2f from each other to form a telescope of 
magnification 1.  The telescopic arrangement is used to ensure that the dispersing radiation 
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distance L from the gratings such that L < f (Martinez, 1987). In this configuration of 
gratings, the pulses of longer wavelengths (red) traverse shorter distances in comparison to 
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duration 250 fs (FWHM) from a Nd:flouro phosphate glass oscillator to 240 ps (FWHM) by 
placing a pair of identical holographic gratings (groove density = 1740 l/mm) symmetrically 
outside of two identical achromatic lenses (focal length = 500 mm) at a distance of 250 mm 
and using a retro-reflector to obtain a linear chirp of 44 ps/nm at central wavelength of 1054 
nm (Sharma et al., 2005). 

3. Significance of temporal stretching of laser pulses 
The temporal stretching of laser pulses plays a significant role in many applications of 
pulsed lasers. The necessity of temporal pulse stretching in certain applications of pulsed 
lasers along with use of different laser pulse stretchers is discussed. 
Temporal pulse-streching of the laser beam from master oscillator is required in master 
oscillator power amplifier (MOPA) systems, which are used to obtain high power with good 
beam quality and good efficiency. In the MOPA system, the beam quality (linewidth, 
divergence, coherence, etc.) of the laser beam is controlled by the master oscillator while the 
amplifier is used to increase the power of the beam. Generally the pulses of the oscillator are 
temporally shorter than the amplifier pulses and this leads to incomplete overlap of 
oscillator pulses with the duration for which gain is available in the amplifier. Consequently 
the MOPA system suffers from poor extraction efficiency along with generation of amplified 
spontaneous emission (ASE), which degrades the beam quality of the amplified output. 
Thus a laser pulse stretcher is generally configured in a MOPA system for achieving 
maximum extraction efficiency and elimination of amplifier ASE. A passive optical pulse 
stretcher was used in the MOPA system, which increased the output from 18 W to 25 W 
along with elimination of ASE because of increase of duration of oscillator pulses from 34 ns 
to 50 ns (Amit et al. 1987). A passive optical pulse stretcher was configured in a MOPA 
chain, consisting of an unstable oscillator and two amplifiers, to obtain an output of 50 W 
due to stretching of pulses of the copper vapor laser to 72 ns (Kumar et al. 1995).  
In dye lasers pumped by pulsed lasers, the temporal stretching of pump laser pulses 
increases the energy conversion efficiency and tuning range of the dye laser along with a 
decrease in its linewidth. The linewidth of the dye laser output depends mainly on the 
passive linewidth of the resonator and the number of roundtrips taking place in the 
resonator (Khare et al., 1995). The number of round-trips depends upon the pulse duration 
of the pump laser. A passive optical pulse stretcher was configured in a copper vapor laser 
pumped dye laser system to stretch the pulses of copper vapor laser from 60 ns to 72 ns, 
which resulted in increasing the pulse duration of dye laser from 20 ns to 28 ns and this led 
to increasing the energy conversion efficiency and spectral tuning range of the dye laser 
from 8% to 10%, and 37 nm to 47 nm respectively along with decreasing the linewidth from 
0.08 cm-1 to 0.06 cm-1 (Singh et al., 1995). The temporal stretching of the pump laser by a 
passive optical pulse stretcher in a copper vapor laser pumped dye amplifier, not only 
increased the extraction efficiency of the amplifier but also smoothened the pulse shapes 
due to increase in tolerance on synchronization between pump and signal pulses (Singh et 
al., 1994). 
The temporal stretching of the pump laser pulses is done in the experiments of pulsed 
amplification of a continuous-wave (cw) laser, which combines the power of the pulsed 
laser with the spectral qualities of the cw laser. The temporal stretching of the duty cycle of 
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the pump laser pulses reduces the linewidth of the amplified pulses. In the pulsed 
amplification of cw He–Ne laser by a frequency doubled Nd:YAG laser, a reduction in the 
linewidth of the amplified pulses is obtained by temporal stretching of duration of pump 
laser pulses (Black & Valentini, 1994). The pulse stretching of the pump laser pulses from 8 
ns to 12 ns in the pulsed amplification of cw ring dye laser by a frequency doubled Nd:YAG 
laser, reduced the bandwidth of the amplified pulses to 130 MHz from 180 MHz (Lee & 
Hahn, 1996). 
The optical fibers are very convenient and useful tool for transmission and delivery of high 
power laser beams. The key problem in fiber-optic transmission is that the high peak-power 
beams cannot be coupled into fiber optics because of the damage of the end faces.  (Seidel & 
Phillipps, 1993). The light intensities of Q-switched pulses focused to a diameter of 600 μm 
reach to 1011 W/cm2 and are beyond the damage threshold of optically polished glass and 
fused silica (Lowdermilk & Milam, 1981). The material of the optical fiber can be prevented 
from intensity dependant damages by temporal stretching of laser pulses. The temporal 
stretching of laser pulses of a Q-switched ruby laser by an electronic pulse stretcher 
increased the upper limit of transmission of pulse energy by a factor of 4 and pulses of 300 
mJ were transmitted in quartz fibers with a 600 μm core diameter without fiber damage 
(Pflüger et al., 1996). Another disadvantage of high peak-power systems is the reduced 
applicability for material cutting because high peak power produces plasma on the surface, 
which absorbs most of the incident energy. A temporally stretched pulse containing the 
same output energy becomes more efficient for heating the material (Seidel & Phillipps, 
1993). Thus the use of stretched pulses permits delivery of full pulse energy at reduced peak 
power, which not only avoids the damage of the optical fiber but also controls the laser-
material interactions for improvement. 
Excimer lasers provide nanosecond pulses in the ultraviolet spectral range with high pulse 
energies. Excimer lasers are widely used for optical microlithography however its high peak 
power degrades the optical material of the projection lens and adversely affects its imaging 
property. The high peak intensities lead to breakthrough in gases and damages in optical 
materials such as lenses and beam splitters. A cumulative damage mechanism is known in 
fused silica in addition to the well-known single pulse damage threshold (Burkert et al., 
2007). Sufficiently high pulse energies far below the single pulse damage threshold can lead 
to a densification of the glass, which is called compaction (Liberman et al., 1999). Such density 
variations in a lens cause beam aberrations. Excimer lasers in combination with pulse 
stretchers provide pulses with lower peak intensity at the same pulse energy. Gas 
breakthrough and damages in optical materials can be reduced or at least retarded by pulse 
stretching. The temporal stretching of lasers pulses reduces the peak power and increases 
the lifetime of the scanner lens (Pätzel & Stamm, 2005).  
The Spontaneous Raman-scattering (SRS) spectroscopy with pulsed lasers provides a 
quantitative measurement of major chemical species concentrations and temperatures in 
turbulent and chemically reacting flow processes such as combustion. To collect high-
quality SRS data in gas phase flows, high-energy pulsed lasers are required to compensate 
for the weak signal levels generated by the Raman effect. However, high-energy Q-switched 
lasers often suffer from laser-induced plasma spark generation at the focused probe 
volumes. The strong optical emission from the plasma spark overwhelms the weak Raman-
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placing a pair of identical holographic gratings (groove density = 1740 l/mm) symmetrically 
outside of two identical achromatic lenses (focal length = 500 mm) at a distance of 250 mm 
and using a retro-reflector to obtain a linear chirp of 44 ps/nm at central wavelength of 1054 
nm (Sharma et al., 2005). 

3. Significance of temporal stretching of laser pulses 
The temporal stretching of laser pulses plays a significant role in many applications of 
pulsed lasers. The necessity of temporal pulse stretching in certain applications of pulsed 
lasers along with use of different laser pulse stretchers is discussed. 
Temporal pulse-streching of the laser beam from master oscillator is required in master 
oscillator power amplifier (MOPA) systems, which are used to obtain high power with good 
beam quality and good efficiency. In the MOPA system, the beam quality (linewidth, 
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spontaneous emission (ASE), which degrades the beam quality of the amplified output. 
Thus a laser pulse stretcher is generally configured in a MOPA system for achieving 
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stretcher was used in the MOPA system, which increased the output from 18 W to 25 W 
along with elimination of ASE because of increase of duration of oscillator pulses from 34 ns 
to 50 ns (Amit et al. 1987). A passive optical pulse stretcher was configured in a MOPA 
chain, consisting of an unstable oscillator and two amplifiers, to obtain an output of 50 W 
due to stretching of pulses of the copper vapor laser to 72 ns (Kumar et al. 1995).  
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resonator (Khare et al., 1995). The number of round-trips depends upon the pulse duration 
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the pump laser pulses reduces the linewidth of the amplified pulses. In the pulsed 
amplification of cw He–Ne laser by a frequency doubled Nd:YAG laser, a reduction in the 
linewidth of the amplified pulses is obtained by temporal stretching of duration of pump 
laser pulses (Black & Valentini, 1994). The pulse stretching of the pump laser pulses from 8 
ns to 12 ns in the pulsed amplification of cw ring dye laser by a frequency doubled Nd:YAG 
laser, reduced the bandwidth of the amplified pulses to 130 MHz from 180 MHz (Lee & 
Hahn, 1996). 
The optical fibers are very convenient and useful tool for transmission and delivery of high 
power laser beams. The key problem in fiber-optic transmission is that the high peak-power 
beams cannot be coupled into fiber optics because of the damage of the end faces.  (Seidel & 
Phillipps, 1993). The light intensities of Q-switched pulses focused to a diameter of 600 μm 
reach to 1011 W/cm2 and are beyond the damage threshold of optically polished glass and 
fused silica (Lowdermilk & Milam, 1981). The material of the optical fiber can be prevented 
from intensity dependant damages by temporal stretching of laser pulses. The temporal 
stretching of laser pulses of a Q-switched ruby laser by an electronic pulse stretcher 
increased the upper limit of transmission of pulse energy by a factor of 4 and pulses of 300 
mJ were transmitted in quartz fibers with a 600 μm core diameter without fiber damage 
(Pflüger et al., 1996). Another disadvantage of high peak-power systems is the reduced 
applicability for material cutting because high peak power produces plasma on the surface, 
which absorbs most of the incident energy. A temporally stretched pulse containing the 
same output energy becomes more efficient for heating the material (Seidel & Phillipps, 
1993). Thus the use of stretched pulses permits delivery of full pulse energy at reduced peak 
power, which not only avoids the damage of the optical fiber but also controls the laser-
material interactions for improvement. 
Excimer lasers provide nanosecond pulses in the ultraviolet spectral range with high pulse 
energies. Excimer lasers are widely used for optical microlithography however its high peak 
power degrades the optical material of the projection lens and adversely affects its imaging 
property. The high peak intensities lead to breakthrough in gases and damages in optical 
materials such as lenses and beam splitters. A cumulative damage mechanism is known in 
fused silica in addition to the well-known single pulse damage threshold (Burkert et al., 
2007). Sufficiently high pulse energies far below the single pulse damage threshold can lead 
to a densification of the glass, which is called compaction (Liberman et al., 1999). Such density 
variations in a lens cause beam aberrations. Excimer lasers in combination with pulse 
stretchers provide pulses with lower peak intensity at the same pulse energy. Gas 
breakthrough and damages in optical materials can be reduced or at least retarded by pulse 
stretching. The temporal stretching of lasers pulses reduces the peak power and increases 
the lifetime of the scanner lens (Pätzel & Stamm, 2005).  
The Spontaneous Raman-scattering (SRS) spectroscopy with pulsed lasers provides a 
quantitative measurement of major chemical species concentrations and temperatures in 
turbulent and chemically reacting flow processes such as combustion. To collect high-
quality SRS data in gas phase flows, high-energy pulsed lasers are required to compensate 
for the weak signal levels generated by the Raman effect. However, high-energy Q-switched 
lasers often suffer from laser-induced plasma spark generation at the focused probe 
volumes. The strong optical emission from the plasma spark overwhelms the weak Raman-
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scattering signal, making spatially resolved measurements with high-energy Q-switched 
lasers difficult. The SRS signal is linearly proportional to the total energy of the laser pulse 
and not the intensity. Thus the SRS signals are measured by reducing the peak-power of the 
Q-switched laser in such a way that the total pulse energy is maintained. Hence temporal 
stretching of laser pulses was done in spontaneous Raman-scattering spectroscopy for 
removing laser-induced plasma spark generation by reducing peak power (Kojima & 
Nguyen, 2002). Temporal stretching of laser pulses is done by configuring a passive optical 
pulse stretcher in the coherent anti-Stokes Raman spectroscopy to increase signal-to-noise 
ratio and to improve precision of the determined temperatures and concentrations while 
avoiding window damage and laser-induced breakdown (Beyrau et al., 2004).  
One of the important applications of lasers is its use in medical sciences. In ophthalmology, 
the pulses of a Q-switched laser operating in the green spectral region is temporally 
stretched to obtain microsecond long pulses, which are most suited for to selectively target 
dysfunctional retinal pigment epithelium (RPE) while preserving the adjacent tissues, 
especially the photoreceptors and the neuronal retina (Kracht & Brinkmann 2004). The high 
peak intensities of shorter pulses of Q-switched lasers generally damage the tissues and thus 
the pulses were temporally stretched by using intracavity pulse stretcher with two-photon 
absorber (Rambo et al., 1999). The pulse durations are stretched and optimized for 
lithotripsy (kidney stone fragmentation) and other medical applications.  
Pulsed lasers are used in the studies of holographic interferometry. Pulse stretching of Q-
switched ruby laser was required to reduce instantaneous power at constant energy to avoid 
the boiling of the chamber liquid, which adversely affected the quality of the photographs, 
taken to record high-energy neutrino interactions in bubble chamber holography (Harigel et 
al., 1986). A remarkable asset of stretched pulses is the considerably increased coherence 
length compared with the Q-switched operation (Harigel et al., 1986). The lasers are used in 
creating artificial guide stars for adaptive optics for ground-based astronomy by permitting 
correction of the optical aberrations due to the atmosphere. Pulse stretching of dye laser 
pulses was required in the sodium guide star experiment for correcting the adaptive optics 
system of large astronomical telescopes, which were used to study the effects of atmospheric 
turbulence. The optical pulse-stretcher stretched the 40 ns (FWHM) pulses of dye laser by a 
factor of 15 to lower the laser flux and avoid saturation effects in the sodium guide star 
experiment (Friedman et al., 1992). 
The chirped-pulse amplification (CPA) is the most important technique to amplify 
ultrashort pulses (Salin et al., 1992). In the amplifiers, the peak intensities associated with the 
ultrashort pulses becomes so high that excessive nonlinear pulse distortions and optical 
damage take place. Dispersive pulse stretchers are used for temporal stretching of the 
ultrashort pulses in CPA, where the stretched pulses are amplified to moderate peak power 
levels to prevent damage of the amplification medium and then the amplified stretched 
pulses are compressed to its Fourier-transform limit to obtain high peak power pulses. 

4. Conclusion 
The physics and technology of a wide variety of techniques, developed for temporal 
stretching of laser pulses, is described. The significance of temporal stretching of laser pulses 
and their applications in different fields are discussed. 

Temporal Stretching of Laser Pulses   

 

223 

5. References 
Amit, M.; Lavi, S.; Erez, G. & Miron, E. (1987). Temporal and spatial properties of an 

oscillator-amplifier copper vapor laser, Optics Communications, Vol. 62, No. 2, pp. 
110-114. 

Arsen'ev, V. V.; Dneprovskii, V. S. & Klyshku, D. N. (1972). Control of laser pulse duration 
by nonlinear absorption in semiconductors, Soviet Journal of Quantum Electronics, 
Vol. 2, No. 1, pp. 23-26. 

Azuma, J.; Asaka, S.; Tsujibayashi, T.; Itoh, M.; Watanabe, M.; Arimoto, O.; Nakanishi, S.; 
Itoh, H. & Kamada, M. (2001). Optical detection system using time structure of 
UVSOR for combined laser–SR experiments. Nuclear Instruments and Methods in 
Physics Research A, Vol. 467–468, pp. 1455–1457 

Beyrau, F.; Weikl, M. C.; Seeger, T. & Leipertz, A. (2004) Application of an optical pulse 
stretcher to coherent anti-Stokes Raman Spectroscopy. Optics Letters, Vol. 29, No. 
20, pp. 2381-2383 

Bergamasco, G.; Calveli, P.; Cecchetti, W. & Polloni, R. (1993). Passive pulse stretching in a 
Nd: glass laser. Optics and Quantum Electronics, Vol. 25, pp. 271-273 

Black, J. F. & Valentini, J. J. (1994). Compact, high-gain pulsed dye amplifier for weak cw 
sources. Applied Optics, Vol. 33, No. 18, pp. 3861-3864 

Burkert, A.; Triebel, W.; Natura, U. & Martin, R. (2007). Microchannel formation in fused 
silica during ArF excimer laser irradiation. Physics and  Chemistry of Glasses – 
European  Journal of  Glass Science and Technologt Part B, Vol. 48, No. 3, pp. 107-112  

Burkert, A.; Bergmann, J.; Triebel, W. & Natura, U. (2010). Pulse stretcher with variable 
pulse length for excimer laser applications. Review of Scientific Instruments. Vol. 81, 
pp. 033104-1 - 033104-5. 

Callen, W. R.; Pantell, R. H. & Warszawski, J. (1969). Pulse stretching of Q-switched lasers. 
Opto-electronics, Vol. 1, pp. 123– 127. 

Dekker, P.; Dawes, J. M. & Piper, J. A. (2005). 2.27-W Q-switched self-doubling Yb:YAB laser 
with controllable pulse length. Journal of Optical Society of America B, Vol. 22, No. 2 
pp. 378-384  

Friedman, H. W.; Horton, J. A.; Kuklo T.  J. &  Wong, N. J.(1992). Design of pulse stretching 
cell for a sodium guide star optical system. Conference Proceedings  of Lasers and 
Electro-Optics Society Annual Meeting (OPTICON ’92), Boston 

Hanna, D. & Mitchell, J. W. (1993). A laser pulse stretcher made from optical fibres. Nuclear 
Instruments and Methods in Physics Research A, Vol. 324, pp. 14-18 

Harigel, G.; Baltay, C.; Bregman, M.; Hibbs, M.; Schaffer, A; Bjelkhagen, H; Hawkins, J.; 
Williams, W.; Nailor, P.; Michaels, R.; & Akbari, H. (1986). Pulse stretching in a Q-
switched ruby laser for bubble chamber holography. Applied Optics, Vol. 25, No. 22, 
pp. 4102–4110 

Hordvik, A.; (1970). Pulse stretching utilizing two-photon-induced light absorption, IEEE 
Journal of Quantum Electronics, Vol. QE-6, No. 4, pp. 199 – 203. 

Hsu, R. & Shen, Y. R. (1982). Effects of self-induced ellipse rotation and self-focusing in a Q-
switched laser cavity. Applied Optics, Vol. 21, No. 14, pp. 2608-2615 



 Coherence and Ultrashort Pulse Laser Emission 

 

222 

scattering signal, making spatially resolved measurements with high-energy Q-switched 
lasers difficult. The SRS signal is linearly proportional to the total energy of the laser pulse 
and not the intensity. Thus the SRS signals are measured by reducing the peak-power of the 
Q-switched laser in such a way that the total pulse energy is maintained. Hence temporal 
stretching of laser pulses was done in spontaneous Raman-scattering spectroscopy for 
removing laser-induced plasma spark generation by reducing peak power (Kojima & 
Nguyen, 2002). Temporal stretching of laser pulses is done by configuring a passive optical 
pulse stretcher in the coherent anti-Stokes Raman spectroscopy to increase signal-to-noise 
ratio and to improve precision of the determined temperatures and concentrations while 
avoiding window damage and laser-induced breakdown (Beyrau et al., 2004).  
One of the important applications of lasers is its use in medical sciences. In ophthalmology, 
the pulses of a Q-switched laser operating in the green spectral region is temporally 
stretched to obtain microsecond long pulses, which are most suited for to selectively target 
dysfunctional retinal pigment epithelium (RPE) while preserving the adjacent tissues, 
especially the photoreceptors and the neuronal retina (Kracht & Brinkmann 2004). The high 
peak intensities of shorter pulses of Q-switched lasers generally damage the tissues and thus 
the pulses were temporally stretched by using intracavity pulse stretcher with two-photon 
absorber (Rambo et al., 1999). The pulse durations are stretched and optimized for 
lithotripsy (kidney stone fragmentation) and other medical applications.  
Pulsed lasers are used in the studies of holographic interferometry. Pulse stretching of Q-
switched ruby laser was required to reduce instantaneous power at constant energy to avoid 
the boiling of the chamber liquid, which adversely affected the quality of the photographs, 
taken to record high-energy neutrino interactions in bubble chamber holography (Harigel et 
al., 1986). A remarkable asset of stretched pulses is the considerably increased coherence 
length compared with the Q-switched operation (Harigel et al., 1986). The lasers are used in 
creating artificial guide stars for adaptive optics for ground-based astronomy by permitting 
correction of the optical aberrations due to the atmosphere. Pulse stretching of dye laser 
pulses was required in the sodium guide star experiment for correcting the adaptive optics 
system of large astronomical telescopes, which were used to study the effects of atmospheric 
turbulence. The optical pulse-stretcher stretched the 40 ns (FWHM) pulses of dye laser by a 
factor of 15 to lower the laser flux and avoid saturation effects in the sodium guide star 
experiment (Friedman et al., 1992). 
The chirped-pulse amplification (CPA) is the most important technique to amplify 
ultrashort pulses (Salin et al., 1992). In the amplifiers, the peak intensities associated with the 
ultrashort pulses becomes so high that excessive nonlinear pulse distortions and optical 
damage take place. Dispersive pulse stretchers are used for temporal stretching of the 
ultrashort pulses in CPA, where the stretched pulses are amplified to moderate peak power 
levels to prevent damage of the amplification medium and then the amplified stretched 
pulses are compressed to its Fourier-transform limit to obtain high peak power pulses. 

4. Conclusion 
The physics and technology of a wide variety of techniques, developed for temporal 
stretching of laser pulses, is described. The significance of temporal stretching of laser pulses 
and their applications in different fields are discussed. 
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1. Introduction      
Progress in ultrafast science and technology has pushed the temporal resolution to sub-
femtosecond and attosecond region (Kienberger el at., 2002; Fleischer & Moiseyev, 2006; 
Corkum & Krausz, 2007; Goulielmakis el at., 2007) and technology exploration in ultrashort 
pulse generation has made it possible to equip femtosecond lasers that are only a few cycles 
in duration (Xu el at., 1996; Shirakawa el at., 1999; Rullière, 2005; Mauritsson el at., 2006; 
Sansone el at., 2006). Coherent control experiments now use precisely shaped optical pulses 
with sub-femtosecond timing jitters to steer coherent evolution governed by the interaction 
of coherent light with matter towards quantum paths for desired dynamic processes (Kitzler 
el at., 2002;Tong el at., 2003; Bandrauk el at., 2005). Precise control and synchronization of 
ultrashort pulses are essential for many other applications in ultrafast laser spectroscopy 
(Drescher el at., 2002; Hannaford, 2005; Cavalieri el at., 2007), Fourier synthesis of light 
pulses or optical waveforms (Jones el at., 2000; Shelton el at., 2001; Supradeepa el at., 2008), 
multi-color pump-probe investigations (Schoenlein el at., 2000; Son el at., 2002; Manzoni el 
at., 2006; Gu el at., 2009), coherent anti-Stokes Raman scattering microscope (Jones el at., 
2002; Potma el at., 2002), difference frequency mixing for mid-infrared generation (de Barros 
el at., 1995; Kaindl el at., 2000) and terahertz source generation (Kitaeva, 2008; a. Sell el at., 
2008; b. Sell el at., 2008), and so forth. Recently, significant breakthrough has been made in 
ultrafast laser technology and precision frequency metrology (Hentschel, el at., 2001;Udem 
el at., 2002; Schibli el at., 2004) with the innovation concept of simultaneous control in both 
time and frequency domain developed in femtosecond combs (Shelton el at., 2001; Ma el at., 
2004). This technique is versatile in controlling ultrashort mode-locked lasers by translating 
precision control over mode frequencies into ultra-stable control in the time domain, which 
may eventually facilitate accurate synchronization of multicolor mode-locked lasers desired 
for coherent optical synthesis to extend the pulsed laser spectrum (Jones el at., 2000; Shelton 
et al., 2001; Bartels el at., 2004). 
Rapidly growing interest has been focused in recent years on synchronizing independently 
mode-locked multi-color lasers with improved synchronization accuracy and robustness, 
sufficiently low time jitters, as well as large tolerance to disturbance (Kawamura el at., 2000; 
Rudd el at., 2005; Baudelet el at., 2006). In general, pulse synchronization requires 
independent lasers to be mode-locked at exactly the same repetition rate. As the repetition 
rate (fr) depends linearly on the effective cavity length (Leff), fr=c/Leff (c, the speed of light in 
vacuum), a feed-back locking system is indispensible for laser synchronization to 
compensate for the unavoidable cavity variations. In accordance with the feedback methods, 
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1. Introduction      
Progress in ultrafast science and technology has pushed the temporal resolution to sub-
femtosecond and attosecond region (Kienberger el at., 2002; Fleischer & Moiseyev, 2006; 
Corkum & Krausz, 2007; Goulielmakis el at., 2007) and technology exploration in ultrashort 
pulse generation has made it possible to equip femtosecond lasers that are only a few cycles 
in duration (Xu el at., 1996; Shirakawa el at., 1999; Rullière, 2005; Mauritsson el at., 2006; 
Sansone el at., 2006). Coherent control experiments now use precisely shaped optical pulses 
with sub-femtosecond timing jitters to steer coherent evolution governed by the interaction 
of coherent light with matter towards quantum paths for desired dynamic processes (Kitzler 
el at., 2002;Tong el at., 2003; Bandrauk el at., 2005). Precise control and synchronization of 
ultrashort pulses are essential for many other applications in ultrafast laser spectroscopy 
(Drescher el at., 2002; Hannaford, 2005; Cavalieri el at., 2007), Fourier synthesis of light 
pulses or optical waveforms (Jones el at., 2000; Shelton el at., 2001; Supradeepa el at., 2008), 
multi-color pump-probe investigations (Schoenlein el at., 2000; Son el at., 2002; Manzoni el 
at., 2006; Gu el at., 2009), coherent anti-Stokes Raman scattering microscope (Jones el at., 
2002; Potma el at., 2002), difference frequency mixing for mid-infrared generation (de Barros 
el at., 1995; Kaindl el at., 2000) and terahertz source generation (Kitaeva, 2008; a. Sell el at., 
2008; b. Sell el at., 2008), and so forth. Recently, significant breakthrough has been made in 
ultrafast laser technology and precision frequency metrology (Hentschel, el at., 2001;Udem 
el at., 2002; Schibli el at., 2004) with the innovation concept of simultaneous control in both 
time and frequency domain developed in femtosecond combs (Shelton el at., 2001; Ma el at., 
2004). This technique is versatile in controlling ultrashort mode-locked lasers by translating 
precision control over mode frequencies into ultra-stable control in the time domain, which 
may eventually facilitate accurate synchronization of multicolor mode-locked lasers desired 
for coherent optical synthesis to extend the pulsed laser spectrum (Jones el at., 2000; Shelton 
et al., 2001; Bartels el at., 2004). 
Rapidly growing interest has been focused in recent years on synchronizing independently 
mode-locked multi-color lasers with improved synchronization accuracy and robustness, 
sufficiently low time jitters, as well as large tolerance to disturbance (Kawamura el at., 2000; 
Rudd el at., 2005; Baudelet el at., 2006). In general, pulse synchronization requires 
independent lasers to be mode-locked at exactly the same repetition rate. As the repetition 
rate (fr) depends linearly on the effective cavity length (Leff), fr=c/Leff (c, the speed of light in 
vacuum), a feed-back locking system is indispensible for laser synchronization to 
compensate for the unavoidable cavity variations. In accordance with the feedback methods, 
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laser synchronization scheme can be classified into active, passive and hybrid synchronization. 
In the active synchronization scheme, the feedback is typically provided by electronic phase-
locking-loop devices (Schibli el at., 2003), which offer the advantage of long-term stability and 
independence on the oscillating wavelengths in laser operation. However, such a scheme 
suffers from limited bandwidth of electronic circuits and the time jitter among synchronized 
lasers is critically dependent on the control precision of the electronic circuits. Passive 
synchronization is typically achieved by using all-optical methods on the basis of nonlinear 
optical effects within the concerned laser cavities (Bartels el at., 2003; Yoshitomi el at., 2006). 
Although the passive technique is limited by the walk-off length of the synchronous lasers, it 
provides relatively simple laser configurations and in most cases, results in small timing jitters, 
making it attractive and popular in laser synchronization experiments. Besides active and 
passive synchronization schemes, the active-passive hybrid synchronization technique 
combines the advantages of the both schemes (Yoshitomi el at., 2005). The walk-off length of 
the synchronous lasers is reduced by using active feedbacks with electronic phase-locking-
loop devices, while small time jitters among synchronized lasers are guaranteed by nonlinear 
optical couplings within the synchronizing laser cavities. Correspondingly, the hybrid 
synchronization scheme becomes more complicated than the other two schemes. 
The stabilization of the synchronization between separate lasers depends critically on cavity 
length mismatch. With large cavity length mismatch tolerance, a synchronized laser system 
can be expected to work stably in tough environments. In principle, cavity length variations 
(ΔL) and offset frequency drifts (Δfr) between different lasers can be effectively balanced by 
modulating the intracavity dispersion and nonlinearity. For instance, the cavity length 
mismatch can be effectively compensated by cross phase modulation (XPM) effect. By this 
means, synchronous mode-locking can be achieved in coupled-cavity lasers by sharing the 
same Kerr-type nonlinear medium (Wei el at., 2002), or by injecting the master laser pulses into 
the slave laser in the master-slave configuration for independently mode-locked lasers 
(Yoshitomi el at., 2006). Until now, a record cavity length mismatch about 140 μm was 
realized in master-slave fs fiber lasers (a. Rusu el at., 2004). However, it should mention that in 
the coupled-cavity lasers, a large length variation of the coupled cavity may destabilize the 
mode-locking and pulse-train synchronization. Once the cavity lengths are largely 
mismatched in comparison with the walk-off length, XPM-based passive schemes may fail in 
enforcing synchronous mode-locking. Since XPM is limited within the walk-off length 
between the interacting pulses, high peak powers are required to induce sufficient optical 
nonlinearity for a tight synchronization. Furthermore, in the master-slave laser injection 
configuration, the injection power of the master laser is seriously limited by the light coupling 
equipments like the fiber coupler, the wavelength-division multiplexing (WDM), Lens and 
mirrors, and so on. Therefore, the relatively low-intensity master pulse can only induce limited 
wavelength shifts and round-trip group delay changes for the slave laser catching up with the 
master laser pulses. To achieve a large cavity mismatch tolerance, a hybrid configuration with 
the master-slave and the coupled-cavity schemes is recommended. The hybrid passive 
synchronization scheme entails XPM an additional function in the slave laser to start mode-
locking rather than merely to shift the central wavelength and modulate the intracavity group 
delay, from which influences of the master laser injection can be greatly enhanced. As a 
consequence, XPM mode-locking in the hybrid master-slave configuration exhibits 
advantageous features inherited from both coupled-cavity and master-slave schemes, i.e., 
remote control of slave lasers with independently mode-locked master lasers, sensitive 
influence of the master injection on XPM mode-locking. 
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It is of broad interest to synchronize pulses of variable pulse durations from fs to ns. 
Nanosecond laser pulses are typically obtained by Q-switching techniques and synchronized 
by external electronic triggering with timing jitters in the ns range. It is still a technical 
challenge to construct coherent ns-duration pulse arrays with an ultrahigh resolution in the 
time domain due to the lack in efficient techniques for precise temporal and spectral control of 
ns pulses. All the synchronization schemes developed so far are inapplicable for coherent 
phase-locking of ns optical pulses. On the other hand, high-energy ns lasers precisely 
synchronized with the same triggering fs laser could support the development of phase-locked 
high-energy ns laser arrays for promising applications in particle acceleration and fast ignition 
(Kodama el at., 2001), and ultrashort laser synchronization with x-rays or electron beams from 
synchrotrons (Schoenlein el at., 2000). Furthermore, fs laser synchronization with a high-
energy ns laser could facilitate lasers of different pulse durations to interact with the target 
under a precise control in the time domain (Kodama el at., 2001; Vozzi el at., 2009), which is 
also quite useful for the development of robust and stable optical parametric chirped pulse 
amplifiers (Butkus el at., 2004; Rudd el at., 2005; Zhang el at., 2006). It has been recently 
demonstrated that square ns mode-locking could be established in a fiber laser of a long fiber 
cavity (Potma el at., 2002), and that the square ns pulses could be scaled to hundred watts with 
negligible temporal and spectral distortion by using large-mode-area fiber amplifiers (b. Yan el 
at., 2009). Interestingly, square ns mode-locking could be passively synchronized with an 
ultrashort laser in the master-slave laser configuration (Li el at., 2009). Since the long fiber 
cavity indispensable for square ns mode-locking typically produces a large cavity length 
variation, sufficiently strong master injection pulses are required to trigger a synchronous 
square ns mode-locking of the slave laser (Vozzi el at., 2009). A large cavity mismatch 
tolerance is especially required for the precise control over mode frequencies in a long fiber 
cavity that allows synchronized square mode-locking in the ns region.  
In this chapter, we review our recent experimental development in synchronizing 
multicolor mode-locked fiber lasers of different pulse durations. A robust technique based 
on cross-absorption modulation (XAM) was demonstrated efficiently for ultrashort fiber 
laser synchronization in the master-slave configuration. For fiber lasers mode-locked 
through nonlinear polarization rotation (NPR) in the fiber laser cavity, XAM induced an 
observable change of the NPR in the slave fiber laser cavity due to the nonlinear couplings 
between the slave laser pulses and the externally injected fs master laser pulses, resulting in 
a trigger for square ns mode-locking in slave fiber laser that generated ns output pulses of 
square temporal profiles with the pulse duration dependent linearly on the master injection 
power. Square ns mode-locking synchronized with a fs Ti:sapphire master laser was 
achieved in both Yb- and Er-doped slave fiber lasers by using additional Er-doped fibers as 
the saturable absorber. The synchronization of the square ns pulses with the fs master 
injection was implemented with the rising edges of the ns pulses tightly synchronous to the 
injected fs pulses, with remarkably low time jitters in the range of hundreds femtoseconds. 
Furthermore, such an XAM-based synchronization could be maintained with the record 
cavity-length mismatches exceeding 8.2 and 3.6 cm for the Yb- and Er-doped slave fiber 
lasers, respectively. Interestingly, the XAM-based synchronization could be used to 
synchronize mode-locked lasers at a relatively low repetition rate of sub-MHz (a. Yan el at., 
2009; b. Yan el at., 2009), while the square ns mode-locked laser pulses could be controlled to 
output tunable flat-top pulses with the pulse rising edges tightly synchronized with the 
triggering fs pulses, and high-power amplification could be realized by using large-mode-
area photonic crystal fiber amplifiers for the synchronized pulses. The synchronized square 
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laser synchronization scheme can be classified into active, passive and hybrid synchronization. 
In the active synchronization scheme, the feedback is typically provided by electronic phase-
locking-loop devices (Schibli el at., 2003), which offer the advantage of long-term stability and 
independence on the oscillating wavelengths in laser operation. However, such a scheme 
suffers from limited bandwidth of electronic circuits and the time jitter among synchronized 
lasers is critically dependent on the control precision of the electronic circuits. Passive 
synchronization is typically achieved by using all-optical methods on the basis of nonlinear 
optical effects within the concerned laser cavities (Bartels el at., 2003; Yoshitomi el at., 2006). 
Although the passive technique is limited by the walk-off length of the synchronous lasers, it 
provides relatively simple laser configurations and in most cases, results in small timing jitters, 
making it attractive and popular in laser synchronization experiments. Besides active and 
passive synchronization schemes, the active-passive hybrid synchronization technique 
combines the advantages of the both schemes (Yoshitomi el at., 2005). The walk-off length of 
the synchronous lasers is reduced by using active feedbacks with electronic phase-locking-
loop devices, while small time jitters among synchronized lasers are guaranteed by nonlinear 
optical couplings within the synchronizing laser cavities. Correspondingly, the hybrid 
synchronization scheme becomes more complicated than the other two schemes. 
The stabilization of the synchronization between separate lasers depends critically on cavity 
length mismatch. With large cavity length mismatch tolerance, a synchronized laser system 
can be expected to work stably in tough environments. In principle, cavity length variations 
(ΔL) and offset frequency drifts (Δfr) between different lasers can be effectively balanced by 
modulating the intracavity dispersion and nonlinearity. For instance, the cavity length 
mismatch can be effectively compensated by cross phase modulation (XPM) effect. By this 
means, synchronous mode-locking can be achieved in coupled-cavity lasers by sharing the 
same Kerr-type nonlinear medium (Wei el at., 2002), or by injecting the master laser pulses into 
the slave laser in the master-slave configuration for independently mode-locked lasers 
(Yoshitomi el at., 2006). Until now, a record cavity length mismatch about 140 μm was 
realized in master-slave fs fiber lasers (a. Rusu el at., 2004). However, it should mention that in 
the coupled-cavity lasers, a large length variation of the coupled cavity may destabilize the 
mode-locking and pulse-train synchronization. Once the cavity lengths are largely 
mismatched in comparison with the walk-off length, XPM-based passive schemes may fail in 
enforcing synchronous mode-locking. Since XPM is limited within the walk-off length 
between the interacting pulses, high peak powers are required to induce sufficient optical 
nonlinearity for a tight synchronization. Furthermore, in the master-slave laser injection 
configuration, the injection power of the master laser is seriously limited by the light coupling 
equipments like the fiber coupler, the wavelength-division multiplexing (WDM), Lens and 
mirrors, and so on. Therefore, the relatively low-intensity master pulse can only induce limited 
wavelength shifts and round-trip group delay changes for the slave laser catching up with the 
master laser pulses. To achieve a large cavity mismatch tolerance, a hybrid configuration with 
the master-slave and the coupled-cavity schemes is recommended. The hybrid passive 
synchronization scheme entails XPM an additional function in the slave laser to start mode-
locking rather than merely to shift the central wavelength and modulate the intracavity group 
delay, from which influences of the master laser injection can be greatly enhanced. As a 
consequence, XPM mode-locking in the hybrid master-slave configuration exhibits 
advantageous features inherited from both coupled-cavity and master-slave schemes, i.e., 
remote control of slave lasers with independently mode-locked master lasers, sensitive 
influence of the master injection on XPM mode-locking. 
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It is of broad interest to synchronize pulses of variable pulse durations from fs to ns. 
Nanosecond laser pulses are typically obtained by Q-switching techniques and synchronized 
by external electronic triggering with timing jitters in the ns range. It is still a technical 
challenge to construct coherent ns-duration pulse arrays with an ultrahigh resolution in the 
time domain due to the lack in efficient techniques for precise temporal and spectral control of 
ns pulses. All the synchronization schemes developed so far are inapplicable for coherent 
phase-locking of ns optical pulses. On the other hand, high-energy ns lasers precisely 
synchronized with the same triggering fs laser could support the development of phase-locked 
high-energy ns laser arrays for promising applications in particle acceleration and fast ignition 
(Kodama el at., 2001), and ultrashort laser synchronization with x-rays or electron beams from 
synchrotrons (Schoenlein el at., 2000). Furthermore, fs laser synchronization with a high-
energy ns laser could facilitate lasers of different pulse durations to interact with the target 
under a precise control in the time domain (Kodama el at., 2001; Vozzi el at., 2009), which is 
also quite useful for the development of robust and stable optical parametric chirped pulse 
amplifiers (Butkus el at., 2004; Rudd el at., 2005; Zhang el at., 2006). It has been recently 
demonstrated that square ns mode-locking could be established in a fiber laser of a long fiber 
cavity (Potma el at., 2002), and that the square ns pulses could be scaled to hundred watts with 
negligible temporal and spectral distortion by using large-mode-area fiber amplifiers (b. Yan el 
at., 2009). Interestingly, square ns mode-locking could be passively synchronized with an 
ultrashort laser in the master-slave laser configuration (Li el at., 2009). Since the long fiber 
cavity indispensable for square ns mode-locking typically produces a large cavity length 
variation, sufficiently strong master injection pulses are required to trigger a synchronous 
square ns mode-locking of the slave laser (Vozzi el at., 2009). A large cavity mismatch 
tolerance is especially required for the precise control over mode frequencies in a long fiber 
cavity that allows synchronized square mode-locking in the ns region.  
In this chapter, we review our recent experimental development in synchronizing 
multicolor mode-locked fiber lasers of different pulse durations. A robust technique based 
on cross-absorption modulation (XAM) was demonstrated efficiently for ultrashort fiber 
laser synchronization in the master-slave configuration. For fiber lasers mode-locked 
through nonlinear polarization rotation (NPR) in the fiber laser cavity, XAM induced an 
observable change of the NPR in the slave fiber laser cavity due to the nonlinear couplings 
between the slave laser pulses and the externally injected fs master laser pulses, resulting in 
a trigger for square ns mode-locking in slave fiber laser that generated ns output pulses of 
square temporal profiles with the pulse duration dependent linearly on the master injection 
power. Square ns mode-locking synchronized with a fs Ti:sapphire master laser was 
achieved in both Yb- and Er-doped slave fiber lasers by using additional Er-doped fibers as 
the saturable absorber. The synchronization of the square ns pulses with the fs master 
injection was implemented with the rising edges of the ns pulses tightly synchronous to the 
injected fs pulses, with remarkably low time jitters in the range of hundreds femtoseconds. 
Furthermore, such an XAM-based synchronization could be maintained with the record 
cavity-length mismatches exceeding 8.2 and 3.6 cm for the Yb- and Er-doped slave fiber 
lasers, respectively. Interestingly, the XAM-based synchronization could be used to 
synchronize mode-locked lasers at a relatively low repetition rate of sub-MHz (a. Yan el at., 
2009; b. Yan el at., 2009), while the square ns mode-locked laser pulses could be controlled to 
output tunable flat-top pulses with the pulse rising edges tightly synchronized with the 
triggering fs pulses, and high-power amplification could be realized by using large-mode-
area photonic crystal fiber amplifiers for the synchronized pulses. The synchronized square 
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ns pulses could be easily controlled by varying the master injection power, confirming that 
the square ns mode-locking worked with observable intra-cavity power clamping and that 
the clamped power in the slave fiber laser could be varied by XAM-induced changes of the 
optical nonlinearity of the Er-doped fiber. Note that the square ns pulses were controlled by 
this synchronous mode-locking method with an ultrahigh temporal resolution at least four 
orders of magnitude better than the corresponding pulse duration. As a result, the 
synchronously triggered square ns mode-locking provides a robust method not only for the 
precise control of the square ns pulses in the time domain, but also for the convenient 
experimental realization of synchronized pulses variable from fs to ns in pulse duration. 
This review chapter is organized as follows. After this brief introduction, we present the 
basic theory for passive synchronization in Section 2. Section 3 mainly compares XPM- and 
XAM-based synchronization schemes applicable for ultrafast laser synchronization and 
square nanosecond mode-locked laser synchronization. The amplification of synchronous 
high-energy laser pulses is discussed at the end of this section. We conclude the review in 
section 4 by emphasizing that the XAM-based synchronization technique is a promising 
supplement to the XPM-based passive synchronization. 

2. Basic theory for XPM- and XAM-based synchronization 
Nonlinear effects in a Kerr medium or in fiber competing with light dispersion within the 
laser cavity provide an effective feed-back effect for laser pulse going against cavity 
variation and staying at a same repetition rate (or round-trip frequency) with another laser. 
Thus, to analyze passive synchronization mechanism, we need start with the nonlinear 
effects like cross-phase modulation and cross-absorption modulation. An established XPM 
theory has been reported for several decades, while very few information about XAM is 
reported. In this Section, we concentrate on the detailed discussion of the XPM-based 
passive laser synchronization, and introduce some basic understanding about the XAM-
based synchronization under investigation. 

2.1 Cross phase modulation 
To analyze the supporting role of cross-phase modulation in passive synchronization, we 
assume that two lasers (laser-1 and laser-2) share the same nonlinear medium with a given 
length of L inside their cavities. The nonlinear refractive index for this medium is denoted as 
n2. Before being synchronized, the two lasers can be independently mode-locked to produce 
ultrashort pulse trains at different center wavelengths. The round-trip frequencies for laser-1 
and laser-2 are f1 and f2, respectively. Therefore, the two laser pulses can meet each other in 
the nonlinear medium with a frequency of Δf=|f1-f2|. Once the two pulses co-propagate 
inside the shared medium, there exists a possibility for the two lasers to run at the same 
round-trip frequency as the nonlinear couplings may produce offset frequency drifts so that 
different lasers can be effectively matched. Assume that E1 (z,t) and E2 (z,t) represent the 
envelope of the electric field of laser-1 and -2, respectively. Since the two pulses have 
different wavelengths as well as different group velocities (vG1 and vG2), the two pulses will 
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pulse interaction inside the nonlinear medium can be theoretically expressed in terms of the 
nonlinear propagation equations as (a. Agrawal, 1989; Zhu el at., 2005):    
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where z and t denote the laser pulse propagation distance and time. Subscripts 1 and 2 
denote the laser-1 and -2. α is the linear absorption coefficients, β is the intra-cavity group 
velocity dispersion (GVD), and γ=2πn2/(λAeff) is the nonlinear coefficient, where Aeff is the 
effective beam cross section and λ is the center wavelength. In these equations, the 
contribution of GVD is described by the third term on the left-hand side. As to the right-
hand side, the rst term is due to the self-phase modulation (SPM) effect and the second 
term for the XPM effect. By analytically resolving these two equations, one can finally get 
soliton-like solutions (Baldeck el at., 1988; Agrawal el at., 1989).  
For the sake of simplicity, we merely consider the effects of GVD and XPM while omitting 
the influence from the self-phase modulation. As a result, the maximum phase shift Δφ21 of 
laser-1 induced by laser-2 can be expressed as (Lisak el at., 1990): 
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where P is the peak power of laser pulse. 
In order to understand the feed-back mechanism of XPM effect in passive synchronization, 
we need consider the XPM-induced phase shift in frequency domain. Supposing the laser-1 
and -2 having instantaneous optical frequencies of ω1 and ω2, respectively, the XPM-induced 
frequency change can be simply described as (Wei el at., 2002): 
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where I is the intra-cavity laser intensity. In general, the two lasers have a quite similar 
round-trip frequency, but not exactly equal. The relative fluctuation Δf for the two lasers 
may come from any small perturbations during the laser operation, such as small cavity-
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ns pulses could be easily controlled by varying the master injection power, confirming that 
the square ns mode-locking worked with observable intra-cavity power clamping and that 
the clamped power in the slave fiber laser could be varied by XAM-induced changes of the 
optical nonlinearity of the Er-doped fiber. Note that the square ns pulses were controlled by 
this synchronous mode-locking method with an ultrahigh temporal resolution at least four 
orders of magnitude better than the corresponding pulse duration. As a result, the 
synchronously triggered square ns mode-locking provides a robust method not only for the 
precise control of the square ns pulses in the time domain, but also for the convenient 
experimental realization of synchronized pulses variable from fs to ns in pulse duration. 
This review chapter is organized as follows. After this brief introduction, we present the 
basic theory for passive synchronization in Section 2. Section 3 mainly compares XPM- and 
XAM-based synchronization schemes applicable for ultrafast laser synchronization and 
square nanosecond mode-locked laser synchronization. The amplification of synchronous 
high-energy laser pulses is discussed at the end of this section. We conclude the review in 
section 4 by emphasizing that the XAM-based synchronization technique is a promising 
supplement to the XPM-based passive synchronization. 

2. Basic theory for XPM- and XAM-based synchronization 
Nonlinear effects in a Kerr medium or in fiber competing with light dispersion within the 
laser cavity provide an effective feed-back effect for laser pulse going against cavity 
variation and staying at a same repetition rate (or round-trip frequency) with another laser. 
Thus, to analyze passive synchronization mechanism, we need start with the nonlinear 
effects like cross-phase modulation and cross-absorption modulation. An established XPM 
theory has been reported for several decades, while very few information about XAM is 
reported. In this Section, we concentrate on the detailed discussion of the XPM-based 
passive laser synchronization, and introduce some basic understanding about the XAM-
based synchronization under investigation. 

2.1 Cross phase modulation 
To analyze the supporting role of cross-phase modulation in passive synchronization, we 
assume that two lasers (laser-1 and laser-2) share the same nonlinear medium with a given 
length of L inside their cavities. The nonlinear refractive index for this medium is denoted as 
n2. Before being synchronized, the two lasers can be independently mode-locked to produce 
ultrashort pulse trains at different center wavelengths. The round-trip frequencies for laser-1 
and laser-2 are f1 and f2, respectively. Therefore, the two laser pulses can meet each other in 
the nonlinear medium with a frequency of Δf=|f1-f2|. Once the two pulses co-propagate 
inside the shared medium, there exists a possibility for the two lasers to run at the same 
round-trip frequency as the nonlinear couplings may produce offset frequency drifts so that 
different lasers can be effectively matched. Assume that E1 (z,t) and E2 (z,t) represent the 
envelope of the electric field of laser-1 and -2, respectively. Since the two pulses have 
different wavelengths as well as different group velocities (vG1 and vG2), the two pulses will 
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pulse interaction inside the nonlinear medium can be theoretically expressed in terms of the 
nonlinear propagation equations as (a. Agrawal, 1989; Zhu el at., 2005):    
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where z and t denote the laser pulse propagation distance and time. Subscripts 1 and 2 
denote the laser-1 and -2. α is the linear absorption coefficients, β is the intra-cavity group 
velocity dispersion (GVD), and γ=2πn2/(λAeff) is the nonlinear coefficient, where Aeff is the 
effective beam cross section and λ is the center wavelength. In these equations, the 
contribution of GVD is described by the third term on the left-hand side. As to the right-
hand side, the rst term is due to the self-phase modulation (SPM) effect and the second 
term for the XPM effect. By analytically resolving these two equations, one can finally get 
soliton-like solutions (Baldeck el at., 1988; Agrawal el at., 1989).  
For the sake of simplicity, we merely consider the effects of GVD and XPM while omitting 
the influence from the self-phase modulation. As a result, the maximum phase shift Δφ21 of 
laser-1 induced by laser-2 can be expressed as (Lisak el at., 1990): 
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where I is the intra-cavity laser intensity. In general, the two lasers have a quite similar 
round-trip frequency, but not exactly equal. The relative fluctuation Δf for the two lasers 
may come from any small perturbations during the laser operation, such as small cavity-
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length drifts, thermal and temperature fluctuation, random polarization change, pump 
instability and so on. As affected by the perturbations, the initially co-propagated laser-1 
may go behind or ahead of the laser-2, as shown in Fig. 2-1. 
In the case that the laser 1 goes behind the laser 2, the rising-edge of laser-1 will cross with 
the falling-edge of laser-2. Because the slope of intensity I2 is negative in its falling-edge for 
laser-1, the spectrum of laser-1 will be blue-shifted (Δω1>0) while laser-2 will be red-shifted 
(Δω2>0) due to the positive intensity slope of I1, according to relation (5) and (6). Thus, in a 
medium with negative group dispersions for the two lasers, the blue-shifted light will go 
 

 
Fig. 2-1. The propagation schematic diagram of Laser-1 (a) behind and (b) ahead Laser -2. 

faster than the red-shifted one, and therefore the delayed pulse (laser-1) can catch up with 
the advancing pulse (laser-2).  In the case that laser-1 is ahead of laser-2, the XPM will lead 
laser-1 to be red-shifted and laser-2 to be blue-shifted in spectrum, which may eventually 
make both pulses be maximally overlapped in the time domain. Once the pulses are 
maximally overlapped, the spectral shifts for both pulses will be reduced to zero, since the 
laser intensity profile is supposed to be temporally symmetric. In this situation, the two 
lasers operate at a synchronization state with the same round-trip frequency. 
For evaluating a passive synchronization system, there are two crucial parameters: 1) the 
ability for the system compensating for environmental perturbations which is estimated by 
the value of cavity mismatch tolerance, and 2) the precision for the synchronization which is 
defined as timing jitter between the two laser pulses (Shelton el at., 2002). Besides, the 
synchronization stability is also an important factor to decide how long lasers are operated 
at synchronization state. Recently, experimental results have shown that the jitter for two 
separate fs pulses has been reduced into attosecond region and the mismatch tolerance is 
extended to several centimeters. The details for experimentally measuring these two 
parameters will be presented in Section 3-2. 
As an automatic feed-back effect, XPM is considered to be an effective method to passively 
realize robust laser synchronization for last decades. However, XPM is not the only 
mechanism employed in synchronization scheme. Recently, a novel effect based on cross 
absorption modulation has been demonstrated quite useful and robust to synchronize two 
independently mode-locked lasers of ultra-long fiber cavity, which supports large cavity 
length mismatch tolerance. The next Section 2.2 will focus on the details of the XAM effect 
and its application background. 

2.2 Cross absorption modulation 
Cross absorption modulation was first reported in the Reference (a. Yan el at., 2009) for 
synchronizing a ytterbium-doped and a erbium-doped fiber lasers to an fs Ti:sapphire laser 
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at a repetition rate of nearly 240 kHz. It was well demonstrated that the cavity length 
mismatch could be compensated by XPM in coupled-cavity lasers sharing the same Kerr-
type nonlinear medium, or independently mode-locked lasers in the configuration with 
master injection into the slave laser. However, XPM is limited within the walk-off length 
between the interacting pulses for purpose of synchronizing a fiber laser with an 800-m-long 
cavity (corresponding to a repetition rate of 240 kHz). This produces the technical challenge 
to passively synchronize ns-duration fiber lasers with an ultra-short laser. The long fiber 
cavity indispensable for square ns mode-locking produces a little difficulty to achieve a 
stable and robust passive synchronization. As the fiber cavity-length is much longer than 
the walk-off length, one cannot rely on XPM-based passive schemes.  
Cross absorption modulation is a kind of modulation on slave light imposed by master light 
through a co-propagating medium which periodically absorbs the master light and then 
switches from its ground state to an excited state with a change of its refractive index or 
nonlinear coefficient. XAM is normally ignored in non-resonant interaction media as the 
nonlinear absorption coefficient is typically two-order smaller than the nonlinear coupling 
coefficient. Nevertheless, it may be comparable to or even larger than XPM in the near-
resonant media.  
In the resonant medium, the modulation can be enhanced by propagating pulse stimulating 
the medium from its ground state to an excited one. The enhanced XAM adjusts the group 
velocity of the co-propagating slave pulses through changing the nonlinear refractive index of 
the resonant medium to match the repetition rate of the slave laser with that of the master 
laser. Thus, the slave pulse polarization can be rotated owing to the changed nonlinear 
refractive index. For a mode-locked fiber laser, since the intra-cavity polarization state is 
changed, the temporal or spectral characteristics of the slave pulse must be also changed with 
the master laser. However, the instinct mechanism of XAM is under investigation and thus a 
systematic theory about XAM-based synchronization is still lack. In section 3.3 the novel XAM-
synchronization will be described from the aspect of its experimental realization. 

3. Passive synchronization techniques 
As mentioned in the introduction part of this review chapter, active synchronization with an 
electronic feedback device suffers from the limitation of the timing jitters of detectors, filters, 
mixers and piezo transducers and so on (Spence el at., 1993; Crooker el at., 1996). Despite a 
record timing jitter of 300 as was achieved between Cr:Forsterite and Ti:Sapphire lasers by 
the active synchronization (Vozzi el at., 2009), the complexity of such an electronic system 
makes the technique unpopular. Unlike the electronically supported synchronization, 
passive technique permits an all-optical method to obtain synchronous laser pulses without 
the limitations from the complicated electronic feedback scheme. By the passive 
synchronization scheme (Yoshitomi el at., 2006), timing jitter of 3.7 fs was reported for 
synchronizing an Er-doped ber laser to a mode-locked Cr:Forsterite. To date, a record 
timing jitter as low as 100 as has been achieved by using an active-passive hybrid 
synchronization scheme (Yoshitomi el at., 2005). Thus, the passive synchronization 
technique is concerned as an alternative or a co-operator for the active one. Most of these 
reported passive synchronization systems relay on XPM to modulate the intra-cavity 
dispersion and nonlinearity for matching the cavity lengths and offset frequency drifts of 
different lasers. Recently, the XAM-based technique has also been reported to be able to 
passively synchronize two lasers at a relatively low repetition rate of sub-MHz (a. Yan el at., 
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length drifts, thermal and temperature fluctuation, random polarization change, pump 
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laser-1 to be red-shifted and laser-2 to be blue-shifted in spectrum, which may eventually 
make both pulses be maximally overlapped in the time domain. Once the pulses are 
maximally overlapped, the spectral shifts for both pulses will be reduced to zero, since the 
laser intensity profile is supposed to be temporally symmetric. In this situation, the two 
lasers operate at a synchronization state with the same round-trip frequency. 
For evaluating a passive synchronization system, there are two crucial parameters: 1) the 
ability for the system compensating for environmental perturbations which is estimated by 
the value of cavity mismatch tolerance, and 2) the precision for the synchronization which is 
defined as timing jitter between the two laser pulses (Shelton el at., 2002). Besides, the 
synchronization stability is also an important factor to decide how long lasers are operated 
at synchronization state. Recently, experimental results have shown that the jitter for two 
separate fs pulses has been reduced into attosecond region and the mismatch tolerance is 
extended to several centimeters. The details for experimentally measuring these two 
parameters will be presented in Section 3-2. 
As an automatic feed-back effect, XPM is considered to be an effective method to passively 
realize robust laser synchronization for last decades. However, XPM is not the only 
mechanism employed in synchronization scheme. Recently, a novel effect based on cross 
absorption modulation has been demonstrated quite useful and robust to synchronize two 
independently mode-locked lasers of ultra-long fiber cavity, which supports large cavity 
length mismatch tolerance. The next Section 2.2 will focus on the details of the XAM effect 
and its application background. 

2.2 Cross absorption modulation 
Cross absorption modulation was first reported in the Reference (a. Yan el at., 2009) for 
synchronizing a ytterbium-doped and a erbium-doped fiber lasers to an fs Ti:sapphire laser 
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at a repetition rate of nearly 240 kHz. It was well demonstrated that the cavity length 
mismatch could be compensated by XPM in coupled-cavity lasers sharing the same Kerr-
type nonlinear medium, or independently mode-locked lasers in the configuration with 
master injection into the slave laser. However, XPM is limited within the walk-off length 
between the interacting pulses for purpose of synchronizing a fiber laser with an 800-m-long 
cavity (corresponding to a repetition rate of 240 kHz). This produces the technical challenge 
to passively synchronize ns-duration fiber lasers with an ultra-short laser. The long fiber 
cavity indispensable for square ns mode-locking produces a little difficulty to achieve a 
stable and robust passive synchronization. As the fiber cavity-length is much longer than 
the walk-off length, one cannot rely on XPM-based passive schemes.  
Cross absorption modulation is a kind of modulation on slave light imposed by master light 
through a co-propagating medium which periodically absorbs the master light and then 
switches from its ground state to an excited state with a change of its refractive index or 
nonlinear coefficient. XAM is normally ignored in non-resonant interaction media as the 
nonlinear absorption coefficient is typically two-order smaller than the nonlinear coupling 
coefficient. Nevertheless, it may be comparable to or even larger than XPM in the near-
resonant media.  
In the resonant medium, the modulation can be enhanced by propagating pulse stimulating 
the medium from its ground state to an excited one. The enhanced XAM adjusts the group 
velocity of the co-propagating slave pulses through changing the nonlinear refractive index of 
the resonant medium to match the repetition rate of the slave laser with that of the master 
laser. Thus, the slave pulse polarization can be rotated owing to the changed nonlinear 
refractive index. For a mode-locked fiber laser, since the intra-cavity polarization state is 
changed, the temporal or spectral characteristics of the slave pulse must be also changed with 
the master laser. However, the instinct mechanism of XAM is under investigation and thus a 
systematic theory about XAM-based synchronization is still lack. In section 3.3 the novel XAM-
synchronization will be described from the aspect of its experimental realization. 

3. Passive synchronization techniques 
As mentioned in the introduction part of this review chapter, active synchronization with an 
electronic feedback device suffers from the limitation of the timing jitters of detectors, filters, 
mixers and piezo transducers and so on (Spence el at., 1993; Crooker el at., 1996). Despite a 
record timing jitter of 300 as was achieved between Cr:Forsterite and Ti:Sapphire lasers by 
the active synchronization (Vozzi el at., 2009), the complexity of such an electronic system 
makes the technique unpopular. Unlike the electronically supported synchronization, 
passive technique permits an all-optical method to obtain synchronous laser pulses without 
the limitations from the complicated electronic feedback scheme. By the passive 
synchronization scheme (Yoshitomi el at., 2006), timing jitter of 3.7 fs was reported for 
synchronizing an Er-doped ber laser to a mode-locked Cr:Forsterite. To date, a record 
timing jitter as low as 100 as has been achieved by using an active-passive hybrid 
synchronization scheme (Yoshitomi el at., 2005). Thus, the passive synchronization 
technique is concerned as an alternative or a co-operator for the active one. Most of these 
reported passive synchronization systems relay on XPM to modulate the intra-cavity 
dispersion and nonlinearity for matching the cavity lengths and offset frequency drifts of 
different lasers. Recently, the XAM-based technique has also been reported to be able to 
passively synchronize two lasers at a relatively low repetition rate of sub-MHz (a. Yan el at., 
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2009). In this section, we will focus in what follows on various experimental 
implementations of these passive techniques. Section 3.1 aims at the precise XPM-
synchronization for ultra-fast lasers at high repetition rate. Section 3.2 discusses an 
application of the XPM technique in the synchronization between ps and ns lasers. A mode-
locked ns pulse generation technique will be also introduced in this section. After 
preliminary discussion on a few examples of different synchronization configurations, we 
present experimental measurements of the mismatch tolerance and the RMS timing jitter. 
Section 3.3 is concentrated on the XAM-based synchronization and its experimental results, 
while Section 3.4 concerns the synchronous pulse amplification and its impacts on the 
synchronization precision. 

3.1 Accurate synchronization among ultra-fast lasers 
During the last decades, the XPM effect has been employed as the major method to 
passively synchronize individually operated lasers. Such an XPM-technique can be realized 
(1) in a shared laser cavity or a shared nonlinear medium, or (2) in a master-slave injection 
configuration in which the two laser pulses interacted with each in a segment of single mode 
fiber inside the slave laser cavity. Usually case (1) appears in solid laser system. Since light 
intensity can be hardly improved to a large extent in free space, the required XPM is mainly 
provided by the large nonlinear coefficient of the shard medium. In this case, the two lasers 
play the equal role in synchronization and no distinction between master and slave laser. In 
this kind of synchronization scheme, the two lasers are cross-mode-locked at the same 
repetition rate (or round-trip frequency) to produce dual-wavelength laser light. As a 
distinct contrast with the case (1), the two lasers in case (2) show obviously distinguished 
roles as a master and slave laser. Generally, the slave laser is made by a fiber laser for a large 
intensity in constrained space and it oscillates dependently on the master laser, while the 
master works at a relatively independent state. The difference for the two cases is that case 
(1) is more sensitive to the environmental fluctuation while the construction of case (2) is 
much simple. In this Section, we will first introduce a fraction spectrum amplification 
technique to generate synchronous ultra-fast pulses. This technique is not widely used as 
XPM technique, but it can easily produce dual-wavelength pulses with ultra-low timing 
jitter in a certain situation.  We will then give some particular examples to show how to 
experimentally obtain synchronous pulses with XPM technique in case (1) and case (2), 
respectively.  

3.1.1 Synchronous pulses from fraction spectrum amplification 
In many cases, there exists a situation that a mode-locked laser oscillator operates with non-
continuous spectrum. In this case, the output of the oscillator can be spectrally separated 
into two (or more) parts: the main part (master source) is operating at λ1 with spectral width 
of Δλ1, and a small fraction (slave source) simultaneously works at λ2 (λ2≠λ1) with spectral 
width of Δλ2. Note that the two parts are spectrally separated but temporally overlapped. By 
spectrally detaching the two parts and amplifying the slave fraction, one can easily obtain 
two synchronous pulses centering at two different wavelengths. This method for obtaining 
synchronous pulses at various wavelengths is dubbed as fraction spectrum amplification 
(FSA). Since the two lasers come from the same cavity in FSA, the timing jitter between the 
two synchronous pulses can easily controlled to quite small values, even as small as sub-fs. 
As a typical example for FSA synchronous pulses generation, we introduce here a 
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synchronous FSA of a few-cycle Ti:Sapphire fs laser with the experimental setup as 
schematically illustrated in Fig. 3-1 (a. Li el at., 2009). 
FSA is a useful way to generate synchronous pulse trains, but its realization requires a 
special laser source. The source used in this example is a commercialized Ti:sapphire laser 
oscillator (Rainbow). The specialty for this laser is that it deliveries fs pulse trains at a center 
wavelength of 800 nm with the spectral width of ~100 nm and at a near-IR fraction center of 
1040 nm [shown in Fig. 3-2 (a)]. The 1040-nm light of 150 μW is much weaker than the 800-
nm light of 200 mW. Considering the large difference in average power of the two parts, 
FSA becomes a favorable choice to easily realize synchronous pulses in this Ti:sapphire laser 
system. As the master source, the 800-nm light is temporally compressed into 10-fs region. 
And the 1040-nm fraction covering a spectra range from 980 nm to 1070 nm is employed as 
the slave source. 

 
Fig. 3-1. (a) Spectral schematic of FSA, (b) experimental schematic of FSA and (c) experiment 
setup of the amplification section. MO, micro-objective; ISO, optical isolator; WDM, 
wavelength-division multiplexing (980/1064 nm); YDF, ytterbium-doped fiber; DM, dual-
wavelength mirror. 
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2009). In this section, we will focus in what follows on various experimental 
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master works at a relatively independent state. The difference for the two cases is that case 
(1) is more sensitive to the environmental fluctuation while the construction of case (2) is 
much simple. In this Section, we will first introduce a fraction spectrum amplification 
technique to generate synchronous ultra-fast pulses. This technique is not widely used as 
XPM technique, but it can easily produce dual-wavelength pulses with ultra-low timing 
jitter in a certain situation.  We will then give some particular examples to show how to 
experimentally obtain synchronous pulses with XPM technique in case (1) and case (2), 
respectively.  
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In many cases, there exists a situation that a mode-locked laser oscillator operates with non-
continuous spectrum. In this case, the output of the oscillator can be spectrally separated 
into two (or more) parts: the main part (master source) is operating at λ1 with spectral width 
of Δλ1, and a small fraction (slave source) simultaneously works at λ2 (λ2≠λ1) with spectral 
width of Δλ2. Note that the two parts are spectrally separated but temporally overlapped. By 
spectrally detaching the two parts and amplifying the slave fraction, one can easily obtain 
two synchronous pulses centering at two different wavelengths. This method for obtaining 
synchronous pulses at various wavelengths is dubbed as fraction spectrum amplification 
(FSA). Since the two lasers come from the same cavity in FSA, the timing jitter between the 
two synchronous pulses can easily controlled to quite small values, even as small as sub-fs. 
As a typical example for FSA synchronous pulses generation, we introduce here a 
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synchronous FSA of a few-cycle Ti:Sapphire fs laser with the experimental setup as 
schematically illustrated in Fig. 3-1 (a. Li el at., 2009). 
FSA is a useful way to generate synchronous pulse trains, but its realization requires a 
special laser source. The source used in this example is a commercialized Ti:sapphire laser 
oscillator (Rainbow). The specialty for this laser is that it deliveries fs pulse trains at a center 
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nm light of 200 mW. Considering the large difference in average power of the two parts, 
FSA becomes a favorable choice to easily realize synchronous pulses in this Ti:sapphire laser 
system. As the master source, the 800-nm light is temporally compressed into 10-fs region. 
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Fig. 3-2. The fraction spectrum of the few-cycle Ti:sapphire laser pulse (a), the gain spectrum 
of the Yb-doped fiber (b), the spectrum of the first-stage (c) and the second-stage (d) Yb-
doped ber ampliers,  the pulse duration of the amplied laser at 1030 nm before (e) and 
after (f) the grating compression. 

The selection of amplifiers for the FSA is dependent on many factors such as the wavelength 
of the seed pulse, the setup complexity, the incident pulse power, gain bandwidth, and so 
on. By considering the near-IR spectral property and the weak power of the 1040-nm 
fraction source, ytterbium-doped fiber amplifier is recommended as an advantageous 
selection for amplifying such weak seed light pulses. As shown in Fig. 3-1 (c), a two-stage 
fiber amplification system is utilized for the FSA. It is difficult to directly amplify a weak 
signal into high power by one stage amplifier due to the large amplified spontaneous 
emission (ASE) in the small-signal amplification. The 1040-nm pulse trains are selected from 
the Ti:Sapphire laser by a dichroic mirror, and are first amplified to the average power of 2.5 
mW by a first-stage fiber amplifier. Due to the limited gain bandwidth of the Yb-doped fiber 
[shown in Fig. 3-2 (b)], the spectrum of the amplified pulses is narrowed to 22 nm after the 
first stage [shown in Fig. 3-2 (c)]. In the second stage amplifier, the output spectrum is 
further narrowed to a full-width at half-maximum (FWHM) of 13.8 nm, and the power is 
amplified up to 140 mW under diode pump of 200 mW. 
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In order to obtain fs pulses at 1033 nm, a diffraction-grating compressor based on 
transmission gratings with a grating period of 1250 lines/mm is used to externally compress 
the amplied laser pulses. For the compressor working at its maximum diffraction efficiency 
at 1064 nm, the grating pair is placed at 41.7± Littrow angle. Finally, the FWHM duration of 
the amplied pulse is compressed to 130 fs, which is 32 times smaller than the 
uncompressed amplied pulse of 4.2 ps [shown in Fig. 3-2 (e) and (f)]. 
As mentioned above, since the synchronous pulse trains obtained by the FSA are generated 
from the same oscillator, the cavity-variation induced synchronization instability can be 
effectively avoided. In the experiment, the timing jitter is measured as low as 0.55 fs. 

3.1.2 Master-slave injection configuration for laser synchronization 
Master-slave configuration is most wildly used for synchronizing two individual lasers. In 
this configuration, the master pulses are injected into the salve laser cavity. And the master 
co-propagates and interacts with the slave pulse inside the slave cavity. The operation of the 
slave laser is dependent on the master pulse injection due to XPM effect induced by the 
master laser. Due to the intensity-dependent XPM, master-slave configuration is more 
favorable to be applied into a fiber laser. Since the small diameter of single mode fiber 
providing higher light intensities in the fiber core, XPM effect will be largely enhanced 
inside the fiber cavity to support a robust timing synchronization. As a typical example for 
the master-salve configuration, Figure 3-3 presents an experiment on synchronizing an Er-
doped fiber laser to an Yb-doped laser source (Li el at., 2009).  
With the master-slave configuration, the 1030-nm laser light (generated by using fraction 
spectrum amplifier) is synchronized to 1560-nm pulse train at a repetition rate of ~80 MHz, 
as schematically illustrated in Fig. 3-3 (a). When the three lasers operated at free-running 
mode, the longitudinal frequencies of the lasers varied, as shown in Fig. 3-3 (b). However, 
when the lasers were synchronized, they would oscillate at a same repetition rate or round 
trip frequency f=f1=f2=f3. In this case, the three laser beams could be treat as one beam with a 
combined spectral distribution. The experimental setup is shown in Fig. 3-3 (c). The 1030-nm 
pulses are chosen as the master source. As an independent laser, the Er-doped fiber laser can 
be mode-locked by carefully aligning the quarter- and half-wave plates inside a 
unidirectional ring cavity to change the nonlinear polarization evolution. One of the 
collimators is mounted on a translation stage inside the slave laser cavity so that the cavity 
length can be slightly changed with its repetition rate to match the corresponding master 
repetition rate. It should be mentioned that the repetition-rate match is a quite important 
part to realize the passive synchronization. The repetition rate of the Er-doped fiber laser is 
designed to be 40 MHz, a half of that of master laser. The output pulse is centered at 1560 
nm with the pulse width of ~290 fs [Fig. 3-4 (a) and (b)]. As a slave laser under the case of 
the master pulses injection, the Er-doped fiber laser can be locked at the same repetition rate 
of the master laser, which is the second harmonic of its own fundamental repetition rate. 
The radio frequency of the slave laser before and after being synchronized is given in Fig. 3-
4 (c) and (d). 
Because the two synchronous lasers come from two spatially-separated oscillators in the 
master-slave configuration, the relative variation of the two cavities limits the 
synchronization precision to a large extent. Therefore, the relative jitter of the two 
synchronized lasers is larger than that of the FSA. The integrated timing jitter in the Fig. 3-3 
(c) setup is nearly 8.5 fs, which is 15 times larger than that in the FSA experiment. 
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mW by a first-stage fiber amplifier. Due to the limited gain bandwidth of the Yb-doped fiber 
[shown in Fig. 3-2 (b)], the spectrum of the amplified pulses is narrowed to 22 nm after the 
first stage [shown in Fig. 3-2 (c)]. In the second stage amplifier, the output spectrum is 
further narrowed to a full-width at half-maximum (FWHM) of 13.8 nm, and the power is 
amplified up to 140 mW under diode pump of 200 mW. 

Ultrafast Laser Pulse Synchronization   

 

237 

In order to obtain fs pulses at 1033 nm, a diffraction-grating compressor based on 
transmission gratings with a grating period of 1250 lines/mm is used to externally compress 
the amplied laser pulses. For the compressor working at its maximum diffraction efficiency 
at 1064 nm, the grating pair is placed at 41.7± Littrow angle. Finally, the FWHM duration of 
the amplied pulse is compressed to 130 fs, which is 32 times smaller than the 
uncompressed amplied pulse of 4.2 ps [shown in Fig. 3-2 (e) and (f)]. 
As mentioned above, since the synchronous pulse trains obtained by the FSA are generated 
from the same oscillator, the cavity-variation induced synchronization instability can be 
effectively avoided. In the experiment, the timing jitter is measured as low as 0.55 fs. 

3.1.2 Master-slave injection configuration for laser synchronization 
Master-slave configuration is most wildly used for synchronizing two individual lasers. In 
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nm with the pulse width of ~290 fs [Fig. 3-4 (a) and (b)]. As a slave laser under the case of 
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Fig. 3-3. Experimental structure (a), spectral schematic of the synchronized three-color lasers 
(b) with the experiment setup (c). DM: dichroic mirror (HT at 800 nm and HR at 1030 nm), 
MO: micro-objective, WDM: wavelength division multiplexing, YDF: ytterbium-doped ber, 
EDF:  erbium-doped ber, ISO1: ber isolator, ISO2: free space isolator, PC: ber 
polarization controller, COL: ber collimator, λ/2 and λ/4: half-wave plate and quarter-
wave plate, PBS: polarization beam splitter. 

3.1.3 Synchronization achieved by using Kerr nonlinear medium 
For fiber lasers, master-slave configuration is considered to be a simple but efficient scheme 
because single-mode fiber has a very small core diameter to restrict light in a narrow area 
resulting high light intensity. However, in free space, it is difficult to keep light in a small 
area for a distance as long as the walk-off length. Thus, to realize a passive synchronization 
between two solid lasers, Kerr-type nonlinear medium is required to support a strong XPM 
effect for two synchronous pulses interacting with each other (Apolonski el at., 1993; de 
Barros & Becker, 1993; Fuerst el at., 1996; Telle el at., 1999; Jones el at., 2000; Apolonski el at., 
2000; b Rusu el at., 2004). This is because the Kerr medium can provide large nonlinearity 
compensating for the disadvantage of low light intensity. 
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Fig. 3-4. Pulse duration of the synchronized mode-locked EDFL pulses (a) with the 
corresponding spectrum (b) and the radio frequency spectrum of the mode-locked EDFL 
pulses before (c) and after (d) synchronization. 

 

 
Fig. 3-5. The experimental scheme for synchronization by sharing a same gain medium (a) 
and the XPM induced frequency chirp for Laser 2 (b). The red line is for laser-1 and black 
one is for laser-2. 
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Cavity-shared laser synchronization can be realized by using a setup as shown in Fig. 3-5 
(a), where the two lasers share the same gain medium of Ti:sapphire crystal. Due to the 
broad gain spectrum of the Ti:sapphire crystal, the two lasers can oscillate at different 
wavelengths. Since the gain medium exhibits Kerr nonlinearity, the two lasers can interact 
with each other in such a high-nonlinearity medium resulting in a XPM-synchronization as 
discussed in Section 2.1. In this case, the two lasers are cross-mode-locked at matched 
cavity-lengths. Once Pulse-1 goes before (behind) Pulse-2 caused by the cavity variation, it 
will interact with the falling (rising) edge of Pulse-2, as shown in Fig. 3-5 (b). As a result, 
Pulse-1 obtains a positive (negative) frequency chirp from Pulse-2, which compensates for 
the cavity variation when Pulse-1 propagating in normal dispersion cavity. 

3.2 Mode-locked nanosecond pulse generation and synchronization 
Synchronization of ns pulse trains and even precisely phase-locked ns laser arrays are 
required in many high-energy physics experiments, such as in the development of high-
energy laser pulses for particle acceleration, and laser synchronization with x-rays or 
electron beams from synchrotrons (Schoenlein el at., 1996; Baum & Zewail, 2007). 
Conventionally, the synchronous ns laser pulses can be obtained by Q-switching technique 
and active synchronization scheme with a complicated electronic feedback system. In this 
section, we will introduce a simpler scheme to passively synchronize a mode-locked ns laser 
with a ps laser by using XPM and peak-power clamping effects. 

3.2.1 Peak-power clamping effect 
Recently, it is found that Erbium-doped fiber laser with a long cavity can generate ns square 
mode-locked pulses by the peak-power clamping effect. In order to discuss this effect, a 
simplified Er-fiber laser scheme is illustrated in Fig. 3-6 (a) with a cavity-length of L. 
 

 
Fig. 3-6. The simplified Er-doped fiber laser cavity (a) and a corresponding poincaré sphere 
diagram (b). 

After passing through the polarization dependent isolator (ISO), the round-trip transmission 
of the laser pulse can be expressed by (Matsas el at., 1992; b. Li el at., 2009): 

 2
0

1cos ( ) sin(2 )sin[2( )] [1 cos(2 / )]
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where Ω is the rotation angle induced by both polarization controllers and fiber intrinsic 
linear birefringence and θ the azimuth angle of the polarization-dependent isolator with 
respect to the fast axis. The beat length Lb is power-dependent in a case of light power being 
high enough to bring in a nonlinear effect. Assuming that the pulse is linearly polarized at θ 
=45◦, the beat length will be (b. Li el at., 2009): 
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where Lb0 is the linear beat length of the birefringent element (in this case, the total power-
independent birefringence of the cavity) and the normalized power P is defined as P 
=2n2I/3Δn, where I is the light intensity, n2 is the nonlinear refractive index and Δn is the 
refractive difference between the two birefringent axes. According to Eq. (8), the 
requirement for the lowest normalized power that maximizes the round-trip transmission in 
Eq. (7) can be deduced as: 
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The switching power decreases with the fiber length according to Eq. (10). Note that the 
peak power will be clamped to maintain the condition when the pulse power is sufficient to 
meet the maximum round-trip transmission. In this situation, without the injection of the 
master laser, the slave laser could be self mode-locked with the square ns mode-locking 
mode by adjusting the polarization.  
In the situation where a master pulse is injected into the slave laser, the injected pulse 
induces a nonlinear phase shift of the slave laser between two orthogonal polarization 
modes as (Agrawal, 2001) 
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where Leff is the effective interaction length of XPM coupling between the master and slave 
lasers, Ep the electric eld of the injection master laser in the slave laser cavity, and λ the 
central wavelength of the slave laser. As the XPM-induced nonlinear phase shift is merely 
related to the power of the master pulse, it just behaves as an equivalent linear polarization 
rotating element Ω in Eq. (7). As a result, the master laser injection functions as an optical 
trigger to synchronize the slave laser, while the power for the slave reaching its rst 
maximum round-trip transmission is still maintained. To specifically describe the process of 
ns pulse generation, an experiment of synchronizing an ns Er-doped fiber laser (slave laser) 
to a ps Yb-doped fiber laser (master laser) is discussed (b. Li  el at., 2009). 
In this experiment, a master-slave conguration is employed as shown in Fig. 3-7. The 
master [Fig. 3-7 (a)] is a passively mode-locked Yb-ber laser with a repetition rate of 1.91 
MHz. The initial pulse width of the master laser is 47 ps centering at 1053 nm. Before being 
injected into the slave laser, the master laser is at first amplied to 150 mW by an Yb-doped 
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Cavity-shared laser synchronization can be realized by using a setup as shown in Fig. 3-5 
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wavelengths. Since the gain medium exhibits Kerr nonlinearity, the two lasers can interact 
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Conventionally, the synchronous ns laser pulses can be obtained by Q-switching technique 
and active synchronization scheme with a complicated electronic feedback system. In this 
section, we will introduce a simpler scheme to passively synchronize a mode-locked ns laser 
with a ps laser by using XPM and peak-power clamping effects. 
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where Ω is the rotation angle induced by both polarization controllers and fiber intrinsic 
linear birefringence and θ the azimuth angle of the polarization-dependent isolator with 
respect to the fast axis. The beat length Lb is power-dependent in a case of light power being 
high enough to bring in a nonlinear effect. Assuming that the pulse is linearly polarized at θ 
=45◦, the beat length will be (b. Li el at., 2009): 
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independent birefringence of the cavity) and the normalized power P is defined as P 
=2n2I/3Δn, where I is the light intensity, n2 is the nonlinear refractive index and Δn is the 
refractive difference between the two birefringent axes. According to Eq. (8), the 
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The switching power decreases with the fiber length according to Eq. (10). Note that the 
peak power will be clamped to maintain the condition when the pulse power is sufficient to 
meet the maximum round-trip transmission. In this situation, without the injection of the 
master laser, the slave laser could be self mode-locked with the square ns mode-locking 
mode by adjusting the polarization.  
In the situation where a master pulse is injected into the slave laser, the injected pulse 
induces a nonlinear phase shift of the slave laser between two orthogonal polarization 
modes as (Agrawal, 2001) 
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where Leff is the effective interaction length of XPM coupling between the master and slave 
lasers, Ep the electric eld of the injection master laser in the slave laser cavity, and λ the 
central wavelength of the slave laser. As the XPM-induced nonlinear phase shift is merely 
related to the power of the master pulse, it just behaves as an equivalent linear polarization 
rotating element Ω in Eq. (7). As a result, the master laser injection functions as an optical 
trigger to synchronize the slave laser, while the power for the slave reaching its rst 
maximum round-trip transmission is still maintained. To specifically describe the process of 
ns pulse generation, an experiment of synchronizing an ns Er-doped fiber laser (slave laser) 
to a ps Yb-doped fiber laser (master laser) is discussed (b. Li  el at., 2009). 
In this experiment, a master-slave conguration is employed as shown in Fig. 3-7. The 
master [Fig. 3-7 (a)] is a passively mode-locked Yb-ber laser with a repetition rate of 1.91 
MHz. The initial pulse width of the master laser is 47 ps centering at 1053 nm. Before being 
injected into the slave laser, the master laser is at first amplied to 150 mW by an Yb-doped 
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ber amplier. As a slave laser [Fig. 3-7 (b)], an Er-doped ber laser can be mode-locked at 
its fundamental repetition rate of 956 kHz, which is half of the master laser’s repetition rate, 
when it is pumped by a 450 mW ber-pigtailed diode laser at 980 nm. In order to increase 
the peak-power clamping effect for generating ns pulses, a 200-meter-long single-mode ber 
is installed in the slave cavity.  
 

 
Fig. 3-7. Experimental setup of Yb-doped master fiber laser (a) and Er-doped slave fiber 
laser (b). YDF: Yb-doped ber; YDFA: Yb-doped ber amplier; EDF: Er-doped ber; Col: 
collimator; ISO1 & ISO2: isolators; WDM: wavelength-division multiplexing; PBS: 
polarization beam splitter; PC: polarization controllers. 

Here, we intentionally make the two lasers working at different repetition rates, because the 
ns fiber laser needs long cavity for offering large peak-power clamping effect while the ps 
laser requires short one for inducing less dispersion. When the synchronization is achieved 
between the two lasers, the repetition rate of the slave laser will jump to its second harmonic 
mode equaling to that of the master laser, while its pulse duration will be reduced to half of 
the original value according to the peak-power clamping effect, as illustrated in Fig. 3-8.  In 
this experiment, the effects induced by the peak-power clamping in ns-ps synchronization 
can be summarized as follows.    
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Firstly, the pump power threshold for the ns pulse generation is inversely proportional to 
the laser repetition rate. In the experiment, the pump power threshold for the free-running 
square mode-locking is 200 mW. With the master injection, the Er-laser is synchronized to 
run at its second harmonic repetition rate due to the XPM-induced nonlinear polarization 
rotation, and the threshold for the mode-locking is decreased to 50 mW. Meanwhile, with 
the maximum pump power of 450 mW, the free-running pulse duration is 11 ns as shown in 
Fig. 3-9 (a), the corresponding spectra is shown in Fig. 3-9 (b). While, the synchronous 
square ns pulses exhibits a duration of 5.5 ns [Fig. 3-9 (c) with corresponding spectrum at  
 

 

 
Fig. 3-8. Schematic diagram of laser pulse trains for the ps-ns synchronization experiment. 

 
Fig. 3-9. Free-running square mode-locking waveform of the slave Er-laser (a) and its 
corresponding spectrum (b); Synchronized mode-locking waveform of the slave Er-laser (c) 
and its corresponding spectrum (d). 
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Fig. 3-9 (d)] at the pump power of 450 mW, exactly half that of the free-running pulses as an 
indicative of peak-power clamping at the same level due to the induced switch from the 
fundamental to the second harmonic mode-locking. 
Secondly, the pulse shapes of the synchronously mode-locked Er-laser critically depend on 
the pump power. As shown in Fig. 3-10, when the pump power is below the threshold 
value, the output pulse is not a square one because the energy stored in the pulse is not 
sufficient to sustain the square wave. In this case, the peak power is increased with the 
pump power. When the pump power reaches the threshold, square mode-locked pulses are 
generated with an obvious rising of the pulse tail part (Fig. 3-10). As the pump power 
increases further, the pulse is stretched linearly with the pulse energy due to the peak-
power clamping effect. 
 

 
Fig. 3-10. Synchronized pulse trace of the slave Er-doped ber laser dependent on the pump 
power. 

Thirdly, in the ns operation case, the peak power of slave laser is clamped in a constant 
value independent on the pump power. As shown in Figs. 3-11 (a) and (b), the output power 
is almost linearly increased with the pump power, while the peak power maintains around 
3.3 W at different pump powers in the square mode-locking state. Since the energy stored in 
the laser cavity is kept the same at the same pump power but the synchronized pulse 
repetition rate is doubled, the pulse energy in the free-running state is halved in 
synchronized mode-locking state and the peak power of each pulse is clamped at the same 
value. As a result, the pulse duration of synchronous Er-laser is half of that in the free-
running state as shown in Fig. 3-9. 
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Fourthly, the pulse duration of the synchronous slave laser does not change with the 
injection master laser power. Therefore, in the whole experiment, the peak-power clamping 
effect is the main reason for square-shaped pulse and the injected master pulse just acts as a 
trigger to synchronize the square ns mode-locking. As a direct consequence of the peak-
power clamping effect, much longer pulse duration can be achieved with higher pump 
powers. 
 

 
Fig. 3-11. Output power (a) and the peak power (b) of the slave laser as a function of the 
pump power. 

3.2.2 Mismatch tolerance in synchronization 
As mentioned before, mismatch tolerance is a crucial index for judging a passive 
synchronization system. Larger tolerance value means a stronger capability for system 
standing against variation of cavity length induced by instability of environments. Usually, 
when a passive synchronization is achieved, the slave laser will run at the same repetition 
rate with the master laser. In synchronization region, the repetition rate of slave laser is 
independent with its cavity-length. However, once the cavity-length exceeds the tolerance 
range, the slave laser will operate in a free-running mode, which means the two lasers are 
unsynchronized. To measure the mismatch tolerance value, at least one of the two lasers 
should have a length tunable cavity. The following example will be used to expatiate upon 
the measurement of mismatch tolerance (Li & Gu el at., 2009). 
In the ps-ns synchronization experiment, part of the output pulses from the master and the 
slave are detected independently in order to monitor the synchronization of the two lasers. 
The oscilloscope is triggered by the master pulse trains. Only when the synchronization is 
achieved, the slave pulse trains can be clearly displayed on the oscilloscope. In order to tune 
the master cavity length, a translation stage with precision of 10 nm is placed inside the 
master cavity, as shown in Fig. 3-12 (a) (the red dashed box). When the master cavity length 
mismatch is changed from the −1.3 to 1.3 mm around zero position, the repetition rate of the 
slave laser keeps the same as the master laser [Fig. 3-12 (b)]. However, beyond the ±1.3 mm 
range, the slave laser will jump back to its fundamental repetition rate of 956 kHz. In this 
case, the synchronization is ceased. This maximum mismatch range of 2.6 mm is a quite 
large value for this system against environmental vibrations in comparison with previous 
XPM-synchronization experiments (Wei el at., 2002; Yoshitomi el at., 2006). 
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Fig. 3-9 (d)] at the pump power of 450 mW, exactly half that of the free-running pulses as an 
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sufficient to sustain the square wave. In this case, the peak power is increased with the 
pump power. When the pump power reaches the threshold, square mode-locked pulses are 
generated with an obvious rising of the pulse tail part (Fig. 3-10). As the pump power 
increases further, the pulse is stretched linearly with the pulse energy due to the peak-
power clamping effect. 
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running state as shown in Fig. 3-9. 

Ultrafast Laser Pulse Synchronization   

 

245 

Fourthly, the pulse duration of the synchronous slave laser does not change with the 
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effect is the main reason for square-shaped pulse and the injected master pulse just acts as a 
trigger to synchronize the square ns mode-locking. As a direct consequence of the peak-
power clamping effect, much longer pulse duration can be achieved with higher pump 
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Fig. 3-12. (a) Schematic setup of cavity mismatch measurement and (b) cavity mismatch for 
the master and slave ber laser: fmaster and fslave are the repetition rates of the master and slave 
lasers, respectively. In the synchronization region, the repetition rate of the slave laser 
equals to that of the master laser. While beyond that region, the slave laser will jump back to 
its fundamental repetition rate. 
 

 
Fig. 3-13. (a) RF spectrum of the free-running repetition rate and (b) synchronous repetition 
rate. 

To further monitor the synchronization state, the output signal of the slave Er-ber laser is 
inputted into a spectrum analyzer with a resolution of 1 Hz as the master cavity length is 
tuned. In the free-running regime, the slave laser oscillates at its fundamental repetition rate 
of ~956 kHz [Fig. 3-13 (a)]. While in the synchronization regime, the fundamental repetition 
rate of the slave laser is fully restrained (at least 50 dB) and only its harmonic signal can be 
seen as shown in Fig. 3-13 (b).  

3.2.3 The measurement of timing jitter 
Usually, jitter is a concept in the fields like electronics and telecommunications to evaluate 
the time variation of a periodic signal in relation to a reference clock source. As in frequency 
domain, the concept of jitter is represented as “phase noise” caused by temporal 
instabilities. The concept of jitter or timing jitter has been extended to explain the relative 
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time fluctuation between two synchronous optical pulses. Until now, many methods have 
been reported to measure the timing jitter for synchronous lasers. As a widely-used method 
for timing jitter measurement, optical cross correlation technique is employed to indirectly 
measure the ultra-fast timing jitter (Paschotta, 2004; Foreman el at., 2007; Chen el at., 2006). 
The theory and practical details of such kind of jitter measurement is discussed with an 
example based on the FSA synchronization experiment (Li el at., 2009). The experimental 
setup is shown in Fig. 3-14 (a). In general, the cross-correlation based timing jitter 
measurement is designed to linearly connect the time fluctuation, Δτ, on the order of 
femtosecond between the two synchronous pulses with the intensity fluctuation, Δi, of the 
sum frequency signal, as shown in Fig. 3-14 (b). This is because the time fluctuation in fs 
region is usually too fast to be directly measured by lots of electronic equipments. However, 
with cross-correlation technique, the fast time variation can be reflected by the measurable 
intensity changes of the sum frequency signal and then be recorded by a spectrum analyzer 
for calculating the exact value of the time fluctuation (timing jitter). 
 

 
Fig. 3-14. Experiment layout (a) and schematic diagram of the timing jitter measurement 
with optical cross correlation. M: mirror; BBO: β-barium borate crystal; FFT: fast Fourier 
transformed spectrum analyzer; PMT: photomultiplier tube. 

In the measurement, the Yb-doped fiber laser beam (1030 nm) is crossed with a part of the 
rest of Ti: sapphire laser beam (800 nm) in a 0.5-mm β-barium borate (BBO) crystal to 
generate the sum frequency signal at ~452 nm. The Ti: sapphire laser beam passes through a 
time-delay line. When the delay is scanned, the SFG is detected by a photomultiplier tube 
(PMT, 10-KHz bandwidth) and the cross-correlation trace between the two fs pulses is 
recorded and shown in Fig. 3-15 (a). 
In order to obtain the jitter power spectral density and its integrated RMS timing jitter, the 
time delay of the two pulses is positioned at the half-maximum of the cross-correlation 
signal where the signal can change linearly with the delay time. The Fourier-transformed 
spectrum of the fluctuation of the correlation intensity is recorded by an FFT spectrum 
analyzer (SRS, SR760), as shown in Fig. 3-15 (c).  
The noise level is normalized against carrier power and bandwidth resolution and 
expressed in units of dBc/Hz1/2. The contribution of timing jitter comes mainly from the 
band within 1~10 kHz. The noise sidebands are related to amplitude noise and timing jitter 
by (Chen el at., 1996; Wilcox el at., 2006): 

 2
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time fluctuation between two synchronous optical pulses. Until now, many methods have 
been reported to measure the timing jitter for synchronous lasers. As a widely-used method 
for timing jitter measurement, optical cross correlation technique is employed to indirectly 
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The noise level is normalized against carrier power and bandwidth resolution and 
expressed in units of dBc/Hz1/2. The contribution of timing jitter comes mainly from the 
band within 1~10 kHz. The noise sidebands are related to amplitude noise and timing jitter 
by (Chen el at., 1996; Wilcox el at., 2006): 
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Fig. 3-15. Cross-correlation trace of the synchronized 800-nm and 1030-nm laser pulses (a) 
and for 1030-nm and 1550-nm pulses (b); relative jitter spectral density (c) and integrated 
RMS timing jitter (d) of the synchronized 800-nm and 1030-nm laser pulses, while the jitter 
spectral density of the background noise was shown in gray; the jitter spectra density (e) 
and the corresponding timing jitter (f) for 1030-nm and 1550-nm synchronization. 
where Sn(f) is the sideband noise spectral density function, SE(f) is the pulse energy noise 
spectral density function, SJE(f) is the timing-to-amplitude noise coupling spectral density, 
SJ(f) is the jitter spectral density function, f is the carrier offset frequency, f0 is the cavity 
repetition rate, and n is the harmonic number. The experimentally measured sidebands are 
integrated over the measurement bandwidth, yielding the quantity: 
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where f1 and f2 are the start value and end value for integration, respectively, σ2n is the total 
noise power, σE is the RMS normalized pulse energy uctuation, σJ is the total timing jitter 
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and CJE is the cross-correlation term between pulse timing jitter and normalized pulse 
energy uctuation. The factor of 2 is for the single sideband noise. For the sake of simplicity, 
we merely consider the contribution from the term of timing jitter at the fundamental mode 
of n=0, and then transform the spectral density to the time-related one by (Jiang el at., 2002; 
Haus & Mecozzi, 1993; Hönninger el at., 1999; Eliyahu el at., 1997): 
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Thus, the RMS timing jitter σRMS can be calculated by: 
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By this way, the timing jitter between the 800-nm pulses and the 1030-nm pulses is 
calculated to be 0.55 fs, as shown in Fig. 3-15 (d), according to the integration from 1 Hz to 
100 kHz. Meanwhile, with the same method, the cross-correlation trace and timing jitter are 
also measured for the 1030-nm pulses and 1550-nm pulses obtained in section 3.1.2 as 
shown in Figs. 3-15 (b) and (e), respectively. The jitter between the 1030-nm and 1550-nm 
lasers is nearly 8.3 fs [Figs. 3-15 (f)]. Actually, for achieving a three-color laser source, one 
can easily use fraction spectra amplification technique to obtain synchronous pulse trains at 
800 nm and 1030 nm, and then synchronize the 1030-nm pulses to 1550-nm laser by utilizing 
the master-slave configuration for fiber lasers.    

3.3 XAM-based synchronization scheme 
Up to now, all the passive synchronization schemes discussed above are applicable to 
ultrashort mode-locked lasers at repetition rate higher than MHz, but inapplicable to mode-
locked ns-duration lasers generated at sub-MHz repetition rate. The importance of such 
synchronous ns pulses has been discussed in the introduction part of this review chapter. 
Because the sub-MHz ns pulses are conventionally obtained by Q-switching technique, the 
corresponding synchronization employs active methods. However, the combination of Q-
switching and active synchronization has to share same electronic triggers with a quite large 
timing jitter as limited by the electronic circuits. Even the ns pulses can be achieved in a 
fiber laser with a long ring cavity, the XPM in the fiber is still limited by the walk-off length 
and high peak power required to induce sufficient nonlinearity for a tight synchronization. 
Efficient all-optical techniques are desired to precisely synchronize sub-MHz laser pulse 
trains. 
Recently, a synchronization scheme of XAM was found to permit synchronization at low 
repetition rates with large tolerable cavity-length mismatches (a. Yan el at., 2009). Compared 
to XPM-based synchronization, XAM relaxes the restrictions on peak powers of interacting 
pulses. In the XAM-based synchronization scheme, the master-slave modulation effect is 
largely enhanced by using a resonant absorption medium in the slave cavity. Thus, 
synchronization can be achieved in a 800-m-long fiber laser with a repetition rate of ~250 
kHz. We will present here an experimental example of XAM-based synchronization for 
individual lasers at low repetition rates. The XAM triggers synchronous square ns mode-
locking sensitive to the injected master laser power, which is unique for the XAM-based 
synchronization and differs from the XPM-based synchronization as discussed in the 
previous sections. 
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and for 1030-nm and 1550-nm pulses (b); relative jitter spectral density (c) and integrated 
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and CJE is the cross-correlation term between pulse timing jitter and normalized pulse 
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locked ns-duration lasers generated at sub-MHz repetition rate. The importance of such 
synchronous ns pulses has been discussed in the introduction part of this review chapter. 
Because the sub-MHz ns pulses are conventionally obtained by Q-switching technique, the 
corresponding synchronization employs active methods. However, the combination of Q-
switching and active synchronization has to share same electronic triggers with a quite large 
timing jitter as limited by the electronic circuits. Even the ns pulses can be achieved in a 
fiber laser with a long ring cavity, the XPM in the fiber is still limited by the walk-off length 
and high peak power required to induce sufficient nonlinearity for a tight synchronization. 
Efficient all-optical techniques are desired to precisely synchronize sub-MHz laser pulse 
trains. 
Recently, a synchronization scheme of XAM was found to permit synchronization at low 
repetition rates with large tolerable cavity-length mismatches (a. Yan el at., 2009). Compared 
to XPM-based synchronization, XAM relaxes the restrictions on peak powers of interacting 
pulses. In the XAM-based synchronization scheme, the master-slave modulation effect is 
largely enhanced by using a resonant absorption medium in the slave cavity. Thus, 
synchronization can be achieved in a 800-m-long fiber laser with a repetition rate of ~250 
kHz. We will present here an experimental example of XAM-based synchronization for 
individual lasers at low repetition rates. The XAM triggers synchronous square ns mode-
locking sensitive to the injected master laser power, which is unique for the XAM-based 
synchronization and differs from the XPM-based synchronization as discussed in the 
previous sections. 
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3.3.1 Synchronization between Sub-MHz femtosecond and nanosecond lasers 
In general, XAM is very weak in non-resonant media, while it becomes comparable to or 
even larger than XPM in near-resonant media. As an example, we present XAM-based 
synchronization for low-repetition-rate lasers in the master-slave configuration as 
schematically shown in Fig. 3-14. A tight synchronization between a 250-kHz Ti:sapphire 
laser (TiS) and an ns Yb-doped fiber laser is achieved by using enhanced-XAM in an Er-
doped fiber inside the Yb-doped fiber laser cavity. In the Er-fiber, the TiS pulse at 800 nm 
behaves as pump as well as controlling pulse (optical trigger) causing a transition of Er3+ 
from energy level 4I15/2 to 4I9/2. In the absence of the trigger pulse, Er3+ ions will drop back 
to and then stay at the level 4I15/2 through spontaneous emission. The trigger-induced 
transitions between the energy levels introduce a periodical modulation for the refractive 
index in the Er-fiber, resulting in the robust synchronization between the trigger pulse and 
the slaved pulse.  
How does the XAM induce a feedback mechanism in the synchronization system? In fact, as 
the resonant media at 800 nm, the Er- fiber absorbs the TiS pulses with a corresponding 
refractive index change, resulting in a XAM-induced nonlinear polarization rotation (NPR) 
for the co-propagating Yb-fiber laser pulses. For the slave pulse, pulse spectral shift 
accompanying with XAM-induced NPR compensates for the fiber cavity variations to keep 
the robust synchronization. The details of the theory for XAM applying in synchronization 
are still under investigation.  
As schematically shown in Fig. 3-16 (a), a mode-locked TiS laser (RegA 9000 from coherent 
Inc.) operates as a master laser to deliver a 250-KHz, 70-fs pulse train.  Its spectrum width is 
~60 nm with a center wavelength of 800 nm. The salve laser is an Yb-doped fiber oscillator 
pumped by a 976-nm, 300-mW diode laser. The center wavelength of the salve is at 1041 nm 
with pulse power of ~3-mW. To oscillate at the same repetition rate with the master, the 
fiber laser stretched its cavity with ~800 m of single-mode fiber. Besides, the fiber cavity 
includes 1.5-m-long Yb-doped fiber as the gain medium and 1-m-long Er-doped fiber 
(unsaturated absorption at 800 nm, ~3.0 dB/m; dopant concentration, 5.4×1024 m-3) for 
inducing enhanced XAM.  Without synchronization, the fiber laser pulse duration can be 
tuned from sub-ns to ~10 ns roughly by adjusting two sets of polarization controllers and 
accurately by rotating a half-wave plate placed between the two collimators.  
In order to induce XAM into the fiber laser, a portion of ~200 mW of the TiS laser is used 
and nearly 20 mW is injected into a 0.5-m-lomg single-mode fiber with a microscope 
objective (×40). The injected pulse is further coupled into the fiber laser cavity through 
800/1064-nm wavelength-division multiplexer (WDM) immediately followed by the 1-m-
long Er-doped fiber. Through the 800/1064-nm WDM only 10-mW mater power is left. After 
the injection, the synchronous pulses can be obtained by carefully adjusting the polarization 
controllers inside the fiber cavity. Finally, timing jitter of ~0.6 fs is achieved and the cavity 
mismatch tolerance is extended to 8.2 cm, which is the largest value ever recorded in passive 
experiments, due to the long cavity and absorption effect. During cavity mismatch 
measurement, it is also found that the ns Yb-doped fiber laser can keep the synchronization 
state by shifting the center wavelength from 1038 nm to 1043 nm. 
Usually, there are three keys important for the XAM synchronization. First, for a fiber laser 
with hundreds-meters-long fiber cavity, the fiber laser pulse must be highly chirped due to 
the dispersion effect inside the cavity. Considering the normal dispersion for the near-
infrared laser light, the slave pulse will propagate with red head and blue tail. Secondly, the 
master laser at 800 nm is able to excite Er3+ from energy level I15/2 to level I9/2 [shown in 
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Fig. 3-16. Experimental setup of XAM-based synchronization (a), energy structure of Er-
doped fiber (b) and the principle schematic of the XAM synchronization. BS, beam splitter; 
Col, collimator; OC, output coupler; MO, micro-objective; WDM, wavelength division 
multiplexer; PC, polarization controller; ISO, Isolator; λ/2, half-wave plate. In (c), when the 
slave pulse passes through an excited Er-doped fiber, its polarization states will be changed 
comparing to going through the ground-state Er-fiber. And under the cooperation of the 
polarization-dependent isolator and the gain medium, the spectral center of the 
polarization-rotated slave pulse is shifted. Note that this spectral shift is crucial for 
compensating for relative variation of the repetition rates in the XAM synchronization.  
Fig. 3-16 (b)], which changes the birefringence index of the Er-doped fiber. As a result, the 
polarization state of the co-propagating slave pulse will be changed as illustrated in Fig. 3-16 
(c). Thirdly, the polarization-dependent isolator inside the fiber cavity only permits certainly 
polarized light pass through with a minimum loss. The light with other polarization states 
will be isolated. The certain polarization state can be achieved by adjusting the polarization 
controllers inside the fiber cavity, when the salve laser is synchronized. Since the fiber laser 
cavity is sensitive to environmental fluctuations, the slave pulse will go ahead or behind of 
the master pulse in the Er-doped fiber. If the slave pulse go ahead of the master pulse, the 
blue tail of the slave pulse which overlaps with the master pulse will be affected by XAM 
effect with a polarization rotation so that the blue part could maximally transmit the isolator 
and be amplified by the Yb-doped gain fiber while the red part is isolated. As a result, the 
center wavelength of the slave laser is blue shifted, which means in the fiber cavity of 
normal dispersion the slave pulse is slowed down to match the master pulse in the time 
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Fig. 3-16. Experimental setup of XAM-based synchronization (a), energy structure of Er-
doped fiber (b) and the principle schematic of the XAM synchronization. BS, beam splitter; 
Col, collimator; OC, output coupler; MO, micro-objective; WDM, wavelength division 
multiplexer; PC, polarization controller; ISO, Isolator; λ/2, half-wave plate. In (c), when the 
slave pulse passes through an excited Er-doped fiber, its polarization states will be changed 
comparing to going through the ground-state Er-fiber. And under the cooperation of the 
polarization-dependent isolator and the gain medium, the spectral center of the 
polarization-rotated slave pulse is shifted. Note that this spectral shift is crucial for 
compensating for relative variation of the repetition rates in the XAM synchronization.  
Fig. 3-16 (b)], which changes the birefringence index of the Er-doped fiber. As a result, the 
polarization state of the co-propagating slave pulse will be changed as illustrated in Fig. 3-16 
(c). Thirdly, the polarization-dependent isolator inside the fiber cavity only permits certainly 
polarized light pass through with a minimum loss. The light with other polarization states 
will be isolated. The certain polarization state can be achieved by adjusting the polarization 
controllers inside the fiber cavity, when the salve laser is synchronized. Since the fiber laser 
cavity is sensitive to environmental fluctuations, the slave pulse will go ahead or behind of 
the master pulse in the Er-doped fiber. If the slave pulse go ahead of the master pulse, the 
blue tail of the slave pulse which overlaps with the master pulse will be affected by XAM 
effect with a polarization rotation so that the blue part could maximally transmit the isolator 
and be amplified by the Yb-doped gain fiber while the red part is isolated. As a result, the 
center wavelength of the slave laser is blue shifted, which means in the fiber cavity of 
normal dispersion the slave pulse is slowed down to match the master pulse in the time 
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domain. While, if the slave pulse falls behind of the master pulse, a spectral red-shift will be 
induced to the salve laser for catching up with the master pulse. In the XAM experiment, 
total spectral shifts of ~3 nm were found to balance with the cavity-mismatch of ~8.2 cm. 

3.3.2 Sensitivity of slaved laser to injection power of master laser 
In the XAM-based synchronization experiment, the pulse duration of the slave fiber laser 
can be affected by the injection pulse power of master laser, which is different with the case 
in the XPM-based synchronization experiment (Section 3.2.1). In the XPM experiment, the 
master injection influence very little to the ps-ns synchronization realized by peak-power 
clamping effect, while the injection power plays an important role in the XAM experiment 
to affect the slave pulse. Thus, to study this sensitivity is helpful for people understanding 
the mechanism of XAM applied in synchronization experiment.  
As we know, in a fiber laser mode-locked by nonlinear polarization rotation (Fermann el at., 
1997), the pulse duration is related with the intra-cavity pulse polarization. In the XAM-
triggered synchronous square ns mode-locking experiment, when the Yb-doped fiber laser 
oscillates in the ns regime, the polarization-related pulse duration and its changes can be 
easily observed on the oscilloscope with a fast photo-detector. 
Interestingly, the fiber laser pulse duration recorded on the oscilloscope is highly sensitive 
to the coupled power (as shown in Fig. 3-15). This sensitivity indicates that the injected 
master laser behaves as a power-dependent polarization controller by changing the 
refractive index of the resonant medium through the XAM process. The polarization at 
different injection power is estimated by comparing its pulse duration with the case of 
rotating the half-wave plate at a fixed injection power of 7.4 mW. And then the rotation 
angle is fixed at 326° of the half-wave plate while the master injection power is changed. As 
a result, it is found that the injected power of 1.8, 3.4, 6.3 and 7.4 mW correspond to the 
polarization angle of 339°, 335°, 330° and 326°, respectively. These angles are directly read 
from the half-wave plate. With these angles, we can simply estimated the XAM induced 
refractive index change Δn(λ) at wavelength of λ by (Fekete el at., 2009): 
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π
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where θ is the polarization angle, Δθ means the changes of polarization angle which is twice 
of the change of rotation angle of half-wavelength plate and LEr is the length of the 1-m Er-
doped fiber. Therefore, the corresponding change of the refractive index is measured to be 
nearly -7.5×10-8 as the injection power is changed from 1.8 mW to 7.4 mW. Note that 1.8 mW 
is the lowest injection power for starting the ns synchronization.  
Until now, we merely introduce the basic concept of XAM and its phenomenon in the 
synchronization experiment. The intrinsic mechanism and full theory for the XAM-based 
synchronization require further exploration. With XAM, we successfully realize the ns laser 
source synchronized with an fs laser. By amplifying this ns source, we can obtain high-
energy synchronous laser sources at sub-MHz repetition rates. 

3.3.3 Generation of high-power synchronous laser source 
In previous sections, we discuss the realization of different synchronization schemes. 
Considering many physics researches relaying on the high-power synchronous light source, 
we focus here on the amplification of the laser light. 
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Fig. 3-17. The XAM-induced slave laser sensitivity to the master injection powers of (a) 1.9 
mW, (b) 4.4 mW, (c) 6.1 mW and (d) 8.3 mW. The pulses are detected by a 3-GHz photo-
detector and recorded by a oscilloscope with bandwidth of 6 GHz.  

Recent progress in fiber lasers opens up a new way for high-power laser oscillators and 
amplifiers. The advent of double-clad fiber technology benefits high-power lasers and 
amplifiers from kHz to GHz repetition rate (Hao el at., 2007; Papadopoulos el at., 2007). The 
special fabrication of double-clad fiber not only provides an effective way to transfer the 
energy from diode lasers into fiber core where the signal pulses propagate, but also ensures 
diffraction-limited beam quality (a. Limpert el at., 2003). The long signal-pump laser 
interaction distance can afford a high optical-to-optical efficiency, while the large surface-to-
volume ratio results in excellent heat dissipation (b. Limpert el at., 2003). Moreover, large-
mode-area (LMA) photonics-crystal double-clad fiber upgrades the threshold of nonlinear 
effects such as stimulated Raman and Brillouin scattering, while its inner core provides a 
single-mode operation during amplification (c. Limpert el at., 2003). Therefore, it is a natural 
idea to combine the temporal synchronization of multi-color lasers with the LMA double-
clad fiber amplification technology to attain high-power synchronous lasers.  
However, to design a well-performed amplification system, many factors should be taken 
into account. First, the amplified pulses will suffer from the spectral and temporal 
distortion, nonlinear phase shifts and nonlinear polarization evolution during the 
amplification. Especially, some undesirable optical nonlinearity may occur with serious 
nonlinear phase shifts, since the amplifying laser is tightly guided in the inner cores of the 
double-clad fibers. Secondly, amplified spontaneous emission (ASE) noises may degrade the 
synchronization accuracy by inducing detrimental influence into the timing jitter. Thus, in 
further amplification, special care should be taken to make the seed light having sufficient 
pulse energy dominating over ASE noises. For this reason, multi-stage amplifiers in cascade 
can be employed to reduce ASE.  
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amplifiers from kHz to GHz repetition rate (Hao el at., 2007; Papadopoulos el at., 2007). The 
special fabrication of double-clad fiber not only provides an effective way to transfer the 
energy from diode lasers into fiber core where the signal pulses propagate, but also ensures 
diffraction-limited beam quality (a. Limpert el at., 2003). The long signal-pump laser 
interaction distance can afford a high optical-to-optical efficiency, while the large surface-to-
volume ratio results in excellent heat dissipation (b. Limpert el at., 2003). Moreover, large-
mode-area (LMA) photonics-crystal double-clad fiber upgrades the threshold of nonlinear 
effects such as stimulated Raman and Brillouin scattering, while its inner core provides a 
single-mode operation during amplification (c. Limpert el at., 2003). Therefore, it is a natural 
idea to combine the temporal synchronization of multi-color lasers with the LMA double-
clad fiber amplification technology to attain high-power synchronous lasers.  
However, to design a well-performed amplification system, many factors should be taken 
into account. First, the amplified pulses will suffer from the spectral and temporal 
distortion, nonlinear phase shifts and nonlinear polarization evolution during the 
amplification. Especially, some undesirable optical nonlinearity may occur with serious 
nonlinear phase shifts, since the amplifying laser is tightly guided in the inner cores of the 
double-clad fibers. Secondly, amplified spontaneous emission (ASE) noises may degrade the 
synchronization accuracy by inducing detrimental influence into the timing jitter. Thus, in 
further amplification, special care should be taken to make the seed light having sufficient 
pulse energy dominating over ASE noises. For this reason, multi-stage amplifiers in cascade 
can be employed to reduce ASE.  
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Fig. 3-18. Experimental setup of high-power synchronous ns laser source. BS: beam splitter; 
MO: micro-objective (×40); WDM: wavelength division multiplexing (980/1041 nm); YDFA: 
ytterbium-doped fiber amplifier; EDF: erbium-doped fiber; YDF: ytterbium-doped fiber; 
SMF: single mode fiber; Col: collimator at 1041 nm; OC: 10% output coupler; PC: 
polarization controller; OI: optical isolator; LD: laser diode；LMA-YDCF: large mode area 
Ytterbium-doped crystal fiber; PMT: photomultiplier, FFT: fast Fourier transformed 
spectrum analyzer. 

Previously, based on the XAM-scheme, we achieved a synchronous ns pulse train at 
repetition rate of 250 kHz. In the following example, the obtained ns pulse is amplified to 
131 W (0.55 mJ per pulse) by a four-stage amplification system. Meanwhile, the influence of 
the amplification system on the seed light properties and timing jitter will be studied (b. Yan 
el at., 2009). 
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The experimental setup is shown in Fig. 3-18. The ns fiber laser is first synchronized to the 
TiS laser, and then injected into a multi-stage amplification system which includes a two-
stage Yb-doped fiber pre-amplifier and a two-stage LMA-YDCF power amplifier in cascade. 
In the pre-amplifier, ytterbium-doped single-mode fiber (YbDF350, OFS) of 0.6 m and 1.5 m 
are used for the first and second stages, respectively, both are pumped by diode lasers at  
976 nm. After the pre-amplifier, the fiber laser is amplified to 180 mW. For the first-stage 
power amplifier, a 1.5-m-long LMA Yb-doped double-clad photonic-crystal fiber is used as a 
gain medium. Its pump absorption is 10 dB/m at 976 nm with an active core diameter of 40 
µm (NA=0.03) and an inner cladding diameter of 200 µm (NA=0.55). The second-stage 
power amplifier employs 0.85 m-long Yb-doped rod-type photonic-crystal fibers, of which 
the pump absorption is 30 dB/m at 976 nm, with an active core diameter of 70 µm 
(NA=0.02) and an inner cladding diameter of 200 µm (NA=0.6). In order to suppress 
parasitic lasing, the LMA-YDCF ends are sealed to protect the capillaries from 
environmental influences and polished at an angle of 8°. For the high-power amplifiers, 75% 
of pump energy is coupled into the inner clad and 60% of the seed power is coupled into the 
fiber core. With the first-stage power amplifier, the fiber laser pulses are amplified to 4 W, 
and then are finally boosted to 131 W by the second-stage power amplifier. The slope 
efficiency of the last amplifier is measured to be 49.5%. 

 
 

 
 

Fig. 3-19. The measured temporal profiles of the synchronized seed fiber laser and the 
amplified pulses (a) and their corresponding spectra (b). 
The corresponding single pulse energy is about 0.55 mJ. This is to the best of our knowledge 
the highest single-pulse energy for passively synchronized ns lasers. In addition, since the 
ns light is narrow-band operated, the amplification system brings no obvious spectral 
variation and temporal distortion into the ns seed pulse, as depicted in Fig. 3-19. 
In order to investigate the impacts on the synchronization precision from the power 
amplification system, the timing jitters between the fs laser pulses and the ns fiber laser 
pulses before and after the amplification system are measured by virtue of optical cross 
correlation technique discussed in Section 3.2.3. The Fourier-transformed spectrum of the 
fluctuation of the correlation intensity is shown by the blue line in Fig. 3-20 (a) with a RMS 
jitter of about 0.8 ps. The timing jitter between the Ti: sapphire laser beam and the ns fiber 
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The corresponding single pulse energy is about 0.55 mJ. This is to the best of our knowledge 
the highest single-pulse energy for passively synchronized ns lasers. In addition, since the 
ns light is narrow-band operated, the amplification system brings no obvious spectral 
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In order to investigate the impacts on the synchronization precision from the power 
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laser beam after the last high-power amplifier approximated 13 ps, as shown in Fig. 3-20 (b). 
Note that at least two main reasons are responsible for the increase of RMS jitter. Firstly, the 
two-stage LMA amplifier with a complicated water chilling system is individually placed at 
an optical table spatially apart from the pre-amplifier and the synchronization system. It is 
quite possible for the spatial disjunction increasing environmental disturbances (air 
variation, temperature fluctuation, etc.) to the amplified pulses. Secondly, the pump power 
fluctuations of the whole four-stage amplifier contribute the RMS jitter augment. It should 
also mention that the spike in Fig. 3-18 (a), the red line, is mainly caused by the fluctuation 
of fiber-based amplification system at a frequency of several Hz. Fortunately, compared 
with the pulse duration as large as several ns, the 13-ps RMS jitter is small enough not to 
threaten the applications of the high-energy synchronized ns pulses.  
 

 
 

Fig. 3-20. Power spectral density of the jitter (a) for Ti: sapphire laser and ns fiber laser 
before (blue line) and after (red line) high-power amplifiers and their corresponding 
integrated RMS jitter from 50 KHz to 1 Hz (b). The narrow peaks in the (a) were due to the 
50-Hz electro-disturbance. 

4. Conclusion 
In this review chapter, passive synchronization between independently mode-locked lasers 
is introduced with nonlinear effects of XPM and XAM. The mechanism of laser 
synchronization is mainly due to the reliability of its feed-back system. In the XPM-
synchronization, the feed-back system is provided by XPM in coupled-cavity lasers sharing 
the same Kerr-type nonlinear medium, or independently mode-locked lasers in the 
configuration with master injection into the slave laser, to compensate the cavity length 
mismatch. In the XAM-synchronization, the feed-back is realized in a resonant medium for 
the master laser modulating the medium at different electronic states and indirectly 
changing the co-propagating slave laser. As the most popular synchronization method, 
XPM scheme is widely used for ultra-fast lasers with timing jitter as small as several fs, or 
even hundreds of as. Besides, since it is found that fiber laser with long ring cavity can 
directly produce mode-locked ns laser pulses, the combination between the long-cavity fiber 
laser and passive synchronization methods can be used to generate synchronous ns laser 
pulses which have a lot of applications in physical researches. 
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1. Introduction 
At a fixed point of the space, the electric field of a Fourier transform-limited laser pulse can 
be written as: 

 0( ) ( )exp( ),CEE t A t i tω ϕ= +  (1) 

where A(t) is the pulse amplitude, which is peaked at t = 0, and ω0 is the laser pulse central 
frequency. Carrier-envelope (CE) phase, ϕCE, denotes the offset between the peak of the 
pulse envelope and the nearest peak of the carrier-wave electric field as shown in Fig. 1. 
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Fig. 1. A few-cycle laser pulse showing the carrier-envelope offset, ϕCE. 

When the width of A(t) approaches few or single-cycle duration, CE phase starts to play an 
important role in the laser-matter interactions becuase the electric-field amplitude changes 
rapidly within half of the cycle depending on the different CE phase. This fast variation of 
the electric field within the pulse envelope is the origin of CE phase effects in a variety of 
high-field processes, such as above-threshold ionization, high-order harmonic generation 
and molecular dissociation (Paulus et al., 2001; Haworth et al., 2007; Kling et al., 2006). The 
importance of CE phase are even identified in terahertz emission spectroscopy with few-
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At a fixed point of the space, the electric field of a Fourier transform-limited laser pulse can 
be written as: 

 0( ) ( )exp( ),CEE t A t i tω ϕ= +  (1) 

where A(t) is the pulse amplitude, which is peaked at t = 0, and ω0 is the laser pulse central 
frequency. Carrier-envelope (CE) phase, ϕCE, denotes the offset between the peak of the 
pulse envelope and the nearest peak of the carrier-wave electric field as shown in Fig. 1. 
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Fig. 1. A few-cycle laser pulse showing the carrier-envelope offset, ϕCE. 

When the width of A(t) approaches few or single-cycle duration, CE phase starts to play an 
important role in the laser-matter interactions becuase the electric-field amplitude changes 
rapidly within half of the cycle depending on the different CE phase. This fast variation of 
the electric field within the pulse envelope is the origin of CE phase effects in a variety of 
high-field processes, such as above-threshold ionization, high-order harmonic generation 
and molecular dissociation (Paulus et al., 2001; Haworth et al., 2007; Kling et al., 2006). The 
importance of CE phase are even identified in terahertz emission spectroscopy with few-
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cycle pulses (Kreb et al., 2006). Advances in CE phase control also make it possible to 
controlling such processes as injected photocurrents in semiconductors (Fortier et al., 2004) 
and in sub-single- cycle pulse trains generated with Raman sidebands (Chen et al., 2008). 
One of the important applications of the CE phase stabilization is the isolated attosecond 
generation (Hentschel et al., 2001; Sansone et al., 2006; Mashiko et al., 2008; Feng et al., 2009). 
For generating attosecond pulses using double optical gating (DOG) or general double 
optical gating (GDOG), the effective electric field inside the gate can be expressed as 

 0( ) ( )cos( ),CEE t g t tω ϕ= +  (2) 

where g(t) is the gating function with a duration of a fraction of a laser cycle and the center 
of the gate occurs at t = 0. In these cases, the opening time of the gate for single attosecond 
pulse extraction is of the order of half to one cycle (Sansone et al., 2006; Mashiko et al., 2008). 
Thus, it is crucial to stabilize and control the CE phase. In Section 3 of this paper, the effects 
of CE phase on polarization gating and double optical gating will be explored in detail. 
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Fig. 2. A schematic diagram of a CE phase stable laser system producing few-cycle pulses. 

A typical laser system for generating few-cycle CE phase-stabilized pulses is shown in Fig. 
2. First, the CE phase evolution in the oscillator is stabilized and the pulses with the same 
CE phase are selected and sent to the chirped pulse amplification (CPA) system, where the 
laser pulses are temporally stretched, amplified, and recompressed (Strickland & Mourou 
(1985)). The CE phase drift introduced by the amplifier stage is also corrected. The amplified 
laser pulses are then spectrally broadened through a nonlinear process and compressed to 
only a few cycles in duration. Finally, the CE phase of the few-cycle pulses is measured and 
stabilized. 
The CE phase stabilization of the laser pulse generated from an amplifier with dispersive 
material based stretcher and compressor had been successfully demonstrated before 
(Baltuška et al., 2003). However, the low damage threshold of the dispersive material limits 
the laser pulse energy to about 1 mJ, which ultimately limits the flux of the attosecond pulse 
generated from such laser system. It is of much current interest to increase the attosecond 
pulse flux for many attosecond experiments and extend the attosecond physics to nonlinear 
regime (Schultze et al., 2010; Tzallas et al., 2003). On the other hand, the grating based 
amplifier has been successfully demonstrated to generate PW class ultrafast pulse (Kiriyama 
et al., 2010), which can be used for high flux attosecond pulse generation, and thus it is 
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important to study the CE phase evolution in such laser system and stabilize the CE phase 
of the laser pulse of the grating based amplifier. 

2. CE phase stabilization by controlling the grating separation 
2.1 CE phase shift caused by grating shift in stretcher and compressor 
For the grating based stretcher and compressor, it has been shown that the pointing stability of 
the laser beam on the gratings may introduce CE phase noise to the amplified femtosecond 
pulses (Kakehata et al., 2002; Thomann et al., 2004). It was soon shown that the grating 
separation could also cause the CE phase drift of amplified laser pulses (Chang, 2006). 
To understand the CE phase drift caused by the stretcher and compressor, we start with the 
analysis of the laser pulse phase variation after it propagate through a stretcher. A typical 
setup of the stretcher is shown in Figure 3. The analysis is also valid for grating compressors. 
 

 
Fig. 3. Grating stretcher. The top figure uses mirrors to form the telescope and the bottom 
figure uses lenses to form the telescope. In both figures: G1 and G2 are the gratings, FM1 
and FM2 are the focusing mirrors, γs: the incidence angle on the first grating, θs: the angle 
between the diffracted beam and incident beam, leff : the effective grating separation, G1: the 
image of G1 in the bottom figure (Moon et al., 2010). 

If we assume the pulses to be transform limited at the stretcher, in time domain, the pulses 
can be expresses as Eq. 1. In spectral domain, the electric filed is 

 0( ) ( )exp[ ( ( ))],CEE E iω ω ϕ φ ω= +  (3) 

where |E0(ω)| is the power spectrum and φ(ω) is the spectral phase, which is also equal to 
zero. After the pulse propagates through the double-pass grating compressor, the CE phase 
shift was: 

 ( )0 0 0( ) ( ) 4 tan[ ( )] ,CE s s
s
s

G
dϕ ω τ ω ϕ ω π γ θ ω′Δ = − = −  (4) 
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cycle pulses (Kreb et al., 2006). Advances in CE phase control also make it possible to 
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and in sub-single- cycle pulse trains generated with Raman sidebands (Chen et al., 2008). 
One of the important applications of the CE phase stabilization is the isolated attosecond 
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laser pulses are then spectrally broadened through a nonlinear process and compressed to 
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stabilized. 
The CE phase stabilization of the laser pulse generated from an amplifier with dispersive 
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(Baltuška et al., 2003). However, the low damage threshold of the dispersive material limits 
the laser pulse energy to about 1 mJ, which ultimately limits the flux of the attosecond pulse 
generated from such laser system. It is of much current interest to increase the attosecond 
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et al., 2010), which can be used for high flux attosecond pulse generation, and thus it is 
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important to study the CE phase evolution in such laser system and stabilize the CE phase 
of the laser pulse of the grating based amplifier. 

2. CE phase stabilization by controlling the grating separation 
2.1 CE phase shift caused by grating shift in stretcher and compressor 
For the grating based stretcher and compressor, it has been shown that the pointing stability of 
the laser beam on the gratings may introduce CE phase noise to the amplified femtosecond 
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separation could also cause the CE phase drift of amplified laser pulses (Chang, 2006). 
To understand the CE phase drift caused by the stretcher and compressor, we start with the 
analysis of the laser pulse phase variation after it propagate through a stretcher. A typical 
setup of the stretcher is shown in Figure 3. The analysis is also valid for grating compressors. 
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and FM2 are the focusing mirrors, γs: the incidence angle on the first grating, θs: the angle 
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If we assume the pulses to be transform limited at the stretcher, in time domain, the pulses 
can be expresses as Eq. 1. In spectral domain, the electric filed is 

 0( ) ( )exp[ ( ( ))],CEE E iω ω ϕ φ ω= +  (3) 

where |E0(ω)| is the power spectrum and φ(ω) is the spectral phase, which is also equal to 
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s
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G
dϕ ω τ ω ϕ ω π γ θ ω′Δ = − = −  (4) 
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Where ω0τ (ω0) is the group delay, φ ’(ω0) is the phase delay, Gs is the effective perpendicular 
distance between gratings, ds is the grating constant, γs is the angle of incidence, and θs(ω) is 
the diffraction angle. From the geometry, 

 cos( ),s eff s sG l γ θ= − −  (5) 

where leff  is the effective linear distance between the gratings, the CE phase shift becomes: 

 4 sin( ).eff
CE s s

s

l
d

ϕ π γ θ
Δ

Δ = − −  (6) 

Considering the incident angle is close to the Littrow angle, and the grating constant is of 
the order of wavelength (grating Constance d = 1200g/mm is commonly used), the CE phase 
approximates: 

 2
22 .effC

eff s

lE
l d

ϕ ππ
λ

ΔΔ
= ≈

Δ
 (7) 

Thus, Eq. 7 shows that a change in the grating separation comparable to a wavelength will 
yield a CE phase change of 2π. Eqs. 5 and 7 also realized how the CE phase can be controlled 
and stabilized by changing the grating separation. λ 

2.2 CE phase stabilization of multi-pass amplifier 
The experimental setup used in determining the effect of the grating separation on the CE 
phase is carried on Kansas Light Source (KLS) laser system, which contains a multi-pass 
amplifier, as shown in Fig. 4. One of the mirrors in the stretcher was placed in a 
piezoelectronic transducer (PZT) controlled mount. CE-phase stable pulses from the 
oscillator were sent to the CPA system. An f-to-2f interferometer (Kakehata et al., 2002), 
spectrometer, and computer measured the spectral interferometry signal from which the CE 
phase was extracted. In the f-to-2f, the laser was focused into a sapphire plate for spectral 
broadening and then the infrared components were frequency doubled by a BBO crystal. 
Finally, a polarizer was used to select a common polarization and the beam was sent to a 
spectrometer. The resulting interferogram was analyzed by a computer to retrieve the CE-
phase drift. For each data point, 50 laser shots were integrated. In the experiment, a 60-V 
sinusoidal voltage was applied to the PZT and observed. As a comparison, a DC voltage 
was applied to the PZT. The results are shown in Fig. 5 (Li, Moon & Chang, 2006). It was 
determined from the measurement that a 1 μm change in grating separation introduced a 3.7 
± 1.2S rad phase shift, which is consistent with the calculation of Eq. 7. 
The grating separation in the stretcher was then used as a feedback control to stabilize the 
CE-phase drift of the amplified pulses. This is shown in Fig. 6, where the CE-phase error 
was kept to 160 mrad rms over 800 s. 50 laser shots were integrated for each data point. This 
was the standard experimental procedure for all CE-phase measurements in the KLS 
laboratory. The bottom plot shows the PZT movement during the same period. The concept 
of controlling the stabilized CE phase is illustrated in Fig. 7 (Li et al., 2006). In Fig. 7, the 
grating separation was precisely controlled to scan the phase over a range of 2π. In the 
experiment, the setpoint for locking the phase was changed from 1.1πto 0.9π in steps of 0.2π.  
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Fig. 4. Kansas Light Source laser system for testing the effects of the grating separation of the 
stretcher on the CE-phase stability. G1 and G2 are the gratings. M1 is one of the telescope 
mirrors driven by a piezoelectronic transducer (PZT) (Moon et al., 2010). 

 
Fig. 5. Dependence of the CE phase of the amplified pulses on the grating separation. (a) 
Fringe pattern and (b) corresponding relative CE phase obtained with a 30-V DC voltage 
applied to the PZT. (c) Fringe pattern and (d) corresponding relative CE phase obtained 
with a 60-V sinusoidal voltage applied to the PZT, which caused the PZT to move 3.6 μm 
(Li, Moon & Chang, 2006). 
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Fig. 6. (a) The error signal for the slow feedback stabilization, (b) the displacement of PZT 
when the set-point was shifted (Li et al., 2006). 
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Fig. 7. Precisely controlling the CE phase in amplified pulses. Top: the temporal evolution of 
interference fringes measured with a collinear f -2 f interferometer. Bottom: the swept CE 
phase (Li et al., 2006). 
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The relative CE phase was kept at each setpoint for 1 minute and then moved to the next 
setpoint. During the process, the phase error was smoothly locked to an average of 161 mrad 
rms, which showed how well the gratings could stabilize the CE phase and change the CE 
phase simultaneously. Note that in the algorithm used, the first detected fringe pattern was 
phase zero. Therefore, the CE phase was changed relative to the first detected phase, which 
had an unknown value. 
Similarly, the grating separation in a compressor can also be used to control and stabilize the 
CE phase. The size of the optic to be used as a control mechanism should be considered 
when choosing to use either the stretcher or compressor. A large optic, such as a large 
mirror in the stretcher, would be harder to move using a PZT than a smaller optic. Also, a 
larger bandwidth of CE-phase noise could be suppressed with a smaller optic. The effects of 
controlling the grating separation in a compressor arrangement were investigated (Li et al., 
2008). The experimental setup used to investigate the compressor control is shown in Fig. 8. 
Controlling the compressor grating separation was found to stabilize the CE phase to 230 
mrad rms over 270 s, which was nearly the same as the stretcher grating performance. Fig. 9 
shows the performance of the compressor grating separation control. The top plot shows the 
difference between the situation where the feedback control was turned on and when it was 
inactive. The bottom plot shows the fast Fourier transform of the phase drift. The plot shows 
how the feedback control corrects CE-phase error under 4 Hz. This is expected since the 
drift of CE phase-stable pulses through an amplifier is slow, since the oscillator stabilization 
corrects the majority of the fast drift. However, as in (Moon et al., 2006), locking the path-
length difference in the oscillator CE-phase stabilization interferometer will reduce the fast 
noise (>3 Hz) by over 40%, which can improve the overall CE-phase-locking quality of the 
system. 
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Fig. 8. Experimental setup for controlling the CE phase of the amplified laser pulses using 
the compressor grating (Li et al., 2008). BS: beamsplitter. 
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when the set-point was shifted (Li et al., 2006). 
 

0 100 200 300 400 500 600 700 800

-3
-2
-1
0
1
2
3

514

512

510

508

506

504
0 120 240 360 480 600 720 840

 

R
el

at
iv

e 
C

E
 P

ha
se

 (r
ad

)

Time (s)

 Time (s)

W
av

el
en

gt
h 

(n
m

)

 
Fig. 7. Precisely controlling the CE phase in amplified pulses. Top: the temporal evolution of 
interference fringes measured with a collinear f -2 f interferometer. Bottom: the swept CE 
phase (Li et al., 2006). 
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The relative CE phase was kept at each setpoint for 1 minute and then moved to the next 
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rms, which showed how well the gratings could stabilize the CE phase and change the CE 
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phase zero. Therefore, the CE phase was changed relative to the first detected phase, which 
had an unknown value. 
Similarly, the grating separation in a compressor can also be used to control and stabilize the 
CE phase. The size of the optic to be used as a control mechanism should be considered 
when choosing to use either the stretcher or compressor. A large optic, such as a large 
mirror in the stretcher, would be harder to move using a PZT than a smaller optic. Also, a 
larger bandwidth of CE-phase noise could be suppressed with a smaller optic. The effects of 
controlling the grating separation in a compressor arrangement were investigated (Li et al., 
2008). The experimental setup used to investigate the compressor control is shown in Fig. 8. 
Controlling the compressor grating separation was found to stabilize the CE phase to 230 
mrad rms over 270 s, which was nearly the same as the stretcher grating performance. Fig. 9 
shows the performance of the compressor grating separation control. The top plot shows the 
difference between the situation where the feedback control was turned on and when it was 
inactive. The bottom plot shows the fast Fourier transform of the phase drift. The plot shows 
how the feedback control corrects CE-phase error under 4 Hz. This is expected since the 
drift of CE phase-stable pulses through an amplifier is slow, since the oscillator stabilization 
corrects the majority of the fast drift. However, as in (Moon et al., 2006), locking the path-
length difference in the oscillator CE-phase stabilization interferometer will reduce the fast 
noise (>3 Hz) by over 40%, which can improve the overall CE-phase-locking quality of the 
system. 
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Fig. 8. Experimental setup for controlling the CE phase of the amplified laser pulses using 
the compressor grating (Li et al., 2008). BS: beamsplitter. 
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Fig. 9. (a) The evolution of the freely drifting (dotted line) and stabilized (solid line) CE 
phase. (b) The fast Fourier transform of the CE-phase drift under the free-running (dotted 
line) and stabilized conditions (solid line) (Li et al., 2008). 

2.3 CE stabilization of regenerative amplifier 
Besides the multi-pass amplifier, regenerative amplification is another attractive choice for 
generating ultrafast laser pulses with multi-mJ pulse energy at high repetition rates 
(Vaillancourt et al., 1990; Barty et al., 1996). Compared with multi-pass amplifiers, the laser 
pulses generated from regenerative amplification have better beam profile, pointing 
stability, power stability and extraction efficiency. It has been commonly used as the 
preamplifier for high energy femtosecond laser systems. However, the CE phase 
stabilization has been demonstrated previously only on multi-pass lasers (Baltuška et al., 
2003; Li et al., 2008). Although the CE phase evolution after the regenerative amplifier has 
been explored to some extent (Kakehata et al., 2004), the CE phase drift caused by the 
amplification stage has not been corrected. Furthermore, no high-field CE phase dependent 
experiments have been demonstrated with a regenerative amplifier. We demonstrate the CE 
phase stabilization and control of the Manhattan Attosecond Radiation Source (MARS) 
regenerative amplification laser system and unambiguously confirm the stability by 
measurement of the CE phase dependence of the high order harmonic spectrum generated 
by double optical gating (Chen et al., 2009; Mashiko et al., 2008). 
The MARS laser system consists of a commercially available Ti:Sapphire Coherent Legend 
Elite DuoTM chirped pulse amplifier (CPA) operating at 1 KHz, seeded by a Femtolasers 
RainbowTM oscillator. The oscillator operates at 78 MHz repetition rate with a 200mWoutput 
power. The carrier-envelope offset frequency (fCEO) of the oscillator is stabilized using the 
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Fig. 10. Layout of the MARS laser system Chen et al. (2009). BS: beam splitter. 

monolithic carrier-envelope phase-stabilization scheme (Fuji et al., 2005). With the assistance 
of the temperature feedback control, fCEO of this oscillator can be locked about 12 hours on a 
daily basis (Yun et al., 2009). As shown in Figure 10, the amplifier consists of a grating based 
stretcher, two amplification stages and a grating based compressor. 
The stretcher stretches the pulse to about 160 ps. The first amplification stage is a 14 round 
trip regenerative amplifier, which amplifies the laser pulse to 4 mJ. The second stage is a 
single pass amplifier to boost the laser pulse energy to 8 mJ. The Ti:Sapphire crystals in both 
amplification stages are thermoelectricity cooled to -12 °C. The regenerative amplifier and 
single pass amplification stages are each pumped by 50% of a 45WCoherent Evolution HETM 

pump laser. After compression, the final output pulse energy is 6 mJ with a central 
wavelength of 800 nm and spectral bandwidth of 37 nm, which supports a fourier transform 
limited pulse duration of 28 fs. The pulse duration as measured with FROG is 30 fs. The CE 
phase drift of the amplified pulse is measured by sending partial of the output beam to the 
f-to-2f interferometer (Kakehata et al., 2001). The feedback signal is then sent to a 
piezoelectric transducer (PZT) stage on the compressor grating to stabilize CE phase slow 
drift by controlling the grating separations (Li et al., 2008; Chang, 2006). Because of the high 
output power of the MARS laser system, the laser beam is typically split by a 50/50 beam 
splitter to support two experiments simultaneously. During the CE phase stabilization 
process, it was found that CE phase after this amplifier system is very sensitive to 
mechanical vibration and acoustic noise. One reason for this sensitivity is that in Regen 
cavity, all the laser passes follow the exact same beam path. Any perturbation of air in the 
cavity will be amplified by the pass number. It is also the major difference between the 
Regen and Multi-pass amplifier. In the later configuration, the laser beam follow different 
pathes, and thus has less sensitivity than Regen on the acoustic noise. However, by moving 
the pump laser further away from the amplifier, padding the laser cover with sound 
absorption materials and improving the stability of the optical mounts in the stretcher and 
compressor, the CE phase stability was achieved. 
The RMS error of the locked CE phase was measured to be 90 mrad over a period of 4.5 
hours with 50 ms spectrometer integration time as shown in Fig. 11. The locking duration is 
sufficient for many low count rate experiments, such as attosecond streaking and laser ion 
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Fig. 9. (a) The evolution of the freely drifting (dotted line) and stabilized (solid line) CE 
phase. (b) The fast Fourier transform of the CE-phase drift under the free-running (dotted 
line) and stabilized conditions (solid line) (Li et al., 2008). 
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The MARS laser system consists of a commercially available Ti:Sapphire Coherent Legend 
Elite DuoTM chirped pulse amplifier (CPA) operating at 1 KHz, seeded by a Femtolasers 
RainbowTM oscillator. The oscillator operates at 78 MHz repetition rate with a 200mWoutput 
power. The carrier-envelope offset frequency (fCEO) of the oscillator is stabilized using the 
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output power of the MARS laser system, the laser beam is typically split by a 50/50 beam 
splitter to support two experiments simultaneously. During the CE phase stabilization 
process, it was found that CE phase after this amplifier system is very sensitive to 
mechanical vibration and acoustic noise. One reason for this sensitivity is that in Regen 
cavity, all the laser passes follow the exact same beam path. Any perturbation of air in the 
cavity will be amplified by the pass number. It is also the major difference between the 
Regen and Multi-pass amplifier. In the later configuration, the laser beam follow different 
pathes, and thus has less sensitivity than Regen on the acoustic noise. However, by moving 
the pump laser further away from the amplifier, padding the laser cover with sound 
absorption materials and improving the stability of the optical mounts in the stretcher and 
compressor, the CE phase stability was achieved. 
The RMS error of the locked CE phase was measured to be 90 mrad over a period of 4.5 
hours with 50 ms spectrometer integration time as shown in Fig. 11. The locking duration is 
sufficient for many low count rate experiments, such as attosecond streaking and laser ion 
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beam interaction experiments, which can require several hours of CE phase stabilization 
(Wang et al., 2009; McKenna et al., 2008). To control the CE phase in the experiment, the 
grating separation of the compressor was stabilized at preset values. As shown in Fig. 12, 
the CE phase was swept from −π  to π for many cycles, which can be used to observe the CE 
phase effects in high harmonic and attosecond pulse generation experiments (Li et al., 2006). 
Some regions in the Fig. 11a and Fig. 12a show transient reductions of the fringe visibility, 
which are likely due to acoustic noise and vibration in the laboratory which could not be 
avoided over such a long locking period. However, such small disturbances did not affect 
the quality of the CE phase control. 
To unambiguously confirm the CE phase stabilization of MARS laser system, the 
dependence of the high order harmonic spectrum generated in Argon gas from DOG was 
measured using an XUV transmission grating spectrometer (Shan & Chang, 2001). To 
generate the short pulse (<10 fs) required by DOG, half of the laser pulse with an energy of 3 
mJ was sent to a 1 m long hollow-core fiber with an inner diameter of 400 m and filled with 
 

 
Fig. 11. Long term CE phase stabilization. (a) f-to-2f interference fringes. (b) Retrieved CE 
phase from the fringes, which has 90 mrad RMS averaged over 50 laser shots Chen et al. 
(2009). 
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Fig. 12. Periodic CE Phase sweep from −π to π. (a) f-to-2f interferometer fringes, (b) The 
scanning phase value retrieved from the fringes, (c) CE Phase error of retrieved phase 
relative to the preset scanning phase. The periodic increases in error are due to the PZT 
response at the turning points of control curve Chen et al. (2009). 
Neon gas at a pressure of 2 atm. After self-phase modulation, the laser pulse spectrum was 
broadened from 600 nm to 950 nm. The Frequency-Resolved-Optical-Gating measurement 
shows the pulse duration is 7.5 fs after it was compressed by the chirped mirrors, which is 
short enough for generating the single isolated attosecond pulse (Gilbertson et al., 2008). The 
final output power of the short pulse is 1 mJ after the chirped mirrors. The short pulse was 
then focused by a 300 mm spherical mirror into a 1.5 mm gas cell filled with Argon at 40 torr 
to generate the high order harmonics. When the CE phase was scanned linearly from 0 to 8π, 
the harmonic spectra varied with a 2π periodicity as shown in Fig. 13, which is consistent 
with the 2π periodicity of the electric field generated by DOG (Chang, 2007). The total time 
to perform the CE phase scan was 30 minutes. 
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Neon gas at a pressure of 2 atm. After self-phase modulation, the laser pulse spectrum was 
broadened from 600 nm to 950 nm. The Frequency-Resolved-Optical-Gating measurement 
shows the pulse duration is 7.5 fs after it was compressed by the chirped mirrors, which is 
short enough for generating the single isolated attosecond pulse (Gilbertson et al., 2008). The 
final output power of the short pulse is 1 mJ after the chirped mirrors. The short pulse was 
then focused by a 300 mm spherical mirror into a 1.5 mm gas cell filled with Argon at 40 torr 
to generate the high order harmonics. When the CE phase was scanned linearly from 0 to 8π, 
the harmonic spectra varied with a 2π periodicity as shown in Fig. 13, which is consistent 
with the 2π periodicity of the electric field generated by DOG (Chang, 2007). The total time 
to perform the CE phase scan was 30 minutes. 
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Fig. 13. (a) DOG harmonic spectra taken with the CE phase scanned from 0π to 8π. (b) Line 
out of the normalized integrated spectrum. The integration range is from 48 nm to 20 nm. 
The 2π periodicity is consistent with the asymmetric electric field of DOG Chen et al. (2009). 

3. Isolated attosecond pulse generation with CE phase stabilized high-power 
laser 
As mentioned in the previous section, one of the important applications of CEP stabilized 
laser is to generate isolated attosecond pulses. 
Attosecond pulse generation is usually interpreted in the semi-classical re-collision model 
(three-step model) (Corkum, 1993; Corkum & Chang, 2008). Briefly, as a strong near infrared 
(NIR) laser pulse strikes an atom, a free electron wave packet is produced by ionization. 
Once freed, the wave packet moves away from the atom. However, when the oscillating 
laser electric field reverses direction, half of the packet is driven back towards the parent 
ion. This return electron can recombine with the parent ion, emitting an extreme ultraviolet 
(XUV) photon, which is the origin of attosecond XUV pulses. In general, a multi-cycle laser 
will produce an attosecond XUV pulse every half of a laser cycle. The result is a train of 
attosecond pulses. It is obvious that the CEP is critical in the isolated attosecond pulse 
generation with a gating technique. It is preferred that the CEP of the NIR laser pulse is 
stabilized so that the center of the gate always overlaps with a single attosecond XUV pulse 
in the pulse train. If the CEP is not optimized, the pulse energy of the single attosecond 
pulse would be reduced or, in the worst scenario, multiple attosecond pulses will be 
generated instead of an isolated attosecond pulse. 
To study the relation between the CE phase and attosecond pulse generation, the isolated 
attosecond pulse generation and characterization experiments were performed in the KLS 
lab (Feng et al., 2009; Gilbertson et al., 2010). 
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Fig. 14. The experimentally obtained (a) and retrieved (b) spectrograms of isolated 
attosecond pulses streaked by multicycle laser pulses. The temporal profile (solid line) and 
phase (dotted line) are shown in (c). The inset figure shows the same temporal profile but 
over an extended range. The pre- and post-pulses located at ±2600 as are less than 0.1% of 
the main pulse. Panel (d) shows the experimental (dashed line) and retrieved (solid line) 
XUV-only spectrum. The dashed-dotted line shows the spectral phase and indicates that the 
pulse is nearly transform limited (Gilbertson et al., 2010). 
Figure 14 shows the results of the temporal characterization of isolated attosecond pulses 
produced by GDOG technique using a streak camera setup (Feng et al., 2009; Gilbertson et 
al., 2010) and the frequency resolved optical gating for the complete reconstruction of 
attosecond bursts (FROG-CRAB) method (Mairesse & Quéré, 2005). Figures 14(a) and (b) 
show the experimental and reconstructed streaked spectrograms, respectively. Figure 14(c) 
shows the temporal profile of the pulse (solid line) and the temporal phase (dotted line). The 
full width at half maximum (FWHM) of the pulse is about 163 as. The inset figure shows the 
temporal profile over an extended range, which indicates the contributions from pre- and 
post pulses are less than 0.1% of the main peak. This shows that the pulse is indeed an 
isolated attosecond pulse. Figure 14(d) shows a comparison between the experimental XUV-
only spectrum (dashed line) and the retrieved spectrum (solid line) from the retrieved 
temporal profile and phase shown in Fig. 14(c). This marginal check indicated the 
reconstructed results can be trusted and the pulse is nearly transform-limited. 
The gate width of the GDOG in the above experiment was set equal to one optical cycle, or 
roughly 2.5 fs. This is the upper limit for generating isolated attosecond pulses with a 
proper CE phase. The gate width can be further reduced so that it is much less than one 
optical cycle. Figures 15(a) and (b) show the electric field of the driving laser with two 
values of the CE phase within the gate. The color gradient indicates the ellipticity of the 
generating laser pulse with white being the most linear. Here, the gate width was chosen to 
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Fig. 13. (a) DOG harmonic spectra taken with the CE phase scanned from 0π to 8π. (b) Line 
out of the normalized integrated spectrum. The integration range is from 48 nm to 20 nm. 
The 2π periodicity is consistent with the asymmetric electric field of DOG Chen et al. (2009). 
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Fig. 14. The experimentally obtained (a) and retrieved (b) spectrograms of isolated 
attosecond pulses streaked by multicycle laser pulses. The temporal profile (solid line) and 
phase (dotted line) are shown in (c). The inset figure shows the same temporal profile but 
over an extended range. The pre- and post-pulses located at ±2600 as are less than 0.1% of 
the main pulse. Panel (d) shows the experimental (dashed line) and retrieved (solid line) 
XUV-only spectrum. The dashed-dotted line shows the spectral phase and indicates that the 
pulse is nearly transform limited (Gilbertson et al., 2010). 
Figure 14 shows the results of the temporal characterization of isolated attosecond pulses 
produced by GDOG technique using a streak camera setup (Feng et al., 2009; Gilbertson et 
al., 2010) and the frequency resolved optical gating for the complete reconstruction of 
attosecond bursts (FROG-CRAB) method (Mairesse & Quéré, 2005). Figures 14(a) and (b) 
show the experimental and reconstructed streaked spectrograms, respectively. Figure 14(c) 
shows the temporal profile of the pulse (solid line) and the temporal phase (dotted line). The 
full width at half maximum (FWHM) of the pulse is about 163 as. The inset figure shows the 
temporal profile over an extended range, which indicates the contributions from pre- and 
post pulses are less than 0.1% of the main peak. This shows that the pulse is indeed an 
isolated attosecond pulse. Figure 14(d) shows a comparison between the experimental XUV-
only spectrum (dashed line) and the retrieved spectrum (solid line) from the retrieved 
temporal profile and phase shown in Fig. 14(c). This marginal check indicated the 
reconstructed results can be trusted and the pulse is nearly transform-limited. 
The gate width of the GDOG in the above experiment was set equal to one optical cycle, or 
roughly 2.5 fs. This is the upper limit for generating isolated attosecond pulses with a 
proper CE phase. The gate width can be further reduced so that it is much less than one 
optical cycle. Figures 15(a) and (b) show the electric field of the driving laser with two 
values of the CE phase within the gate. The color gradient indicates the ellipticity of the 
generating laser pulse with white being the most linear. Here, the gate width was chosen to 
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Fig. 15. The effect of a narrow gate width (~1 fs) on the generated attosecond pulse. In (a), 
the CE phase of the NIR laser forces the freed electron recombines in a field of high 
ellipticity, severely limiting its recombination probability. In (b), the CE phase is more 
favorable for highflux attosecond pulse emission since the electron experiences a linear field 
for its full lifetime. In the figures, the color gradient represents the ellipticity of the field with 
blue being the most elliptical and white the most linear. The experimental evidence for this 
effect is shown in (c). The upper figure shows the energy spectrum as a function of the CE 
phase of the NIR laser while the lower plot shows the total signal integrated along the 
energy axis. The 2π periodic structure is the effects of the two-color gating in GDOG 
(Gilbertson et al., 2010). 
be ~1 fs (about half of a laser cycle) and is where the attosecond pulse is produced. In Fig. 
15(a), the freed electron is born during a strongly linearly polarized portion but recombines 
to emit an XUV photon in a field that is increasingly elliptical. This reduces the 
recombination probability so that the attosecond XUV photon flux would be low. In Fig. 
15(b), the electron spends all of its excursion time away from the parent ion in a mainly 
linearly polarized field so that the attosecond photon flux would be maximized. In both 
cases, since the gate width is much smaller than the spacing between two adjacent 
attosecond pulses in the pulse train, it is not possible to generate two attosecond pulses per 
laser shot. The CE phase only affects the flux of the isolated pulses. 
Figure 15(c) shows the experimental evidence for this effect. For this portion of the 
experiment, a 9 fs laser pulse was produced by the 2 mJ, 25 fs NIR pulse from the CEP-
locked amplifier passing through a Ne filled hollow-core fiber and a chirp-mirror 
compressor. The laser power fluctuates less than 1%. This beam then passed through the 
GDOG optics consisting of a 530 μm quartz plate, a 0.5 mm Brewster window, a 440 μm 
quartz plate and a 141 μm BBO, and was focused by an f=375 mm spherical mirror into a 1.4 
mm long Ar gas target. The gate width for these parameters was calculated to be about 1.4 fs. 
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The upper figure in Fig. 15(c) shows the energy spectrum of the photoelectrons liberated by 
an attosecond XUV pulse as a function of the CE phase of the input NIR laser. The CE phase 
was continuously shifted from 0 to 2π. Typically, the CE phase stability is better than 250 
mrads after the hollow-core fiber (Mashiko et al., 2007). Two features of the spectrogram are 
obvious. First, the spectrum is a continuum for all CE phase values, which satisfies the 
necessary condition for generating isolated attosecond pulses. Second, the intensity of the 
spectrum strongly depends on the CE phase, which is expected for such a narrow gate 
width. The lower figure shows the total counts (integrated over the energy spectrum) as a 
function of the CE phase. The modulation depth is an indication of the width of the linear 
polarization gate. For narrower gate widths, the modulation depth would become even 
stronger while for wider gate widths, the modulation would become shallower and 
eventually the energy spectrum would exhibit modulations indicative of multiple pulses 
within the gate (Sola et al., 2006). 
The attosecond XUV pulses generated under different CEP values are also characterized by 
the attosecond streak camera. A streaked spectrogram similar to the one shown in Fig. 14 
was obtained when the CE phase is unlocked. The carrier of the laser field is not smeared 
out since the attosecond pulse is automatically locked to the driving laser oscillation in time. 
The temporal profile and phase as reconstructed by FROG-CRAB are also similar to the ones 
in Fig. 14. The pulse duration was found to be about 182 as. 
Then, streaked spectrograms for four different values of the CE phase of the input laser 
were taken, as Figure 16 shows. The CE phase was locked to a 200 mrad RMS. The 
differences in count rates are attributed to the different values of the CE phase and hence the 
different fluxes of the attosecond XUV photons. Figure 17(a) shows the XUV spectrum at each 
 

 
Fig. 16. Streaked photoelectron spectrograms for four different values of the CE phase,  
~0 rad, ~ π/2 rad, ~ π rad, and ~ 3π/2 rad. The images are normalized to the peak counts of 
the ~ π rad spectrogram Gilbertson et al., (2010). 
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Figure 15(c) shows the experimental evidence for this effect. For this portion of the 
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compressor. The laser power fluctuates less than 1%. This beam then passed through the 
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quartz plate and a 141 μm BBO, and was focused by an f=375 mm spherical mirror into a 1.4 
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The upper figure in Fig. 15(c) shows the energy spectrum of the photoelectrons liberated by 
an attosecond XUV pulse as a function of the CE phase of the input NIR laser. The CE phase 
was continuously shifted from 0 to 2π. Typically, the CE phase stability is better than 250 
mrads after the hollow-core fiber (Mashiko et al., 2007). Two features of the spectrogram are 
obvious. First, the spectrum is a continuum for all CE phase values, which satisfies the 
necessary condition for generating isolated attosecond pulses. Second, the intensity of the 
spectrum strongly depends on the CE phase, which is expected for such a narrow gate 
width. The lower figure shows the total counts (integrated over the energy spectrum) as a 
function of the CE phase. The modulation depth is an indication of the width of the linear 
polarization gate. For narrower gate widths, the modulation depth would become even 
stronger while for wider gate widths, the modulation would become shallower and 
eventually the energy spectrum would exhibit modulations indicative of multiple pulses 
within the gate (Sola et al., 2006). 
The attosecond XUV pulses generated under different CEP values are also characterized by 
the attosecond streak camera. A streaked spectrogram similar to the one shown in Fig. 14 
was obtained when the CE phase is unlocked. The carrier of the laser field is not smeared 
out since the attosecond pulse is automatically locked to the driving laser oscillation in time. 
The temporal profile and phase as reconstructed by FROG-CRAB are also similar to the ones 
in Fig. 14. The pulse duration was found to be about 182 as. 
Then, streaked spectrograms for four different values of the CE phase of the input laser 
were taken, as Figure 16 shows. The CE phase was locked to a 200 mrad RMS. The 
differences in count rates are attributed to the different values of the CE phase and hence the 
different fluxes of the attosecond XUV photons. Figure 17(a) shows the XUV spectrum at each 
 

 
Fig. 16. Streaked photoelectron spectrograms for four different values of the CE phase,  
~0 rad, ~ π/2 rad, ~ π rad, and ~ 3π/2 rad. The images are normalized to the peak counts of 
the ~ π rad spectrogram Gilbertson et al., (2010). 
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value of the CE phase. The temporal profiles and phases for the spectrograms in Fig. 16 were 
reconstructed with FROG-CRAB (Mairesse & Quéré, 2005) and all the pulse durations are 
about 180 as. Finally, each streaked spectrogram was Fourier filtered to extract the oscillating 
NIR field. Figure 17(b) shows the results, where the CE phase of the 9 fs laser pulse can be 
easily seen.  
To improve the utility of this result, attosecond pulses were produced using 25 fs NIR 
pulses directly from the chirped pulse amplifier. Figure 18 shows streaked spectrograms for 
two different values of the CE phase. Again, the count rate is different between the two 
cases in agreement with the attosecond pulse dependence on the CE phase. Reconstructions 
with FROG-CRAB show both have nearly identical durations of 190 as and phase shapes. 
The signal ratio between the two cases is not as extreme as the short pulse case. This can   
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Fig. 17. Panel (a) shows the photoelectron energy spectrum for each of the streaked 
spectrograms in Fig. 16. Panel (b) shows the extracted NIR laser electric fields corresponding 
to each of the spectrograms in Fig. 16 Gilbertson et al., (2010). 
 

 
Fig. 18. Streaked spectrograms of attosecond pulses produced directly from an amplifier 
with an approximately π CEP shift between them Gilbertson et al., (2010). 
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possibly be explained by the gate width being slightly wider than the short pulse case. This 
is in excellent agreement with the CE phase unlocked reconstruction of 190 as. 
These results show that the CEP locking plays a key role in single attosecond XUV pulse 
generation with a gating technique, DOG or GDOG (Feng et al., 2009; Gilbertson, Wu et al., 
2010; Gilbertson, Khan et al., 2010). Although the single attosecond pulses produced under 
different CEP have almost identical pulse duration and phase profile, the photoelectron 
count rate or the flux of the XUV photos in the isolated attosecond pulses varies significantly 
as the CEP changes. As we extend the HHG spectrum to higher energy range to generate 
even shorter XUV pulses, 25 as, for example, which is about one atomic unit of time 
(Mashiko et al., 2009), the efficiencies of both XUV photon emission in attosecond generation 
and photoelectron emission in the streaking experiment drop significantly. Therefore, it 
would become even more important to lock the CEP at its optimum value to maximize the 
photon/photoelectron counts for the generation and characterization of 25 as XUV pulses, 
as well as for attosecond nonlinear experiments and any other attosecond experiments 
which require high photon flux. 

4. Conclusion 
In summary, the CE phase of the multi-pass and regenerative amplifier was both stabilized by 
changing the grating separation in stretcher or compressor. The grating-based CPA and CE-
phase control methods increased the energy of the CE phase stabilized laser pulse to the multi-
mJ level and the CE phase could be precisely controlled. The CE phase stabilization and 
control of these laser system are unambiguously confirmed by experimental observation of the 
2π periodicity of the high order harmonic spectrum generated by double optical gating. 
Therefore, CE-phase stable and controllable high-energy pulses are now a viable technology 
for studying ultrafast science. We have also demonstrated that the almost identical attosecond 
pulses can be generated at different CE phase values given the sufficient narrow gate width. 
However, the photon flux drops significantly if the CEP is tuned away from its optimum value 
for attosecond XUV pulse generation. This is true for both 9 fs and 23 fs lasers, where the 23 fs 
NIR pulses were produced directly from a CPA amplifier. These studies pave the way for the 
realization of high-power CE phase stabilized lasers and high-flux single-isolated attosecond 
pulse generation, which are critical steps toward the study of nonlinear physics and pump 
probe experiments with single attosecond pulses. 
Challenges do lie ahead for CE-phase-stabilization technology. For example, adaptive pulse 
shaping is a method where the phase of the laser pulse can be manipulated. If this method is 
combined with CE-phase stabilization and control, it could allow for the generation of ultra-
short pulses with precise control of the absolute phase. Also, no group has actively 
stabilized and controlled the CE phase of even higher power laser system, such as TW class 
laser. This is also one of the major challenges future CE-phase research. Thus, there is room 
to improve in the area of CE-phase stabilization and control of Ti:sapphire laser amplifiers. 
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1. Introduction 
Over the past decade, ultrashort pulsed light sources have become an indispensable tool 
both in the laboratory and over a wider range of applications in the medical, industrial and 
telecommunication sectors. The availability of energetic sub-100 fs pulses, combined with 
the stability and usability of solid-state laser amplifiers, has opened up entire new fields 
such as femtochemistry, laser micro-drilling and knife-less laser eye surgery. However, 
while current ultrashort pulse sources are highly developed, their central wavelengths 
almost exclusively lie in the near-infrared spectral range below 1000 nm. 
Specifically, coherent pulses of mid-infrared (mid-IR) radiation, i.e. at wavelengths longer 
than 3 microns, are intensely sought for a range of applications in the life sciences, 
spectroscopy and environmental sensing but have not readily been available due to various 
technical challenges. These challenges are related not only to detecting and handling mid-IR 
radiation but also to the scarcity of mid-IR sources. Much effort has been invested in 
developing appropriate sources and technology to enable reliable production of such 
sources, but, even 50 years after the invention of the laser, a large portion of the mid-IR 
spectrum remains inaccessible, especially if one is interested in ultrashort pulsed sources. It 
is just within the last years that optical technology has made a major step forward; recent 
advances in fiber technologies are becoming available and reliable nonlinear media are now 
accessible. However, the current generation of mid-IR sources is not yet nearly as advanced 
as those in the near-IR. The various approaches and techniques often cover very narrow 
spectral ranges, come with very low output power, or are unable to provide short pulses of 
radiation. The last point in particular is common to the majority of mid-IR sources 
commonly used to date. Another drawback is that these very specific sources are typically 
designed as a specialists tool for a particular application. Very few systems have been 
designed to offer a robust, all-round performance in a flexible, upgradeable format. Thus, 
mid-IR sources often lack flexibility, and, with each source optimised for a very narrow set 
of applications (or perhaps even just one application), mid-IR source development has 
fractured into different specialist areas, resulting in a lack of coherence across the field, and 
ultimately thwarting the advancement of mid-IR science and technology. 
In this chapter we will restrict ourselves to sources of ultrashort pulses in the mid-IR 
spectral range. We will begin by motivating the development of sources as well as some 
technical limitations, mention some available sources as well as describe our new platform 
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spectral range. We will begin by motivating the development of sources as well as some 
technical limitations, mention some available sources as well as describe our new platform 
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for ultrashort pulses and describe why it promises to even surpass the performance of the 
current state-of-the art NIR systems. 
The range of applications of such a mid-IR source is immense, particularly in bio-medical 
and biological research. Figure 1 shows a compilation of information relative to these fields, 
absorption curves of tissue and water as well as absorption bands of molecules which 
constitute the building blocks of life. 
 

 
Fig. 1. Shown are common (long pulse) laser sources and the wavelength range accessible in 
the mid-IR by the system described in this chapter. Overlaid are the the absorption curves 
and scattering in tissue together with major absorption bands of marker molecules and 
compounds of interest; adapted from Peng et al. (2008) 

Figure 1 clearly demonstrates that, while visible wavelengths are more suitable for imaging 
applications, due to a longer penetration depth, mid-IR wavelengths hold a clear advantage 
in terms of selectivity and rapid (and localized) absorption. In fact, femtosecond lasers can 
function as a pair of nano-scissors in sub-cellular surgery and have potential applications in 
a single organelle or chromosome dissection, inactivation of specific genomic regions on 
individual chromosomes and highly localised gene and molecular transfer. The major 
advantage of pulsed laser nano-surgery is the well-controlled and non-invasive capability of 
severing sub-cellular structures with high accuracy in time and three-dimensional space. 
Spectroscopy of cellular compounds or volatile components in human breath will have its 
highest sensitivity and selectivity in the mid-IR since those wavelengths cover most of the 
molecular absorption bands and since each molecule or compound has its specific 
fingerprint. By closely monitoring the spectral shifts or changes in line strength, it will 
become possible to see how those compounds behave in their environment. Ordinary 
human breath is teeming with bio-molecules that can reveal the presence or absence of 
certain diseases or metabolic processes. To date, researchers have identified over 1000 
different compounds contained in human breath that have both endogenous and exogenous 
origins, and provide information about physiological processes occurring in the body, as 
well as environment-related ingestion or absorption of contaminants. Just as bad breath can 
indicate dental problems, the identification and measurement of molecules in exhaled 
breath can provide a window into the metabolic state of the human body. While the 
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presence and concentration of many of these molecules are currently not well understood, 
many biomarker molecules have been correlated to specific diseases and metabolic 
processes. Such correlations provide the potential for non-invasive methods of health 
screening for a wide variety of medical conditions, including detecting the presence of 
cancer, monitoring respiratory diseases, assessing liver and kidney function, and 
determining exposure to toxins. For example: excess methylamine may signal liver and 
kidney disease; ammonia may be a sign of renal failure; elevated acetone levels can indicate 
diabetes; and nitric oxide levels may be used to diagnose asthma. More sensitive, earlier 
detection of disease is obviously highly desirable in all cases, but in many conditions this 
can spell the difference between life and death. 
While many of the above-mentioned applications can be covered by continuous wave or 
long-pulse sources, some applications will significantly benefit from ultrashort pulsed 
sources. This can be due either to the fact that shorter pulses usually go hand in hand with 
high achievable intensities, as required for nanosurgery applications, or to the pulse’s broad 
spectral bandwidth, which allows easy detection over many absorption bands instead of 
arduous scanning. In particular, high intensities and well controlled electrical fields are the 
basic requirement for investigations in fundamental strong field physics, when the laser 
electric field strength approaches that of the atomic binding energy in the matter. Almost all 
such investigations are extremely sensitive to the electric field structure of the laser pulse, 
require high repetition rates due to the low probability of the processes under investigation, 
and are particularly sensitive to the wavelength of the driving laser. 
Many strong field physics experiments involve the measurement of photoionised electrons, 
which makes mid-IR pulses very interesting, since they allow for a much clearer 
discrimination between tunnelling and multi-photon ionisation, whereas current ultrashort 
NIR laser sources operate in a mix of multi-photon and tunnelling ionisation regimes. The 
lower photon energy of mid-IR pulses can be used to create strong field experiments that 
clearly involve tunnelling ionisation only, allowing investigation of fundamental atomic 
processes with unprecedented clarity. 
Another growing area of interest is the production of attosecond (10−18s) pulses from ultrashort 
intense femtosecond lasers. Attosecond pulses with a carrier frequency corresponding to 
extreme ultraviolet wavelength can be produced from short-pulse laser systems, using high 
order harmonic generation (HHG) as coherent up-shifting mechanism from the near-IR drive 
laser (Mcpherson et al. (1987); Ferray et al. (1988)). The availability of few-cycle mid-IR light 
pulses for this purpose should yield shorter attosecond pulses due to a square of wavelength 
dependence of the shortest wavelength reachable via HHG (Sheehy et al. (1999); Gordon and 
Kaertner (2005)). Recent experiments have confirmed this scaling of the harmonic cutoff with 
drive wavelength, while showing that predicted losses in harmonic yield (Tate et al. (2007)) 
can be compensated by taking advantage of more favourable HHG phase matching at longer 
wavelengths (Popmintchev et al. (2008)). Based on their results we expect a 3 μm source to 
generate harmonic spectra extending to a photon energy well above 1 keV. 
A unique feature of the source we present here is its ability to operate at extremely high 
repetition rates. Higher repetition rates help to improve signal to noise ratio for most 
experiments, but they are also essential for some in strong field physics; for instance, particle 
coincidence experiments with reaction microscopes (COLTRIMS) (Moshammer et al. (1996)) 
permit the investigation of atomic and molecular processes with unprecedented scrutiny, 
but are limited mainly by the stability of current lasers due to the low cross sections of the 
processes under investigation; the measurement time is, in practice, nearly always longer 
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but are limited mainly by the stability of current lasers due to the low cross sections of the 
processes under investigation; the measurement time is, in practice, nearly always longer 



 Coherence and Ultrashort Pulse Laser Emission 

 

284 

than the time over which the best lasers can deliver constant performance. Using a 100 kHz 
repetition rate, experiments taking six days with a 1 kHz system can be completed in 90 
min, greatly reducing the demands on the laser system stability. 
Many of the demands of strong field physics are extremely challenging for any laser system. 
In particular, the generation of single attosecond pulses requires driving pulse durations of 
only a few cycles of the underlying electric field, and a stable carrier-to-envelope phase 
(CEP). The CEP is the offset between the peak of the pulse intensity envelope and the peak 
of the underlying electric field, as shown in Fig. 2. For a pulse whose duration is many 
cycles of the electric field, this parameter is relatively unimportant, but for a few-cycle pulse 
such as the one shown in Fig. 2, the structure of the electric field can vary strongly with the 
CEP value, and can adversely affect an experiment. CEP stability is therefore necessary to 
maintain the electric field shape between successive laser pulses, and is a considerable 
technical challenge for even the most advanced systems. 
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Fig. 2. The left panel shows the intensity envelope (blue, dashed) and electric field structure 
(red, solid) of a few-cycle pulse, with the definition of the carrier envelope phase shown in 
the inset. The CEP must be controlled to ensure the electric field structure is constant from 
pulse to pulse. The immense bandwidth needed to support such a few-cycle pulse is shown 
in the right panel, for pulses centered at 800 nm (red) and 3250 nm (blue), plotted against 
pulse duration in optical cycles. 

Current high-energy feedback stabilised systems are capable of CEP locked operation for 
several hours at most. Total CEP stability of the laser source is essential for many 
experiments, both in attoscience measurements which typically involve large scans of 
pump-pulse delay times, and even more so for photoionisation experiments. For example, 
the measurement of double ionisation demands CEP stability over about 12 hours with a 1 
kHz repetition rate; an unrealistic requirement from current electronically stabilised 
systems. As we will see in the following sections, moving central wavelengths to the mid-IR 
allows us to use a method of passive CEP stabilisation that has been proven to operate with 
no slow drifts over >240 hours. Finally, generating ultrashort pulses in the mid-IR 
necessarily requires the generation of large bandwidths, with few-cycle mid-IR pulse spectra 
covering hundreds of nanometers – the bandwidths of pulses at 800 and 3250 nm are shown 
in Fig. 2, normalised to the pulse duration in optical cycles. These spectra have the ability to 
cover simultaneously many vibrational transitions in important molecules, and this 
combined with the intrinsic potential CEP stability opens a wide range applications (Thorpe 
and Ye (2008)). Generating and amplifying such a bandwidth requires careful management 
of dispersion throughout the laser system, in a wavelength range where many materials 
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have anomalous dispersion, poorly characterized dispersion curves or limited transmission 
bandwidth. Control of the bandwidth and spectral phase is essential for few-cycle pulse 
generation, as is an accurate method of pulse characterisation. 

2. Few-cycle mid-IR pulse generation 
The development of any ultrashort pulsed source in the mid-IR should not only match but 
ideally surpass the abilities of current NIR sources. State of the art pulse durations at centre 
wavelengths in the visible to NIR currently lie in the few-cycle range at repetition rates up to 
several kHz. Sources are nearly exclusively based on Ti:Sapphire chirped pulse amplification 
(CPA) systems, combined with spectral broadening via gas-filled hollow fibres (Nisoli et al. 
(1998)) or filamentation (Hauri et al. (2004)) and compression in the visible to near-IR (NIR) 
with chirped mirrors (Schenkel et al. (2003)) to routinely generate pulses with durations of a 
few cycles of the electric field. These systems are intrinsically limited to the NIR by their 
reliance on Ti:Sapphire CPA, and as such cannot be directly reproduced in the mid-IR. The 
way to access ultrashort pulses in the mid-IR proceeds nearly exclusively via three wave 
mixing in nonlinear crystals and specifically parametric amplification to overcome the limited 
gain bandwidth of Ti:Sapphire or other solid state gain media. 
We would like here to distinguish between optical parametric amplification (OPA) and optical 
parametric chirped pulse amplification (OPCPA) approaches, even though, strictly speaking, 
all sources of ultrashort pulses are OPCPA due to the near impossibility of avoiding chirp. The 
distinction is made therefore by labelling OPA as an approach without intended and pre-
defined chirp in contrast to OPCPA where the seed pulse to be amplified has to acquire a pre-
defined chirp. This distinction is nevertheless important, as OPA based approaches are limited 
in energy due to the high peak powers of the pump pulse used in the process. 
Probably the most established method to access ultrashort mid-IR pulses is via non-collinear 
OPA of some white light continuum or frequency shifted output, from Ti:Sapphire (Wilhelm 
et al. (1997)) or, more recently, Yb-based fiber CPA systems (Schriever et al. (2008)). For the 
broad spectra of hollow fibre broadened Ti:Sapphire lasers DFG can also be used (Vozzi et 
al. (2006)), followed by amplification in an OPA using the Ti:Sapphire system as a pump. 
Different implementations of these various approaches have generated few-cycle pulses at 
1.2 – 3 μm (Vozzi et al. (2006); Cirmi et al. (2008); Zhang et al. (2009)) and recently this has 
been extended to longer wavelengths, delivering 25 fs duration pulses at ~ 3 μm, with pulse 
energies of 2 μJ (Brida et al. (2008)). The latter system amplifies a white-light continuum 
with a Ti:Sapphire pump laser to generate an amplified signal at 1.3 μm. In a second stage 
OPA this signal is amplified further, and the idler from the interaction is extracted, which 
has 2 μJ infrared energy at 3 μm. The CEP stability of this system has yet to be proven, and 
scaling to higher energies is limited by the un-chirped nature of the OPA interaction, 
however it is an interesting source of low energy mid-IR pulses. The low energy output 
from such frequency converted systems is very applicable to ultrafast spectroscopy, where it 
has found many uses (Nibbering and Elsaesser (2004)). 
Mixing of amplified ultrashort pulses from a Ti:Sapphire laser with longer pulses at around 
1 μm wavelength has been shown to produce ultrashort pulses in the mid-IR (Sheehy et al. 
(1999); Rotermund et al. (1999)), but is limited to roughly the duration of the driving laser 
pulse, and suffers from low efficiency. This technique has been a workhorse of ultrafast mid- 
IR spectroscopy, but is unlikely to be scalable to higher energy or few-cycle pulse durations, 
and does not provide CEP stable pulses. 
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than the time over which the best lasers can deliver constant performance. Using a 100 kHz 
repetition rate, experiments taking six days with a 1 kHz system can be completed in 90 
min, greatly reducing the demands on the laser system stability. 
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of the underlying electric field, as shown in Fig. 2. For a pulse whose duration is many 
cycles of the electric field, this parameter is relatively unimportant, but for a few-cycle pulse 
such as the one shown in Fig. 2, the structure of the electric field can vary strongly with the 
CEP value, and can adversely affect an experiment. CEP stability is therefore necessary to 
maintain the electric field shape between successive laser pulses, and is a considerable 
technical challenge for even the most advanced systems. 
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Fig. 2. The left panel shows the intensity envelope (blue, dashed) and electric field structure 
(red, solid) of a few-cycle pulse, with the definition of the carrier envelope phase shown in 
the inset. The CEP must be controlled to ensure the electric field structure is constant from 
pulse to pulse. The immense bandwidth needed to support such a few-cycle pulse is shown 
in the right panel, for pulses centered at 800 nm (red) and 3250 nm (blue), plotted against 
pulse duration in optical cycles. 

Current high-energy feedback stabilised systems are capable of CEP locked operation for 
several hours at most. Total CEP stability of the laser source is essential for many 
experiments, both in attoscience measurements which typically involve large scans of 
pump-pulse delay times, and even more so for photoionisation experiments. For example, 
the measurement of double ionisation demands CEP stability over about 12 hours with a 1 
kHz repetition rate; an unrealistic requirement from current electronically stabilised 
systems. As we will see in the following sections, moving central wavelengths to the mid-IR 
allows us to use a method of passive CEP stabilisation that has been proven to operate with 
no slow drifts over >240 hours. Finally, generating ultrashort pulses in the mid-IR 
necessarily requires the generation of large bandwidths, with few-cycle mid-IR pulse spectra 
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The Generation and Characterisation of Ultrashort Mid-Infrared Pulses   

 

285 

have anomalous dispersion, poorly characterized dispersion curves or limited transmission 
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A more exotic, but elegant, approach to few-cycle mid-IR pulse generation (Fuji et al. 
(2006)), uses a four wave mixing process generated inside a filament in air. The interaction 
of the 800 nm fundamental of a Ti:Sa system and its second harmonic results in an 13 fs 1.3 
cycle pulse with 1.5 μJ energy at a wavelength of 3.4 μm and extremely broad bandwidth. 
However, this system has poor efficiency, requiring 1.8 mJ of fundamental to generate just 
over 1 μJ. Moreover, the repetition rate is low at 1 kHz, and the stability of such a system is 
unclear. Furthermore the scalability is inherently limited to μJ energies due to the intensity 
clamping in the filament, which limits the pump energy to ~1 mJ for ~ 30 fs pulses. 

2.1 OPCPA in the mid-IR 
 

 
Fig. 3. Mid-IR ultrashort pulse sources. A summary of the ultrashort pulses available in the 
mid-IR. The colour scale represents repetition rate, while the size of each circle corresponds 
to the energy per pulse. The system described in this chapter lies in the top left quadrant of 
the picture. 
An alternative approach to frequency-shifting of NIR laser systems is direct amplification of 
ultrashort mid-IR pulses using optical parametric chirped pulse amplification (OPCPA). 
OPCPA involves the amplification of broad-bandwidth chirped seed pulses using a 
narrowband, typically pico-to-nanosecond pump laser. This approach allows amplification 
across a huge range of central wavelengths in the NIR and mid-IR with ultra-broad gain 
bandwidths that make possible the direct amplification of few-cycle pulses. Indeed, NIR 
OPCPA sources have demonstrated that they can directly produce amplified few-cycle 
pulses as short as 5.5 fs (Adachi et al. (2008)). OPCPA systems have already been reported at 
2.1 μm (Fuji et al. (2006)) and in the mid-IR at 3.2 μm (Chalus et al. (2009)). 
Unlike the gain-storage media used in traditional CPA amplifiers, no energy is deposited in 
OPCPA, meaning that the possible pulse repetition rates are limited only by available pump 
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laser technologies. In contrast to OPA based schemes, OPCPA uses a long pump and 
chirped seed pulse, allowing the energy of the systems to be scaled up even to joule level 
energies (Chekhlov et al. (2006); Lozhkarev et al. (2006)). The previous two references are 
NIR OPCPA systems pumped by the second harmonic of the pump laser, and so moving to 
the mid-IR where pumping with the fundamental is possible should already increase the 
output energies. OPCPA is the only technology that currently offers the possibility of scaling 
up ultrashort mid- IR pulse energies to the Joule level. 

2.2 OPCPA pump laser selection 
OPCPA fundamentally is a nonlinear three-wave mixing process, and as such requires 
adequate (high) pump intensities to generate gain in reasonable crystal lengths. We can identify 
three main regimes for such pump sources: femtosecond, picosecond and nanosecond. Thus, a 
significant challenge is the selection of an appropriate pump laser for the OPCPA process. 
Femtosecond systems with significant pump pulse energy typically employ CPA. The 
advantage of such an approach is that an OPCPA could serve as a back-end to simply 
extend the CPA’s wavelength regime. The significant drawback is a highly complex system 
which inherits any problem that the CPA system might already have. Additional issues that 
one might have to address are the synchronisation between pump and seed over long path 
lengths as well as short pump pulses which could be beneficial in terms of achieving high 
pulse contrasts but as well limiting achievable efficiency. 
Nanosecond durations are easily available from well developed pump sources, especially Q-
switched Nd:YAG sources. Such lasers are very simple and reliable but their nanosecond 
duration requires very large seed stretch factors to be efficient in OPCPA. Especially the 
recompression to few-cycle pulse duration is far from trivial and could come with penalties 
in achievable contrast. Injection seeding or some form of synchronization of such Q-
switched lasers is required due to their large pulse to pulse jitter. They typically also require 
longer crystal lengths to achieve significant gain, which can limit the bandwidth. However, 
nanosecond systems can produce energies orders of magnitude greater than femtosecond 
systems for a similar price. 
Picosecond systems present a good compromise in terms of readily achieving pump pulse 
intensities for OPCPA whilst requiring moderate seed stretch factors and avoiding the 
complexity of CPA based pumps. Master-oscillator power-amplifier (MOPA) pump lasers 
with picosecond duration are commercially available in a wide range of configurations, with 
excellent performance characteristics and at repetition rates up to a few hundred kHz. These 
higher repetition rates can increase signal to noise ratios in experiments, and reduce data 
collection times, but only if the laser stability is not degraded by the increased repetition 
rate. As we have mentioned before, OPCPA as a technique is virtually repetition rate 
insensitive as no energy is deposited in the crystals, however, the pump laser’s stability has 
a direct influence on the stability of the OPCPA, such that this parameter becomes  
extremely important. For example, during investigation of the change of absorption in a 
material as in (Gertsvolf et al. (2008)) fluctuations over a few percent already limited the 
measurement. As of today, OPCPA sources have achieved stabilities from 1.5% and higher 
(Tavella et al. (2010); Ishii et al. (2005)) while solid state lasers perform on a better level. 
It should be noted that recent developments in high repetition rate and high energy fibre 
laser systems offer an interesting option for pumping OPCPA systems. These systems 
typically offer only a few hundred microjoules of energy but operate at repetition rates of a 
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OPCPA involves the amplification of broad-bandwidth chirped seed pulses using a 
narrowband, typically pico-to-nanosecond pump laser. This approach allows amplification 
across a huge range of central wavelengths in the NIR and mid-IR with ultra-broad gain 
bandwidths that make possible the direct amplification of few-cycle pulses. Indeed, NIR 
OPCPA sources have demonstrated that they can directly produce amplified few-cycle 
pulses as short as 5.5 fs (Adachi et al. (2008)). OPCPA systems have already been reported at 
2.1 μm (Fuji et al. (2006)) and in the mid-IR at 3.2 μm (Chalus et al. (2009)). 
Unlike the gain-storage media used in traditional CPA amplifiers, no energy is deposited in 
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laser technologies. In contrast to OPA based schemes, OPCPA uses a long pump and 
chirped seed pulse, allowing the energy of the systems to be scaled up even to joule level 
energies (Chekhlov et al. (2006); Lozhkarev et al. (2006)). The previous two references are 
NIR OPCPA systems pumped by the second harmonic of the pump laser, and so moving to 
the mid-IR where pumping with the fundamental is possible should already increase the 
output energies. OPCPA is the only technology that currently offers the possibility of scaling 
up ultrashort mid- IR pulse energies to the Joule level. 

2.2 OPCPA pump laser selection 
OPCPA fundamentally is a nonlinear three-wave mixing process, and as such requires 
adequate (high) pump intensities to generate gain in reasonable crystal lengths. We can identify 
three main regimes for such pump sources: femtosecond, picosecond and nanosecond. Thus, a 
significant challenge is the selection of an appropriate pump laser for the OPCPA process. 
Femtosecond systems with significant pump pulse energy typically employ CPA. The 
advantage of such an approach is that an OPCPA could serve as a back-end to simply 
extend the CPA’s wavelength regime. The significant drawback is a highly complex system 
which inherits any problem that the CPA system might already have. Additional issues that 
one might have to address are the synchronisation between pump and seed over long path 
lengths as well as short pump pulses which could be beneficial in terms of achieving high 
pulse contrasts but as well limiting achievable efficiency. 
Nanosecond durations are easily available from well developed pump sources, especially Q-
switched Nd:YAG sources. Such lasers are very simple and reliable but their nanosecond 
duration requires very large seed stretch factors to be efficient in OPCPA. Especially the 
recompression to few-cycle pulse duration is far from trivial and could come with penalties 
in achievable contrast. Injection seeding or some form of synchronization of such Q-
switched lasers is required due to their large pulse to pulse jitter. They typically also require 
longer crystal lengths to achieve significant gain, which can limit the bandwidth. However, 
nanosecond systems can produce energies orders of magnitude greater than femtosecond 
systems for a similar price. 
Picosecond systems present a good compromise in terms of readily achieving pump pulse 
intensities for OPCPA whilst requiring moderate seed stretch factors and avoiding the 
complexity of CPA based pumps. Master-oscillator power-amplifier (MOPA) pump lasers 
with picosecond duration are commercially available in a wide range of configurations, with 
excellent performance characteristics and at repetition rates up to a few hundred kHz. These 
higher repetition rates can increase signal to noise ratios in experiments, and reduce data 
collection times, but only if the laser stability is not degraded by the increased repetition 
rate. As we have mentioned before, OPCPA as a technique is virtually repetition rate 
insensitive as no energy is deposited in the crystals, however, the pump laser’s stability has 
a direct influence on the stability of the OPCPA, such that this parameter becomes  
extremely important. For example, during investigation of the change of absorption in a 
material as in (Gertsvolf et al. (2008)) fluctuations over a few percent already limited the 
measurement. As of today, OPCPA sources have achieved stabilities from 1.5% and higher 
(Tavella et al. (2010); Ishii et al. (2005)) while solid state lasers perform on a better level. 
It should be noted that recent developments in high repetition rate and high energy fibre 
laser systems offer an interesting option for pumping OPCPA systems. These systems 
typically offer only a few hundred microjoules of energy but operate at repetition rates of a 
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few hundred kHz (Roser et al. (2005)) or even MHz repetition rates (Boullet et al. (2009)). 
These systems allow the use of small stretch factors in the OPCPA chain, and their low 
energy means that the short pulse duration does not lead to unreasonable requirements for 
large crystal apertures. They do offer the possibility of extremely high average powers, and 
more importantly near alignment-free OPCPA systems. 

3. Experimental implementation of a mid-IR OPCPA source 
In the remainder of this chapter we will describe an implementation of the sort of mid-IR 
ultrashort pulsed source motivated by the applications described in the introduction. The 
source has been designed to provide an extremely stable, high repetition rate pulsed source, 
with stable CEP, and capability for few cycle durations. In this implementation we have not 
explored the high energy capability of mid-IR OPCPA, but the possibility of upgrading the 
source is there, simply through the addition of extra amplifier stages. The source is compact, 
stable, easy to operate and we believe this approach leads to a source that can fulfil the key 
criteria needed across a wide range of applications in biology, spectroscopy, and strong field 
physics. 

3.1 Generation of a CEP stable mid-IR seed pulse 
There are currently no available broadband oscillators operating in the mid-IR, and thus the 
seed pulse for our system must be generated from a shorter wavelength oscillator and a 
nonlinear process. This in fact is very advantageous for a ultrashort long wavelength system, 
as it allows us to use a combination of standard, well-developed oscillator technology, and also 
to passively stabilise the CEP via difference frequency generation (DFG). 
By mixing pulses with central wavelengths of 1050 nm and 1550 nm in an appropriate 
nonlinear crystal, a pulse can be generated via DFG at 3200 nm central wavelength. This 
pulse is the idler of the three wave mixing interaction, and the phase of the pump, signal 
and idler pulses (φp,φs & φi) in the interaction can be expressed as the following 
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Where Δk = ks + ki − kp is the wave-vector mismatch, φx(0) is the input phase of the pulses, f is 
the fractional depletion of the pump energy, γ  is a gain coefficient dependent on the crystal 
parameters, and z is the crystal length. In the case of perfect phasematching Δk = 0, the 
expression becomes simply 
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If the pump and seed pulses in the interaction originate from the same laser oscillator, they 
will have the same, although rapidly changing, CEP value. In the DFG interaction, the 
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difference between φp(0)−φs(0) is therefore constant, and the idler phase is passively 
stabilised to a constant value. This principle has been successfully demonstrated 
experimentally (Baltuska et al. (2002)), and allows locking of the CEP phase to a fixed value 
with much less complexity than active-feedback systems commonly used in e.g. Ti:Sapphire 
oscillator systems. The effect of imperfect phasematching is to couple the output CEP to 
fluctuations in the pump laser intensity via the f parameter, but for a stable pump laser and 
a correctly aligned OPA this does not affect the CEP stability in a drastic way (Renault et al. 
(2007)). 
In our experimental realisation, the seed for our OPCPA system is derived from a two-color 
fibre laser system (Toptica Photonics) which delivers amplified and phase-coherent 
ultrashort pulses at 1050 nm (48 fs, 16 mW) and 1550 nm (75 fs, 180 mW). The use of fibre 
laser ensures excellent timing stability between the two arms, alignment free and hands-off 
operation over long operation times. To generate the required ultrabroad mid-IR seed pulse, 
we use a difference-frequency generation (DFG) stage: DFG between the frequency shifted 
pulses from the fibre system allows generation of a seed pulse in the mid-IR spectral region 
which in our case stretches from 3000-4000 nm at the 1/e2 level. This configuration should 
passively stabilise the CEP of the generated idler pulses as described above, and 
measurements using the same fibre oscillator have shown timing jitter between the two 
arms to be less than 21 as over 200 hours, corresponding to a CEP drift of less than 90 mrad 
over this time, without complicated locking electronics or feedback loops (Adler et al. 
(2007)). There is also no need for octave spanning oscillators nor seed bandwidths and as a 
consequence complexity is reduced significantly. 
DFG is achieved with a simple, 2 mm long, periodically poled lithium niobate crystal 
(PPLN) which yields a sub-picosecond duration mid-IR pulse with a spectrum covering 400 
nm of bandwidth at the FWHM level with a power of about 1.5mW at 100MHz, 
corresponding to a transform limited pulse duration of 33 fs (Fig. 4). The PPLN crystal is 
poled in a fan-out geometry to allow fine-tuning of the phasematching bandwidth; the 
spatial variation of the fan-out poling is however chosen to vary slowly enough in order to 
avoid noticeable spatial chirp across the generated mid-IR beam. In order to preserve the 
CEP of the optically stabilized seed pulse, care must be taken with the system design. The 
entire OPCPA is enclosed in an air-tight insulated box, with a beam height of just 63 mm 
chosen to minimise mechanical vibrations of the mounts. The optics are mounted on 25 mm 
diameter stainless steel pedestals for optimum stability. The consideration of the CEP  
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Fig. 4. Mid-IR seed generation. The two colour output from a commercial fiber MOPA 
system (FFS, Toptica Photonics) generates, via DFG, self-CEP stable, 3.2 μm radiation.  
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few hundred kHz (Roser et al. (2005)) or even MHz repetition rates (Boullet et al. (2009)). 
These systems allow the use of small stretch factors in the OPCPA chain, and their low 
energy means that the short pulse duration does not lead to unreasonable requirements for 
large crystal apertures. They do offer the possibility of extremely high average powers, and 
more importantly near alignment-free OPCPA systems. 

3. Experimental implementation of a mid-IR OPCPA source 
In the remainder of this chapter we will describe an implementation of the sort of mid-IR 
ultrashort pulsed source motivated by the applications described in the introduction. The 
source has been designed to provide an extremely stable, high repetition rate pulsed source, 
with stable CEP, and capability for few cycle durations. In this implementation we have not 
explored the high energy capability of mid-IR OPCPA, but the possibility of upgrading the 
source is there, simply through the addition of extra amplifier stages. The source is compact, 
stable, easy to operate and we believe this approach leads to a source that can fulfil the key 
criteria needed across a wide range of applications in biology, spectroscopy, and strong field 
physics. 

3.1 Generation of a CEP stable mid-IR seed pulse 
There are currently no available broadband oscillators operating in the mid-IR, and thus the 
seed pulse for our system must be generated from a shorter wavelength oscillator and a 
nonlinear process. This in fact is very advantageous for a ultrashort long wavelength system, 
as it allows us to use a combination of standard, well-developed oscillator technology, and also 
to passively stabilise the CEP via difference frequency generation (DFG). 
By mixing pulses with central wavelengths of 1050 nm and 1550 nm in an appropriate 
nonlinear crystal, a pulse can be generated via DFG at 3200 nm central wavelength. This 
pulse is the idler of the three wave mixing interaction, and the phase of the pump, signal 
and idler pulses (φp,φs & φi) in the interaction can be expressed as the following 

 
2

2
d(0)

2 2
s

s s
s

kkz z
f

γ
φ φ

γ
ΔΔ

= − +
+∫  (1) 

 d(0)                  
2 1p p

f zk
f

φ φ Δ
= −

−∫  (2) 

 (0) (0) / 2    
2i p s
kzφ φ φ π Δ

= − − −  (3) 

Where Δk = ks + ki − kp is the wave-vector mismatch, φx(0) is the input phase of the pulses, f is 
the fractional depletion of the pump energy, γ  is a gain coefficient dependent on the crystal 
parameters, and z is the crystal length. In the case of perfect phasematching Δk = 0, the 
expression becomes simply 
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If the pump and seed pulses in the interaction originate from the same laser oscillator, they 
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difference between φp(0)−φs(0) is therefore constant, and the idler phase is passively 
stabilised to a constant value. This principle has been successfully demonstrated 
experimentally (Baltuska et al. (2002)), and allows locking of the CEP phase to a fixed value 
with much less complexity than active-feedback systems commonly used in e.g. Ti:Sapphire 
oscillator systems. The effect of imperfect phasematching is to couple the output CEP to 
fluctuations in the pump laser intensity via the f parameter, but for a stable pump laser and 
a correctly aligned OPA this does not affect the CEP stability in a drastic way (Renault et al. 
(2007)). 
In our experimental realisation, the seed for our OPCPA system is derived from a two-color 
fibre laser system (Toptica Photonics) which delivers amplified and phase-coherent 
ultrashort pulses at 1050 nm (48 fs, 16 mW) and 1550 nm (75 fs, 180 mW). The use of fibre 
laser ensures excellent timing stability between the two arms, alignment free and hands-off 
operation over long operation times. To generate the required ultrabroad mid-IR seed pulse, 
we use a difference-frequency generation (DFG) stage: DFG between the frequency shifted 
pulses from the fibre system allows generation of a seed pulse in the mid-IR spectral region 
which in our case stretches from 3000-4000 nm at the 1/e2 level. This configuration should 
passively stabilise the CEP of the generated idler pulses as described above, and 
measurements using the same fibre oscillator have shown timing jitter between the two 
arms to be less than 21 as over 200 hours, corresponding to a CEP drift of less than 90 mrad 
over this time, without complicated locking electronics or feedback loops (Adler et al. 
(2007)). There is also no need for octave spanning oscillators nor seed bandwidths and as a 
consequence complexity is reduced significantly. 
DFG is achieved with a simple, 2 mm long, periodically poled lithium niobate crystal 
(PPLN) which yields a sub-picosecond duration mid-IR pulse with a spectrum covering 400 
nm of bandwidth at the FWHM level with a power of about 1.5mW at 100MHz, 
corresponding to a transform limited pulse duration of 33 fs (Fig. 4). The PPLN crystal is 
poled in a fan-out geometry to allow fine-tuning of the phasematching bandwidth; the 
spatial variation of the fan-out poling is however chosen to vary slowly enough in order to 
avoid noticeable spatial chirp across the generated mid-IR beam. In order to preserve the 
CEP of the optically stabilized seed pulse, care must be taken with the system design. The 
entire OPCPA is enclosed in an air-tight insulated box, with a beam height of just 63 mm 
chosen to minimise mechanical vibrations of the mounts. The optics are mounted on 25 mm 
diameter stainless steel pedestals for optimum stability. The consideration of the CEP  
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Fig. 4. Mid-IR seed generation. The two colour output from a commercial fiber MOPA 
system (FFS, Toptica Photonics) generates, via DFG, self-CEP stable, 3.2 μm radiation.  
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stability also defined our choice of stretcher system, as reports in the literature have 
identified the sensitivity of CEP stabilised systems to mechanical drifts in grating based 
stretcher or compressor systems. As such we prefer to use bulk stretching in a block of 
sapphire to avoid sensitivity to these drifts. Simulations of the DFG output show that the 
mid-IR pulse is already negatively chirped (Chalus et al. (2008)) to approximately 200 fs 
duration, and that a 5 cm long block of undoped Sapphire is sufficient to further negatively 
stretch the pulse to 6 ps compared to the pulse duration of 9 ps. 
The stretched pulse duration must be a significant fraction of the pump pulse duration for 
good energy extraction, however, in high gain OPCPA stages the temporally varying 
intensity of a gaussian pump pulse can cause reduced gain for the edges of the chirped seed 
spectrum. A balance needs to be found between the pulse stretching and the effect on the 
bandwidth (Moses et al. (2009)). By modelling the relationship between gain and stretched 
pulse duration in our system, we have found that a combination of different stretched pulse 
durations in our amplifiers is the best configuration for our system. Because we are using a 
bulk stretcher, we can easily split the stretching into three separate stages, allowing the use 
of a short 1 ps stretched pulse in the first amplifier to optimise bandwidth and the cost of 
only a small reduction in energy extraction, while stepping up the pulse duration to 4 ps in 
the second and 6 ps in the third amplifier, where the low gain has less effect on the spectral 
width, and good temporal overlap allows efficient energy extraction. The stretched mid-IR 
seed pulse is difficult to characterise temporally, and we estimate the ratio between the 
pump duration and seed duration by changing their timing overlap in the first OPCPA 
stage and monitoring the spectral shift and idler energy. 
The pump laser used for the OPCPA is a picosecond high-average-power pump laser from 
Lumera Laser GmbH. It operates at 1064 nm with 100 kHz at 40W output power and with 
pulse duration of 8 ps. Its spatial mode is close to M2 ≈1.2 and it has stability better than 
from the most advanced Ti:Sa CPA systems; power fluctuations of <0.4% pulse–to–pulse 
and <0.1% RMS over 15 hrs are routinely observed. The fiber oscillator is used as master 
oscillator and the pump laser’s oscillator is slaved to it to better than 350 fs rms over 6 hours 
via an electronic synchronization unit (Menlo Systems). As will become evident for the 
results we present for this system, the timing jitter between the pump and seed pulses does 
not prevent the generation of extremely stable mid-IR pulses. (Chalus et al. (2009)) 
For optimum stability, mid-IR OPCPA systems should make use of optical synchronization 
of pump and seed pulses, such as that used in (Teisset et al. (2005); Fuji et al. (2006)). While 
electronic stabilisation systems have worked well here and in other OPCPA systems (Witte 
et al. (2005)), passive optical stabilisation offers a simpler, more robust way to cleanly 
synchronise the pump and signal pulses without drift for many hours. It is particularly easy 
in the mid-IR, where the long wavelength of the seed pulse means that the frequency 
shifting needed to seed the pump laser is towards higher frequency, which is usually easier 
to achieve and more efficient than shifting to lower frequencies. 

3.2 The OPCPA amplification chain 
The OPCPA amplifier chain in our system (Fig. 5) consists of three OPCPA stages, each 
configured for a different gain level. The choice of three stages allows us to optimise 
bandwidth, stability and energy extraction: by using the first stage to generate high gain 
with little depletion of the pump, the second stage to slightly deplete the pump and the final 
stage run well into pump depletion, we can take advantage of the fact that a strongly 
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depleted OPCPA amplifier shows approximately linear coupling between pump intensity 
fluctuations and amplified seed fluctuations (Ross et al. (2007)). Using a nearly-depleted and 
depleted stage in series ensures that over a reasonable range of pump laser fluctuations we 
can stay in the optimum range of depletion to maximise the seed stability. The use of a three 
stage OPCPA system also allows us to increase the amplified bandwidth by tuning the first 
and second crystals to amplify slightly different parts of the spectrum. This does reduce the 
total output of the system somewhat, but allows us to increase bandwidth by nearly 100 nm. 
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Fig. 5. Mid-IR OPCPA source layout. The two colour output from a commercial fiber MOPA 
system (FFS, Toptica Photonics) generates, via DFG, self-CEP stable, 3.2 μm radiation. These 
pulses are then stretched and amplified by a triple stage OPCPA pumped by a Nd:YVO4 laser 
(SuperRapid, Lumera Laser) and finally compressed by a Martinez-type compressor. The 
compressor includes a linear deformable mirror with which we fine tune dispersion. 
The operating parameters for the first stage are crucial since the highest gain is achieved 
here. We refrain from operating at maximum possible gain in order to achieve a good 
balance between amplification and parametric fluorescence background. The seed-pump 
spatial ratio is set to ~ 3 : 2. The first stage is a 2 mm fan-out periodically poled MgO:LN 
crystal pumped at an intensity of 60 GWcm−2, giving an energy gain of 8 × 103, close to the 
small signal gain value calculated at 1.1×104. The pump power of 2.1W at 100 kHz results in 
an amplified idler at 3.2 μm centre wavelength, (note that our seed is the idler wave) with a 
bandwidth of 200 nm FWHM and approximately 80 nJ energy. (Fig. 6). The extraction 
efficiency of <1% into the idler is low due to the small pump-signal overlap in time and low  
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Fig. 6. The amplified mid-IR spectra after each OPA stage in the system. The first OPA is 
biased slightly towards shorter wavelengths, while the amplification in the second and third 
OPA broadens the spectrum and shifts it to longer wavelengths 
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stability also defined our choice of stretcher system, as reports in the literature have 
identified the sensitivity of CEP stabilised systems to mechanical drifts in grating based 
stretcher or compressor systems. As such we prefer to use bulk stretching in a block of 
sapphire to avoid sensitivity to these drifts. Simulations of the DFG output show that the 
mid-IR pulse is already negatively chirped (Chalus et al. (2008)) to approximately 200 fs 
duration, and that a 5 cm long block of undoped Sapphire is sufficient to further negatively 
stretch the pulse to 6 ps compared to the pulse duration of 9 ps. 
The stretched pulse duration must be a significant fraction of the pump pulse duration for 
good energy extraction, however, in high gain OPCPA stages the temporally varying 
intensity of a gaussian pump pulse can cause reduced gain for the edges of the chirped seed 
spectrum. A balance needs to be found between the pulse stretching and the effect on the 
bandwidth (Moses et al. (2009)). By modelling the relationship between gain and stretched 
pulse duration in our system, we have found that a combination of different stretched pulse 
durations in our amplifiers is the best configuration for our system. Because we are using a 
bulk stretcher, we can easily split the stretching into three separate stages, allowing the use 
of a short 1 ps stretched pulse in the first amplifier to optimise bandwidth and the cost of 
only a small reduction in energy extraction, while stepping up the pulse duration to 4 ps in 
the second and 6 ps in the third amplifier, where the low gain has less effect on the spectral 
width, and good temporal overlap allows efficient energy extraction. The stretched mid-IR 
seed pulse is difficult to characterise temporally, and we estimate the ratio between the 
pump duration and seed duration by changing their timing overlap in the first OPCPA 
stage and monitoring the spectral shift and idler energy. 
The pump laser used for the OPCPA is a picosecond high-average-power pump laser from 
Lumera Laser GmbH. It operates at 1064 nm with 100 kHz at 40W output power and with 
pulse duration of 8 ps. Its spatial mode is close to M2 ≈1.2 and it has stability better than 
from the most advanced Ti:Sa CPA systems; power fluctuations of <0.4% pulse–to–pulse 
and <0.1% RMS over 15 hrs are routinely observed. The fiber oscillator is used as master 
oscillator and the pump laser’s oscillator is slaved to it to better than 350 fs rms over 6 hours 
via an electronic synchronization unit (Menlo Systems). As will become evident for the 
results we present for this system, the timing jitter between the pump and seed pulses does 
not prevent the generation of extremely stable mid-IR pulses. (Chalus et al. (2009)) 
For optimum stability, mid-IR OPCPA systems should make use of optical synchronization 
of pump and seed pulses, such as that used in (Teisset et al. (2005); Fuji et al. (2006)). While 
electronic stabilisation systems have worked well here and in other OPCPA systems (Witte 
et al. (2005)), passive optical stabilisation offers a simpler, more robust way to cleanly 
synchronise the pump and signal pulses without drift for many hours. It is particularly easy 
in the mid-IR, where the long wavelength of the seed pulse means that the frequency 
shifting needed to seed the pump laser is towards higher frequency, which is usually easier 
to achieve and more efficient than shifting to lower frequencies. 

3.2 The OPCPA amplification chain 
The OPCPA amplifier chain in our system (Fig. 5) consists of three OPCPA stages, each 
configured for a different gain level. The choice of three stages allows us to optimise 
bandwidth, stability and energy extraction: by using the first stage to generate high gain 
with little depletion of the pump, the second stage to slightly deplete the pump and the final 
stage run well into pump depletion, we can take advantage of the fact that a strongly 
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depleted OPCPA amplifier shows approximately linear coupling between pump intensity 
fluctuations and amplified seed fluctuations (Ross et al. (2007)). Using a nearly-depleted and 
depleted stage in series ensures that over a reasonable range of pump laser fluctuations we 
can stay in the optimum range of depletion to maximise the seed stability. The use of a three 
stage OPCPA system also allows us to increase the amplified bandwidth by tuning the first 
and second crystals to amplify slightly different parts of the spectrum. This does reduce the 
total output of the system somewhat, but allows us to increase bandwidth by nearly 100 nm. 
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pulses are then stretched and amplified by a triple stage OPCPA pumped by a Nd:YVO4 laser 
(SuperRapid, Lumera Laser) and finally compressed by a Martinez-type compressor. The 
compressor includes a linear deformable mirror with which we fine tune dispersion. 
The operating parameters for the first stage are crucial since the highest gain is achieved 
here. We refrain from operating at maximum possible gain in order to achieve a good 
balance between amplification and parametric fluorescence background. The seed-pump 
spatial ratio is set to ~ 3 : 2. The first stage is a 2 mm fan-out periodically poled MgO:LN 
crystal pumped at an intensity of 60 GWcm−2, giving an energy gain of 8 × 103, close to the 
small signal gain value calculated at 1.1×104. The pump power of 2.1W at 100 kHz results in 
an amplified idler at 3.2 μm centre wavelength, (note that our seed is the idler wave) with a 
bandwidth of 200 nm FWHM and approximately 80 nJ energy. (Fig. 6). The extraction 
efficiency of <1% into the idler is low due to the small pump-signal overlap in time and low  
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Fig. 6. The amplified mid-IR spectra after each OPA stage in the system. The first OPA is 
biased slightly towards shorter wavelengths, while the amplification in the second and third 
OPA broadens the spectrum and shifts it to longer wavelengths 
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depletion, however operating such a high gain stage with a longer chirped pulse of 6 ps led 
to a reduction in the amplified bandwidth of 50 nm. In any case, the three-stage design does 
not require high efficiency in this first stage. 
The second OPCPA stage uses a crystal identical to the first, pumped with 5.1W average 
pump power to give a pump intensity of 57 GWcm−2. The seed pulse is propagated from the 
first to the second stage collimated, using dielectric mirrors and filters to reject the residual 
pump light and amplified signal from the first OPA at 1550 nm. It passes through the 
second 1 cm sapphire block to stretch the duration to 4 ps, allowing for more efficient 
energy extraction without affecting the bandwidth. The energy gain in the second amplifier 
is 40, leading to an amplified idler energy of 1.2 μJ, and and amplified spectrum of 250 nm 
bandwidth FWHM centered at slightly longer wavelength than the first stage. 
The amplified seed pulse from the second OPCPA stages is again filtered by dielectric filters, 
and passes through the third sapphire block to give a pulse duration of 6 ps as the final 
amplifier seed. The final OPCPA stage is again an identical crystal pumped at the same 
intensity of ~ 55GW/cm2, but uses 20Wof average power to generate over 1Wof amplified 
idler power. This corresponds to 10 μJ per pulse in the idler centered at 3.1 μm, a conversion 
efficiency of 5% which however compares well to other OPCPA systems when the quantum 
efficiency of the process is taken into account. The combination of an idler at 3.1 μm, a signal at 
1.5 μm and a pump at 1 μm means that the signal:idler photon ratio should be approximately 
3:1. The conversion efficiency of 5% therefore implies a total of 5+10=15% conversion into the 
signal and idler from the pump, and is not unreasonable for a broadband OPCPA system 
pumped by a gaussian spatial and temporal profile pump. These values correspond to the 
optimum energy configuration for the OPCPA system, but the bandwidth can be increased as 
mentioned above, by altering the tuning of the second and third stage. By optimising for a 
maximum bandwidth of 350 nm FWHM, the power drops to 550 mW or 5.5 μJ. 
Parametric super-fluorescence has been observed to be a problem from previously reported 
OPCPA systems (Tavella et al. (2005)) and it is vitally important to minimise it in any OPCPA 
setup. To test the parametric superfluorescence of our system, we employed two different 
techniques. Simply blocking the seed, we measured the power output of the full OPCPA chain 
with all pumps set to their operational values. Alternatively, we could use the electronic 
synchronization to delay the seed relative to the pump by 20 ps-5 ns, so that no amplification 
was observed, but any long timescale radiation that might seed a parasitic process was still 
preserved. In both cases, no measurable fluorescence was observed in the reflectivity 
bandwidth of our dielectric mirrors, which runs from 2.8-3.6 μm. In fact, even when running 
with gold-coated mirrors, no measurable or visible fluorescence could be seen from the 
amplifiers. The dynamic range of this measurement is approximately four orders of 
magnitude. We attribute this to a careful choice of low small signal gain in the amplifiers, 
careful filtering between the amplifiers, and the cleanliness of our pump laser in space and 
time. The low parametric fluorescence is a particularly important feature of our system, as 
previous ultrashort OPCPA systems have shown decreased pulse contrast on a long timescale 
due to excessive parametric superfluorescence in the system (Tavella et al. (2005)) 

3.3 Pulse compression 
The amplified idler pulse from the system is negatively chirped, and as such requires a 
positive dispersion compression system. As mentioned before, a non-grating based or bulk 
compressor is preferable to ensure the best CEP stability, but at our mid-IR wavelength this 
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type of compressor is difficult to implement. Transmissive materials with appropriate 
dispersion in the mid-IR such as Silicon or Germanium exhibit high refractive index and 
high absorption (on the order 3200 cm−1), making their use energetically costly even if 
Fresnel losses are removed with proper coatings. For power-scaling of these systems, bulk 
compressors can become extremely costly, and show thermal effects due to their high 
absorption. In contrast, a relatively simple solution is to use a Martinez-type grating based 
system, similar to the stretchers typically employed in the visible to near-IR range. 
Gold gratings with 200 l/mm are both cheap and readily available, and are appropriate for 
compression in this system, while due to the slow change in refractive index across our 
bandwidth in the mid-IR, CaF2 lenses can be used to create the imaging optics. Such a system 
is easily scaleable to higher power levels. As mentioned before, grating based systems are not 
ideal for CEP stabilised systems, however the sensitivity scales inversely with wavelength and 
is further reduced for large line spaced gratings, meaning that for our system should exhibit 
less CEP variation due to the compressor than NIR Ti:Sa systems. Many of these NIR grating 
compressor systems have been successfully CEP stabilised (Kakehata et al. (2004)) and yield 
performance similar to that of prism-based compressor systems. 
Controlling the dispersion across the full 400 nm window of our pulse bandwidth is highly 
challenging, and we have chosen to use a programmable dispersive system to enable fine 
control of the spectral phase. To achieve this, we have placed a 1D deformable mirror with a 
silver-coated membrane (OKO Technology) in the Fourier plane of the 4-f compressor setup. 
It operates with 19 actuators and provides a maximum displacement of 9 μm which 
corresponds to a delay of about 60 fs or a phase of 12π our wavelength range. Each 
actuators’s range is discretized in 4096 steps of about 2 nm addressed individually. The 
mirror is computer controlled and its optimum configuration was obtained by the use of a 
genetic algorithm to converge to the shortest pulse. 
The final compressor setup uses two 200 line/mm gold coated gratings and a M=-1 
telescope created by two 2” diameter 250 mm focal length CaF2 lenses, with the deformable 
mirror used to fold the compressor in the Fourier plane between the lenses. The compressor 
is designed to support 600 nm spectral bandwidth and exhibits a measured transmission 
efficiency of 70% for our current 350 nm bandwidth FWHM. Second order phase is solely 
adjusted through its grating separation with the deformable mirror operating passively 
without any deformation; minimum achievable pulse durations were measured to 85 fs. 
To optimise the pulse duration, we measure the SHG conversion efficiency of the 
compressed pulse and compare it to that of the uncompressed one. This gives an extremely 
rapid feedback on the compressed pulse intensity, while ensuring the measurement is 
independent of any pulse intensity variations. The algorithm considered a population of 60 
individuals, crossover and mutation were included and we took care that no excessively 
steep gradients were applied to neighboring actuators across the membrane. In our case the 
spectrum was spread over approximately 8 actuators only and convergence was achieved 
after about 180 generations. 
Just measuring the SHG intensity not adequate for characterising the resulting pulse duration, 
and we therefore use our FROG measurement device, which will be described in the following 
section, to fully characterise the temporal electric field of the pulse. Figure 7(a) shows a FROG 
measurement of the shortest pulses obtained with the above-mentioned procedure and (b) and 
(c) the retrieved temporal profile and spectrum. The shortest measured pulse duration is 67 fs 
with the transform limit supporting 57 fs, while the compressed energy at the output of the 
system for the shortest pulse was 3.8 μJ. We believe the discrepancy can be assigned to a 
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depletion, however operating such a high gain stage with a longer chirped pulse of 6 ps led 
to a reduction in the amplified bandwidth of 50 nm. In any case, the three-stage design does 
not require high efficiency in this first stage. 
The second OPCPA stage uses a crystal identical to the first, pumped with 5.1W average 
pump power to give a pump intensity of 57 GWcm−2. The seed pulse is propagated from the 
first to the second stage collimated, using dielectric mirrors and filters to reject the residual 
pump light and amplified signal from the first OPA at 1550 nm. It passes through the 
second 1 cm sapphire block to stretch the duration to 4 ps, allowing for more efficient 
energy extraction without affecting the bandwidth. The energy gain in the second amplifier 
is 40, leading to an amplified idler energy of 1.2 μJ, and and amplified spectrum of 250 nm 
bandwidth FWHM centered at slightly longer wavelength than the first stage. 
The amplified seed pulse from the second OPCPA stages is again filtered by dielectric filters, 
and passes through the third sapphire block to give a pulse duration of 6 ps as the final 
amplifier seed. The final OPCPA stage is again an identical crystal pumped at the same 
intensity of ~ 55GW/cm2, but uses 20Wof average power to generate over 1Wof amplified 
idler power. This corresponds to 10 μJ per pulse in the idler centered at 3.1 μm, a conversion 
efficiency of 5% which however compares well to other OPCPA systems when the quantum 
efficiency of the process is taken into account. The combination of an idler at 3.1 μm, a signal at 
1.5 μm and a pump at 1 μm means that the signal:idler photon ratio should be approximately 
3:1. The conversion efficiency of 5% therefore implies a total of 5+10=15% conversion into the 
signal and idler from the pump, and is not unreasonable for a broadband OPCPA system 
pumped by a gaussian spatial and temporal profile pump. These values correspond to the 
optimum energy configuration for the OPCPA system, but the bandwidth can be increased as 
mentioned above, by altering the tuning of the second and third stage. By optimising for a 
maximum bandwidth of 350 nm FWHM, the power drops to 550 mW or 5.5 μJ. 
Parametric super-fluorescence has been observed to be a problem from previously reported 
OPCPA systems (Tavella et al. (2005)) and it is vitally important to minimise it in any OPCPA 
setup. To test the parametric superfluorescence of our system, we employed two different 
techniques. Simply blocking the seed, we measured the power output of the full OPCPA chain 
with all pumps set to their operational values. Alternatively, we could use the electronic 
synchronization to delay the seed relative to the pump by 20 ps-5 ns, so that no amplification 
was observed, but any long timescale radiation that might seed a parasitic process was still 
preserved. In both cases, no measurable fluorescence was observed in the reflectivity 
bandwidth of our dielectric mirrors, which runs from 2.8-3.6 μm. In fact, even when running 
with gold-coated mirrors, no measurable or visible fluorescence could be seen from the 
amplifiers. The dynamic range of this measurement is approximately four orders of 
magnitude. We attribute this to a careful choice of low small signal gain in the amplifiers, 
careful filtering between the amplifiers, and the cleanliness of our pump laser in space and 
time. The low parametric fluorescence is a particularly important feature of our system, as 
previous ultrashort OPCPA systems have shown decreased pulse contrast on a long timescale 
due to excessive parametric superfluorescence in the system (Tavella et al. (2005)) 

3.3 Pulse compression 
The amplified idler pulse from the system is negatively chirped, and as such requires a 
positive dispersion compression system. As mentioned before, a non-grating based or bulk 
compressor is preferable to ensure the best CEP stability, but at our mid-IR wavelength this 
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type of compressor is difficult to implement. Transmissive materials with appropriate 
dispersion in the mid-IR such as Silicon or Germanium exhibit high refractive index and 
high absorption (on the order 3200 cm−1), making their use energetically costly even if 
Fresnel losses are removed with proper coatings. For power-scaling of these systems, bulk 
compressors can become extremely costly, and show thermal effects due to their high 
absorption. In contrast, a relatively simple solution is to use a Martinez-type grating based 
system, similar to the stretchers typically employed in the visible to near-IR range. 
Gold gratings with 200 l/mm are both cheap and readily available, and are appropriate for 
compression in this system, while due to the slow change in refractive index across our 
bandwidth in the mid-IR, CaF2 lenses can be used to create the imaging optics. Such a system 
is easily scaleable to higher power levels. As mentioned before, grating based systems are not 
ideal for CEP stabilised systems, however the sensitivity scales inversely with wavelength and 
is further reduced for large line spaced gratings, meaning that for our system should exhibit 
less CEP variation due to the compressor than NIR Ti:Sa systems. Many of these NIR grating 
compressor systems have been successfully CEP stabilised (Kakehata et al. (2004)) and yield 
performance similar to that of prism-based compressor systems. 
Controlling the dispersion across the full 400 nm window of our pulse bandwidth is highly 
challenging, and we have chosen to use a programmable dispersive system to enable fine 
control of the spectral phase. To achieve this, we have placed a 1D deformable mirror with a 
silver-coated membrane (OKO Technology) in the Fourier plane of the 4-f compressor setup. 
It operates with 19 actuators and provides a maximum displacement of 9 μm which 
corresponds to a delay of about 60 fs or a phase of 12π our wavelength range. Each 
actuators’s range is discretized in 4096 steps of about 2 nm addressed individually. The 
mirror is computer controlled and its optimum configuration was obtained by the use of a 
genetic algorithm to converge to the shortest pulse. 
The final compressor setup uses two 200 line/mm gold coated gratings and a M=-1 
telescope created by two 2” diameter 250 mm focal length CaF2 lenses, with the deformable 
mirror used to fold the compressor in the Fourier plane between the lenses. The compressor 
is designed to support 600 nm spectral bandwidth and exhibits a measured transmission 
efficiency of 70% for our current 350 nm bandwidth FWHM. Second order phase is solely 
adjusted through its grating separation with the deformable mirror operating passively 
without any deformation; minimum achievable pulse durations were measured to 85 fs. 
To optimise the pulse duration, we measure the SHG conversion efficiency of the 
compressed pulse and compare it to that of the uncompressed one. This gives an extremely 
rapid feedback on the compressed pulse intensity, while ensuring the measurement is 
independent of any pulse intensity variations. The algorithm considered a population of 60 
individuals, crossover and mutation were included and we took care that no excessively 
steep gradients were applied to neighboring actuators across the membrane. In our case the 
spectrum was spread over approximately 8 actuators only and convergence was achieved 
after about 180 generations. 
Just measuring the SHG intensity not adequate for characterising the resulting pulse duration, 
and we therefore use our FROG measurement device, which will be described in the following 
section, to fully characterise the temporal electric field of the pulse. Figure 7(a) shows a FROG 
measurement of the shortest pulses obtained with the above-mentioned procedure and (b) and 
(c) the retrieved temporal profile and spectrum. The shortest measured pulse duration is 67 fs 
with the transform limit supporting 57 fs, while the compressed energy at the output of the 
system for the shortest pulse was 3.8 μJ. We believe the discrepancy can be assigned to a 
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number of factors: firstly, the use of SHG conversion efficiency as the feedback to the genetic 
algorithm limits the discrimination between different pulse durations and may not provide an 
adequate guide to finally remove all spectral phase errors. An alternative is to first optimize 
the SHG, then use feedback via the measured pulse duration of the FROG. This provides a 
very strong criteria for the genetic algorithm, but is significantly slower. Additionally, the 
dispersed spectrum covers only 8 actuators in the current system, and changing the lenses of 
the compressor would allow this to be extended to cover more actuators, hence a more 
accurate addressing of the spectral phase. 
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Fig. 7. Measured and retrieved SHG FROG traces of the compressed pulse (FROG Error 
=0.41%). Left: the measured FROG and retrieved spectrum and spectral phase.  
Right: the spectra after each nonlinear stage. 

4. Mid-IR pulse characterisation 
To use few-cycle pulses in any experiment, full and accurate characterisation of the pulse is 
essential, and measurement of e.g. just the temporal intensity of the pulse is not adequate. 
Techniques such as auto-or cross correlation can provide limited information, and for clear 
understanding and control of the pulses we require a measurement that resolves the 
temporal electric field structure of the pulse, such as frequency resolved optical gating 
(FROG) (Trebino (2000)) and spectral phase interferometry for the direct reconstruction of 
electric fields (SPIDER) (Iaconis and Walmsley (1998)). Below we describe a SHG-FROG 
characterization device for mid-infrared pulses, optimised for measurement of true few-
cycle (< 20 fs) mid-IR pulses. It has a working bandwidth of 1000 nm, can resolve 
femtosecond timescale structures over a temporal range of 100 ps and does not suffer from 
time reversal ambiguity as is seen with other SHG-FROG systems. The detector allows us to 
have high spectral resolution and the combined system enables measurement of few-cycle to 
picosecond durations without reconfiguration. 
Characterisation of pulses at centre wavelengths up to 2 μm is relatively straightforward 
using standard techniques but at longer wavelengths, e.g. in the mid-IR, characterisation 
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becomes increasingly arduous. Array detectors are either unavailable, expensive, or come at 
very low resolution and require cryogenic cooling. Optics have to be carefully chosen to 
provide accurate response to the immense bandwidths; note that a 2 cycle pulse at 650 nm is 
associated with a 1/e2 bandwidth of 251 nm whereas it is 1212 nm at 3200 nm. While 
dispersion is low at 3 μm wavelengths, it contributes significantly to few-cycle pulses and 
has to be taken account of in the system design. 
To date there have been several successful implementations of techniques to measure the 
full temporal electric field of ultrashort mid-IR pulses. The XFROG technique has 
characterized 13 fs mid-IR pulses (Fuji and Suzuki (2007)), however it requires a well 
synchronized ultrashort, precisely characterised laser pulse to use as a gate. Free-space 
electro-optic sampling (Grischkowsky et al. (1990)), also requires a synchronised shorter 
sampling pulse, which would have a duration of sub-10 fs if we used this technique at  
~ 3 μm. For frequency converted Ti:Sa systems these pulses are often available, but with 
OPCPA the pulses would have to be generated through a complex frequency shifting 
process, and we may prefer a self-referencing technique such as polarisation-gating (PG-) or 
second-harmonic generation (SHG-) FROG, and SPIDER (Naganuma et al. (1989); Trebino 
(2000); Iaconis and Walmsley (1998)). SPIDER is suited for rapid acquisition (Kornelis et al. 
(2003)) whereas FROG has a simpler experimental arrangement and a wider temporal range. 
PG-FROG is unsuitable due to the finite response time of the nonlinear medium (Delong et 
al. (1995)) which limits its application for few-cycle pulses. SHG-FROG is suitable for those 
pulses (Akturk et al. (2004)); it can also cover a wide range of wavelengths and time 
durations, and is sensitive enough to be used with low energy pulses. 
Temporal characterisation of a mid-IR FEL has been demonstrated via SHG-FROG 
(Richman et al. (1997)) for a 2 ps pulse with a small spectral width of ~40 nm, and a 25 fs 
OPA at 3.2 μm (Brida et al. (2008)). We present here a system whose range extends past both 
these pulse durations, while also operating over a wide range of central wavelengths. 
The setup (Fig. 8) consists of only a Michelson interferometer and measures just 30×30 cm, 
for maximum stability and easy transportation. We use a pellicle beam splitter (Thorlabs) 
with negligible dispersion and a constant splitting ratio over the bandwidth, and a 
retroreflector mounted on a high resolution scanning stage (New Scale Technologies). All 
reflective optics are gold-coated to preserve the broad bandwidth. The stage can scan 15 mm 
with a resolution of 20 nm, corresponding to a time delay of 100 ps with 0.12 fs resolution. 
The corner cube gives a fixed lateral offset for a non-collinear, background free FROG signal  
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Fig. 8. Layout of the SHG-FROG system for mid-IR ultrashort pulse characterisation (see 
text). 
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number of factors: firstly, the use of SHG conversion efficiency as the feedback to the genetic 
algorithm limits the discrimination between different pulse durations and may not provide an 
adequate guide to finally remove all spectral phase errors. An alternative is to first optimize 
the SHG, then use feedback via the measured pulse duration of the FROG. This provides a 
very strong criteria for the genetic algorithm, but is significantly slower. Additionally, the 
dispersed spectrum covers only 8 actuators in the current system, and changing the lenses of 
the compressor would allow this to be extended to cover more actuators, hence a more 
accurate addressing of the spectral phase. 
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Fig. 7. Measured and retrieved SHG FROG traces of the compressed pulse (FROG Error 
=0.41%). Left: the measured FROG and retrieved spectrum and spectral phase.  
Right: the spectra after each nonlinear stage. 

4. Mid-IR pulse characterisation 
To use few-cycle pulses in any experiment, full and accurate characterisation of the pulse is 
essential, and measurement of e.g. just the temporal intensity of the pulse is not adequate. 
Techniques such as auto-or cross correlation can provide limited information, and for clear 
understanding and control of the pulses we require a measurement that resolves the 
temporal electric field structure of the pulse, such as frequency resolved optical gating 
(FROG) (Trebino (2000)) and spectral phase interferometry for the direct reconstruction of 
electric fields (SPIDER) (Iaconis and Walmsley (1998)). Below we describe a SHG-FROG 
characterization device for mid-infrared pulses, optimised for measurement of true few-
cycle (< 20 fs) mid-IR pulses. It has a working bandwidth of 1000 nm, can resolve 
femtosecond timescale structures over a temporal range of 100 ps and does not suffer from 
time reversal ambiguity as is seen with other SHG-FROG systems. The detector allows us to 
have high spectral resolution and the combined system enables measurement of few-cycle to 
picosecond durations without reconfiguration. 
Characterisation of pulses at centre wavelengths up to 2 μm is relatively straightforward 
using standard techniques but at longer wavelengths, e.g. in the mid-IR, characterisation 

The Generation and Characterisation of Ultrashort Mid-Infrared Pulses   

 

295 

becomes increasingly arduous. Array detectors are either unavailable, expensive, or come at 
very low resolution and require cryogenic cooling. Optics have to be carefully chosen to 
provide accurate response to the immense bandwidths; note that a 2 cycle pulse at 650 nm is 
associated with a 1/e2 bandwidth of 251 nm whereas it is 1212 nm at 3200 nm. While 
dispersion is low at 3 μm wavelengths, it contributes significantly to few-cycle pulses and 
has to be taken account of in the system design. 
To date there have been several successful implementations of techniques to measure the 
full temporal electric field of ultrashort mid-IR pulses. The XFROG technique has 
characterized 13 fs mid-IR pulses (Fuji and Suzuki (2007)), however it requires a well 
synchronized ultrashort, precisely characterised laser pulse to use as a gate. Free-space 
electro-optic sampling (Grischkowsky et al. (1990)), also requires a synchronised shorter 
sampling pulse, which would have a duration of sub-10 fs if we used this technique at  
~ 3 μm. For frequency converted Ti:Sa systems these pulses are often available, but with 
OPCPA the pulses would have to be generated through a complex frequency shifting 
process, and we may prefer a self-referencing technique such as polarisation-gating (PG-) or 
second-harmonic generation (SHG-) FROG, and SPIDER (Naganuma et al. (1989); Trebino 
(2000); Iaconis and Walmsley (1998)). SPIDER is suited for rapid acquisition (Kornelis et al. 
(2003)) whereas FROG has a simpler experimental arrangement and a wider temporal range. 
PG-FROG is unsuitable due to the finite response time of the nonlinear medium (Delong et 
al. (1995)) which limits its application for few-cycle pulses. SHG-FROG is suitable for those 
pulses (Akturk et al. (2004)); it can also cover a wide range of wavelengths and time 
durations, and is sensitive enough to be used with low energy pulses. 
Temporal characterisation of a mid-IR FEL has been demonstrated via SHG-FROG 
(Richman et al. (1997)) for a 2 ps pulse with a small spectral width of ~40 nm, and a 25 fs 
OPA at 3.2 μm (Brida et al. (2008)). We present here a system whose range extends past both 
these pulse durations, while also operating over a wide range of central wavelengths. 
The setup (Fig. 8) consists of only a Michelson interferometer and measures just 30×30 cm, 
for maximum stability and easy transportation. We use a pellicle beam splitter (Thorlabs) 
with negligible dispersion and a constant splitting ratio over the bandwidth, and a 
retroreflector mounted on a high resolution scanning stage (New Scale Technologies). All 
reflective optics are gold-coated to preserve the broad bandwidth. The stage can scan 15 mm 
with a resolution of 20 nm, corresponding to a time delay of 100 ps with 0.12 fs resolution. 
The corner cube gives a fixed lateral offset for a non-collinear, background free FROG signal  
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Fig. 8. Layout of the SHG-FROG system for mid-IR ultrashort pulse characterisation (see 
text). 
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while preventing any unwanted beam offset during long range scans. The two parallel 
output beams are focused with a 50mm focal length, off-axis parabolic mirror into the 
nonlinear crystal. The resulting non-collinear SHG is selected by an iris and coupled to a 
spectrometer via an optical fiber. This setup gives us the flexibility to measure broad 
bandwidths over a wide spectral range, with large high resolution time scans allowing 
accurate detection of pre- or post-pulses at picosecond delays, while simultaneously 
detecting a well-resolved femtosecond main pulse. Note that, even though this setup lends 
itself to single-shot measurements - at least up to 3500 nm fundamental wavelength - with 
InGaAs cameras, we refrain from doing so since the temporal dynamic range would be 
severely hampered by the SHG-FROG beam imaging geometry. 
 

Crystal Transparency θ deff ∆θ ∆λ
Range (nm) (deg) (pm/V) (mrad) (nm)

Ag3AsS3 600-13000 19.4 23.4 103.5 1100
AgGaGeS4 700-13000 57.3 17.21 328 3400
AgGaSe2 710-18000 76.5 35.1 1230 865
AgGaS2 500-13000 35.7 9.11 312.5 2350
Ag3SbS3 700-14000 39.5 14.1 112 424
Li:NbO3 330-5500 57.0 3.68 230.5 565

KTA (Type II e-axis) 330-4000 64.4 2.6 270 635  
Table 1. Characteristics of SHG crystals at 3200 nm with 200 μm thickness. Data calculated 
with SNLO (Smith (2009)) θ is the phasematching angle, Δθ is the angular acceptance and 
Δλ is the acceptance bandwidth following Smith (2009). 

Table 1 shows a compilation of nonlinear crystals with a transparency range covering the 
fundamental as well as SH wavelengths, a suitably high deff for efficient conversion, and 
preferably Type I phase-matching to simplify the experimental layout. A pulse duration of 
15 fs, or 1.5 cycles at 3 μm, requires a gaussian spectrum of ~1 μm FWHM, so we need to 
have substantially more than this to avoid strong spectral reshaping during SHG. A thin 
crystal is therefore warranted to support such immense bandwidths, but with the trade-off 
of reduced conversion efficiency. For a spot size of 35 μm, a five-cycle pulse with as low 
energy as 1 nJ results in an intensity of 1 GW/cm2; this is sufficient to generate an adequate 
SH signal. We also need to accommodate a non-collinear angle of 100 mrad and an angular 
content due to focussing of 20 mrad for each of the generating beams. 
KTA will phase-match in type II, and is limited by its transparency range and bandwidth, 
while neither the Ag3AsS3, AgGaSe2, Ag3SbS3, nor the Li:NbO3 have acceptance bandwidths 
that support few-cycle pulses. AgGaGeS4 and AgGaS2 (Silver Thiogallate) support a few-
cycle pulse bandwidth, have adequate angular acceptance for our focussing geometry and a 
broad transparency range. The higher deff and broader bandwidth of the AgGaGeS4 appears 
to make it a better candidate, however this crystal is not readily available, and so we resort 
to using AgGaS2. 
By exchanging the fibre-coupled spectrometer and crystal, we can use our FROG for  
0.4-5 μm central wavelengths, with a Si-detector based spectrometer (Ocean Optics HR 4000) 
for SHG signals from near-IR radiation from 200-1100 nm, an InGaAs spectrometer (Ocean 
optics NIR 256) for SHG from 1000-2500 nm and a Fourier Transform Infra Red 
spectrometer (FTIR) (Oriel MIR8025) for 0.9-10 μm. The first two spectrometers provide 
quick response times, while the FTIR can measure over very large spectral ranges with 
extremely high resolution of up to 0.5 cm−1. The spectrometers and motorised stage are 
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controlled through a home-built LabView program, which also reconstructs the pulse 
duration from the SHG-FROG trace using the PCGPA algorithm on a grid with sizes of up 
to 2048 x 2048 points. Such a large grid is necessary not only to measure and to retrieve with 
high enough resolution and to prevent aliasing but also to converge with a meaningfully 
small FROG error. 
The first test measurement (Fig. 9) shows a richly featured mid-IR pulse from our OPCPA 
system. The center wavelength is at 3200 nm, the pulse energy is 1.2 μJ and its spectrum 
covers about 600 nm. We scanned the delay stage in steps of 6 fs, over a range of 3 ps, 
corresponding to 500 points of delay with a step size of 1 μm. High spectral resolution was 
ensured by the FTIR spectrometer, which recorded and summed 20 spectra at each delay 
point, sampled at a resolution of 1 cm−1. To remove the SHG-FROG time ambiguity, we 
insert an 8 mm Silicon plate in the beam path and observe the sign of the phase change. 
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Fig. 9. (a)Measured FROG trace at 3.2 μm- colour shows the square root of intensity  
(b) Retrieved FROG trace. (c) Retrieved (solid) & measured (dotted) spectrum and phase.  
(d) Retrieved temporal pulse – also shown magnified ×100 (dotted) to highlight the well-
resolved post pulse at 900 fs 
Figure 9 a) shows the measured FROG trace with many complex femtosecond features 
across a >2 ps timescale. The long scan range and excellent signal to noise ratio ensures the 
detection of the post pulses at ~1 ps, while the high resolution FTIR captures the 
corresponding spectral fringes. The low intensity features of the trace are both detected and 
retrieved accurately as shown in Fig. 9 b). In contrast, a measurement with the low-
resolution InGaAs spectrometer captures neither the post pulse nor the fringing. 
Reconstruction with high spectral and temporal resolution requires the use of a large grid 
size (2048x2048), and we achieve excellent agreement, with FROG error 0.0025. The 
retrieved pulses have a duration of 96 fs, corresponding to 9.0 cycles at 3.2 μm, and these 
pulses cover a 45 fs, 4.2 cycle transform limited bandwidth (Fig. 9 c) and d). 
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while preventing any unwanted beam offset during long range scans. The two parallel 
output beams are focused with a 50mm focal length, off-axis parabolic mirror into the 
nonlinear crystal. The resulting non-collinear SHG is selected by an iris and coupled to a 
spectrometer via an optical fiber. This setup gives us the flexibility to measure broad 
bandwidths over a wide spectral range, with large high resolution time scans allowing 
accurate detection of pre- or post-pulses at picosecond delays, while simultaneously 
detecting a well-resolved femtosecond main pulse. Note that, even though this setup lends 
itself to single-shot measurements - at least up to 3500 nm fundamental wavelength - with 
InGaAs cameras, we refrain from doing so since the temporal dynamic range would be 
severely hampered by the SHG-FROG beam imaging geometry. 
 

Crystal Transparency θ deff ∆θ ∆λ
Range (nm) (deg) (pm/V) (mrad) (nm)

Ag3AsS3 600-13000 19.4 23.4 103.5 1100
AgGaGeS4 700-13000 57.3 17.21 328 3400
AgGaSe2 710-18000 76.5 35.1 1230 865
AgGaS2 500-13000 35.7 9.11 312.5 2350
Ag3SbS3 700-14000 39.5 14.1 112 424
Li:NbO3 330-5500 57.0 3.68 230.5 565

KTA (Type II e-axis) 330-4000 64.4 2.6 270 635  
Table 1. Characteristics of SHG crystals at 3200 nm with 200 μm thickness. Data calculated 
with SNLO (Smith (2009)) θ is the phasematching angle, Δθ is the angular acceptance and 
Δλ is the acceptance bandwidth following Smith (2009). 

Table 1 shows a compilation of nonlinear crystals with a transparency range covering the 
fundamental as well as SH wavelengths, a suitably high deff for efficient conversion, and 
preferably Type I phase-matching to simplify the experimental layout. A pulse duration of 
15 fs, or 1.5 cycles at 3 μm, requires a gaussian spectrum of ~1 μm FWHM, so we need to 
have substantially more than this to avoid strong spectral reshaping during SHG. A thin 
crystal is therefore warranted to support such immense bandwidths, but with the trade-off 
of reduced conversion efficiency. For a spot size of 35 μm, a five-cycle pulse with as low 
energy as 1 nJ results in an intensity of 1 GW/cm2; this is sufficient to generate an adequate 
SH signal. We also need to accommodate a non-collinear angle of 100 mrad and an angular 
content due to focussing of 20 mrad for each of the generating beams. 
KTA will phase-match in type II, and is limited by its transparency range and bandwidth, 
while neither the Ag3AsS3, AgGaSe2, Ag3SbS3, nor the Li:NbO3 have acceptance bandwidths 
that support few-cycle pulses. AgGaGeS4 and AgGaS2 (Silver Thiogallate) support a few-
cycle pulse bandwidth, have adequate angular acceptance for our focussing geometry and a 
broad transparency range. The higher deff and broader bandwidth of the AgGaGeS4 appears 
to make it a better candidate, however this crystal is not readily available, and so we resort 
to using AgGaS2. 
By exchanging the fibre-coupled spectrometer and crystal, we can use our FROG for  
0.4-5 μm central wavelengths, with a Si-detector based spectrometer (Ocean Optics HR 4000) 
for SHG signals from near-IR radiation from 200-1100 nm, an InGaAs spectrometer (Ocean 
optics NIR 256) for SHG from 1000-2500 nm and a Fourier Transform Infra Red 
spectrometer (FTIR) (Oriel MIR8025) for 0.9-10 μm. The first two spectrometers provide 
quick response times, while the FTIR can measure over very large spectral ranges with 
extremely high resolution of up to 0.5 cm−1. The spectrometers and motorised stage are 
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controlled through a home-built LabView program, which also reconstructs the pulse 
duration from the SHG-FROG trace using the PCGPA algorithm on a grid with sizes of up 
to 2048 x 2048 points. Such a large grid is necessary not only to measure and to retrieve with 
high enough resolution and to prevent aliasing but also to converge with a meaningfully 
small FROG error. 
The first test measurement (Fig. 9) shows a richly featured mid-IR pulse from our OPCPA 
system. The center wavelength is at 3200 nm, the pulse energy is 1.2 μJ and its spectrum 
covers about 600 nm. We scanned the delay stage in steps of 6 fs, over a range of 3 ps, 
corresponding to 500 points of delay with a step size of 1 μm. High spectral resolution was 
ensured by the FTIR spectrometer, which recorded and summed 20 spectra at each delay 
point, sampled at a resolution of 1 cm−1. To remove the SHG-FROG time ambiguity, we 
insert an 8 mm Silicon plate in the beam path and observe the sign of the phase change. 
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Fig. 9. (a)Measured FROG trace at 3.2 μm- colour shows the square root of intensity  
(b) Retrieved FROG trace. (c) Retrieved (solid) & measured (dotted) spectrum and phase.  
(d) Retrieved temporal pulse – also shown magnified ×100 (dotted) to highlight the well-
resolved post pulse at 900 fs 
Figure 9 a) shows the measured FROG trace with many complex femtosecond features 
across a >2 ps timescale. The long scan range and excellent signal to noise ratio ensures the 
detection of the post pulses at ~1 ps, while the high resolution FTIR captures the 
corresponding spectral fringes. The low intensity features of the trace are both detected and 
retrieved accurately as shown in Fig. 9 b). In contrast, a measurement with the low-
resolution InGaAs spectrometer captures neither the post pulse nor the fringing. 
Reconstruction with high spectral and temporal resolution requires the use of a large grid 
size (2048x2048), and we achieve excellent agreement, with FROG error 0.0025. The 
retrieved pulses have a duration of 96 fs, corresponding to 9.0 cycles at 3.2 μm, and these 
pulses cover a 45 fs, 4.2 cycle transform limited bandwidth (Fig. 9 c) and d). 
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As a further test we measured a ~100 fs duration and 3.2 μJ energy pulse, centered at 3250 
nm, before and after passing through a 1 cm thick sapphire plate. The delay stage was 
scanned in 400 steps of 6 fs for the directly measured pulse, and in 500 steps of 13 fs for the 
one with added dispersion; while integrating over 6 spectra for each delay point. Figure 10 
a) & b) show the measured FROG traces, Fig. 10 c) & d) show the retrieved temporal profiles 
and instantaneous frequency, while Fig. 10 e) & f) show the reconstructed spectrum and 
spectral phase. The plate adds negative dispersion, and increases the retrieved pulse 
duration from 110 fs to 153 fs. We have calculated the expected phase for the pulse 
propagated through the sapphire, by adding the calculated phase of the sapphire to the 
retrieved phase of the undispersed pulse. This is plotted as a dotted line in Fig. 10 f), and we  
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Fig. 10. (a) FROG trace of undispersed pulse - colour shows the square root of intensity.  
(b) FROG trace after propagation through 1 cm sapphire (note different timescale).  
(c) Retrieved intensity and instantaneous frequency (right scale) from a. (d) Retrieved 
intensity and instantaneous frequency from b. (e) Retrieved (solid) & measured (dashed) 
spectrum (left scale) and spectral phase (right scale) of unchirped pulse. (f) Retrieved & 
measured spectrum and spectral phase after 1 cm sapphire. The dash-dot line shows the 
calculation of the expected spectral phase 
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can see that there is good agreement - the overall shape is accurately retrieved and the 
deviation of the spectral phase is less than a radian from 2850-3270 nm. We note that 
calculation of the phase in this region is difficult due to lack of reliable values for material 
refractive indices, and further the difference in the temporal domain from the calculated and 
measured phases corresponds to just over half an optical cycle, or 5.4 fs. 

4.1 Stability 
We monitored the power of the compressed pulse over half an hour by sending the full 
beam onto a pyroelectric detector from OPHIR (3A head, acquisition rate 3Hz) and 
measured a power stability of 0.75% RMS over 30 minutes - see also Fig. 11. The stability is 
excellent and - to our knowledge - signifies the lowest jitter observed from any OPCPA 
system, which exhibit from 1.5% RMS fluctuations and higher (Tavella et al. (2010); Ishii et 
al. (2005)). We note that our measurement represents a low-pass filtered result due to the 
inadequate response times of the detector, especially for the 100 kHz repetition rate. Such an 
analysis is analog to most measurements quoted in the literature but higher peak to peak 
fluctuations might exist which we plan to investigate in a future measurement. The inset in 
Fig. 11 shows a knife edge measurement of the compressed pulse and the high spatial 
quality, which is sufficient for focussing close to the diffraction limit. 
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Fig. 11. Stability of the system and profile. The stability of the OPCPA system after 
compression is excellent with fluctuation under 0.75% over 30 minutes. Insert is the beam 
profile after compression 

5. Conclusion 
Sources of ultrashort pulses in the mid-IR are in high demand, as can be seen from the many 
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As a further test we measured a ~100 fs duration and 3.2 μJ energy pulse, centered at 3250 
nm, before and after passing through a 1 cm thick sapphire plate. The delay stage was 
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one with added dispersion; while integrating over 6 spectra for each delay point. Figure 10 
a) & b) show the measured FROG traces, Fig. 10 c) & d) show the retrieved temporal profiles 
and instantaneous frequency, while Fig. 10 e) & f) show the reconstructed spectrum and 
spectral phase. The plate adds negative dispersion, and increases the retrieved pulse 
duration from 110 fs to 153 fs. We have calculated the expected phase for the pulse 
propagated through the sapphire, by adding the calculated phase of the sapphire to the 
retrieved phase of the undispersed pulse. This is plotted as a dotted line in Fig. 10 f), and we  
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Fig. 10. (a) FROG trace of undispersed pulse - colour shows the square root of intensity.  
(b) FROG trace after propagation through 1 cm sapphire (note different timescale).  
(c) Retrieved intensity and instantaneous frequency (right scale) from a. (d) Retrieved 
intensity and instantaneous frequency from b. (e) Retrieved (solid) & measured (dashed) 
spectrum (left scale) and spectral phase (right scale) of unchirped pulse. (f) Retrieved & 
measured spectrum and spectral phase after 1 cm sapphire. The dash-dot line shows the 
calculation of the expected spectral phase 
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can see that there is good agreement - the overall shape is accurately retrieved and the 
deviation of the spectral phase is less than a radian from 2850-3270 nm. We note that 
calculation of the phase in this region is difficult due to lack of reliable values for material 
refractive indices, and further the difference in the temporal domain from the calculated and 
measured phases corresponds to just over half an optical cycle, or 5.4 fs. 

4.1 Stability 
We monitored the power of the compressed pulse over half an hour by sending the full 
beam onto a pyroelectric detector from OPHIR (3A head, acquisition rate 3Hz) and 
measured a power stability of 0.75% RMS over 30 minutes - see also Fig. 11. The stability is 
excellent and - to our knowledge - signifies the lowest jitter observed from any OPCPA 
system, which exhibit from 1.5% RMS fluctuations and higher (Tavella et al. (2010); Ishii et 
al. (2005)). We note that our measurement represents a low-pass filtered result due to the 
inadequate response times of the detector, especially for the 100 kHz repetition rate. Such an 
analysis is analog to most measurements quoted in the literature but higher peak to peak 
fluctuations might exist which we plan to investigate in a future measurement. The inset in 
Fig. 11 shows a knife edge measurement of the compressed pulse and the high spatial 
quality, which is sufficient for focussing close to the diffraction limit. 
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ideally needs all of these features combined. This system currently signifies the highest 
energy shortest pulse OPCPA system in the mid-IR with compressed pulse energy of 3.8 μJ 
at 100 kHz, a pulse duration of 67 fs (6.3 cycles) and a central wavelength at 3.2 μm. This 
system is in principle CEP stable, and offers an important proof of principle, showing that 
OPCPA can be used to operate at extremely high average powers in the mid-IR. 
We have also described a broad-bandwidth, high resolution SHG-FROG device, for few-
cycle pulse measurement in the mid-IR. The system is capable of measuring pulses over a 
wide wavelength range spanning from 800 nm to 5 μm and for large temporal ranges up to 
100 ps. This system has been used to measure a complex sub-10-cycle (sub-100-fs) mid-IR 
pulse and also to retrieve the change introduced in a ~100 fs mid-IR pulse by the dispersion 
of a sapphire plate. The retrieved and experimental FROG traces show rich detail and 
excellent agreement. The ability to characterise few-cycle mid-IR laser pulses is a pre-
requisite not only for optimization of such laser systems, but also for the application of 
ultrashort mid-IR pulses to experiments in the described wide range of fields. 
Ultrafast pulsed light sources in the mid-IR have a very bright future, due to growing 
interest in this area combined with a growing range of applications. We have presented here 
a prototype for the next generation of ultrashort mid-IR sources. Our novel source, with its 
combination of passively stabilised CEP and broad bandwidth OPCPA, provides an ideal 
template for the development of high energy, high repetition rate mid-IR systems. The use 
of OPCPA should in the near future allow the production of few-cycle pulse durations 
without the need for nonlinear broadening, while the high rep rate and stability already are 
ideal for ultrafast spectroscopy. OPCPA is a scaleable technique, and the pulses from this 
system could easily be increased to mJ level at lower repetition rates, by including 
additional OPCPA stages pumped by high energy, commercially available pump lasers. The 
availability of such sources will open up a new regime of strong field and spectroscopic 
experiments driven by mid-IR pulses. 
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1. Introduction

Laser-plasma interaction has been a widespread and popular field of research since the birth
of the laser. It involves numerous interesting phenomena such as inertial confinement fusion;
generation and acceleration of electron, positron, neutron, proton and ion particle beams;
source of electro-magnetic radiation in the IR, visible, UV and x-ray range, just to mention
some important applications. The continuously increasing power and the development of
chirped pulse amplification lead to electric fields in which oscillating free electrons reach
almost the speed of light. This so called relativistic optics regime starts at intensities about
1018 W/cm2 at 1 μm wavelength. The interaction of relativistically intense laser pulses
with solid state -possibly liquid- target material is always accompanied by the creation of
inhomogeneous plasmas, as a given amount of extended preplasma is formed in front of the
target before the main laser pulse arrives. This preplasma is produced by undesired laser
light impinging onto the target before the short main pulse. Its density decreases rapidly
farther from the target due to the hydrodynamic expansion of the hot plasma during the
time till the interaction pulse comes. The extension of the preplasma significantly influences
the interaction and leads to completely different types of processes depending on its value.
Typical lasers produce an extended preplasma before the main pulse, because they amplify
pre- and postpulses and pedestals from various origins. Therefore a certain types of processes
involving interaction of intense laser pulse with extended low density plasmas dominate these
investigations. On the other hand, practically preplasma-free environment is required by
various relativistic laser-plasma experiments involving ultra-intense laser and high-density
plasma interaction like surface high harmonic generation Monot et al. (2004); Thaury et al.
(2007), laser-driven proton and ion acceleration Hegelich et al. (2006) or laser interaction
with few nanometer thick diamond-like-carbon foils, so called nanofoils. This preplasma
formation is influenced by the contrast, which characterizes the laser intensity before and after
the main pulse relative to this pulse. Therefore precise characterization and improvement of
the contrast are essential to successfully conduct these types of experiments.
Laser pulses with a duration of only a few optical cycles at moderate intensities opened up
the new era of attosecond physics Brabec & Krausz (2000); Krausz & Ivanov (2009) via the
controlled reproducible generation of weak XUV pulses with a duration of hundred(s) of
attoseconds precisely synchronized to the laser pulse. These pulses allow the investigation
of electron motion in atoms, molecules and solid states in an XUV pump and visible / near
infrared probe configuration. Relativistic intensity few-cycle sources hold the promise to
generate XUV pulses with unprecedented energy and thus form the basis of the novel research
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2 Laser Pulses

field of XUV pump XUV probe investigations with single attosecond bursts.
This chapter concentrates on the contrast enhancement of few-cycle light sources. The main
topics discussed are the characterization of laser contrast, implementation and application of
contrast enhancement techniques. It should be noted already here that these methods are
perfectly suited for longer -from many optical cycle long up to picosecond- laser pulses as
well. Two successful and efficient techniques, the plasma mirror and the optical parametric
(chirped pulse) amplification, were applied for the generation of few-cycle pulses with
extreme contrast. The first section starts with the introduction of the most important physical
quantities and overview of the various techniques followed by a description of the above
mentioned two methods and also the cross-polarized wave generation (XPW). This section
closes with the description of contrast measurement techniques. The results in the next
section present realization, characterization and some practical tips to contrast enhancement.
Discussion, future work and conclusions are at the end of this chapter.

2. Overview and methods

In the first part of this section the most important parameters are summarized and quantified
relevant to the characterization of the high-dynamic range contrast of ultrahigh-intensity laser
systems and the contrast requirements by experiments are discussed. Thereafter the most
general contrast enhancement techniques are shortly introduced with their advantages and
shortcomings.

2.1 Overview of the important physical phenomena
The interaction of relativistic intensity - I ≥ 1018 W/cm2 - laser pulses with solid or liquid
targets results in the ionization of the target material much before the main intense pulse,
changing the plasma properties and the interaction itself as mentioned in the introduction.
The generated plasma is heated rapidly to hot temperatures and starts to expand creating
typically an exponential plasma density ramp in front of the target as shown in Fig. 1. A fully
ionized solid state target has a maximal electron plasma density (nmax) of about 1024 cm−3.

Fig. 1. Typical plasma density (n) from laser irradiated solid state or liquid targets as a
function of the perpendicular coordinate to the surface (x). As the maximal electron density
(nmax) corresponding to the solid density is much higher than the critical density, the light is
reflected and interacts with the preplasma characterized by its extension (L), the so-called
electron density scale length.

306 Coherence and Ultrashort Pulse Laser Emission Contrast Improvement of Relativistic Few-Cycle Light Pulses 3

The critical density -where the plasma frequency reaches the laser frequency- is a very specific
electron density:

nc = ω2
0meε0/e2; nc(cm−3) = 1.1 × 1021λ−2(μm) (1)

where λ, ω0 = 2πc/λ are the laser wavelength and frequency, c is the speed of light in vacuum,
ε0 is the vacuum permittivity and 2me, e are the electron mass and charge, respectively. The
critical density has a value of 1.7 × 1021 cm−3 at λ = 800 nm laser wavelength indicating
that the plasma near to a typical target gets a few 100 times ”overdense” which means that
the plasma density correspondingly exceeds the critical density. The light propagating in an
inhomogeneous plasma upward the density gradient is reflected and partially absorbed at
the critical density depending on the preplasma extension and cannot penetrate deeper to
even higher densities Kruer (1988). The preplasma extension has an important role and it is
characterized by the so-called electron plasma density scale length:

L =

∣∣∣∣∣ne

(
dne

dx

)−1
∣∣∣∣∣
x0

(2)

which is generally taken at the critical density (x0 = xcr). It is usual to normalize this value to
the laser wavelength as this is the real physical measure of the plasma. The laser electric field
is evanescent in the overdense plasma and its penetration, i.e. how high densities will the laser
light reach, is characterized by this normalized quantity. Typically a normalized scale length
of 0.1 is a good value allowing efficient implementation of surface high harmonic generation
or ion acceleration, around 1 it is an average value suppressing / prohibiting the previous
experiments and significantly higher than 1 is poor value involving mainly laser interaction
with underdense plasmas like in gas targets and generation of electrons and bremsstrahlung.
The normalized density scale length depends on the target material and the temporal
structure and amount of laser light impinging onto the target before the main pulse. The
high-dynamic-range temporal structure of laser light is described by the contrast, which
is defined by the ratio of the laser main pulse intensity to the intensity at a given time
instant. The reciprocal value is also used as contrast for example in the autocorrelation
measurement. Fig. 2. depicts a typical temporal structure of ultrahigh intensity laser
pulses. Sources that generate these pulses are based on the principle of chirped pulse
amplification (CPA) Strickland & Mourou (1985); Yanovsky et al. (2008) or optical parametric
chirped pulse amplification (OPCPA) systems Herrmann et al. (2009); Lozhkarev et al. (2007);
Hernandez-Gomez et al. (2010). The temporal structure contains pedestals -long background
pulses of different duration-, pre- and postpulses -short weak pulses- and the ”foot” of the
main laser pulse. Nanosecond pedestals with a contrast of 10−5 to 10−8 -or 5 to 8 orders
of magnitude- can for example originate from amplified spontaneous emission (ASE) in the
CPA laser amplifier; while the pre- and postpulses with typically 2 to 6 orders of magnitude
contrast come from birefringence of optical elements, double internal reflections in optics
or amplification of a previous oscillator / regenerative amplifier pulses and have temporal
distance of a few 100 fs to many ns to the main pulse. A typical source of the foot of the pulse
with 3 to 6 orders of magnitude contrast is the imperfect compression, but the noisy spectrum
itself from amplification might also be a source.
The damage threshold is approximately the start of irreversible processes and plasma
formation. It depends on the target material and laser pulse duration and varies from
1010 W/cm2 for ns pulses to 1013 W/cm2 for fs pulses in dielectrics Stuart et al. (1995;
1996); Tien et al. (1999) and it can reach even lower values for metals and liquids.
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Fig. 2. Typical temporal structure of a laser pulse from a chirped-pulse amplification (CPA)
or optical parametric chirped pulse amplification (OPCPA) system. Aside from the main
pulse, it generally has pre- and postpulses. Pedestals usually arise from amplified
spontaneous emission (ASE) and imperfect compression. Contrast of the pulse is defined by
the ratio between the intensities of the main pulse and prepulses/pedestal. Typical values of
the contrast are indicated for prepulses and pedestals.

Correspondingly, 10−8 − 10−12 contrast is required for preplasma sensitive experiments with
presently reachable peak intensities of 1018 − 1022 W/cm2 Yanovsky et al. (2008). The current
demand of typically 8 - 12 orders of magnitude contrast on laser systems is already very
high. Future multi-PW systems have even more enormous expectations of 12 - 14 orders of
magnitude contrast and in the same time an ultra-broad bandwidth requirement supporting
even few-cycle pulse duration. Nowadays widespread chirped pulse amplification (CPA)
lasers and newly appearing optical parametric chirped pulse amplification (OPCPA) systems
without extra contrast improvement technology are not capable to fulfill these requirements.

2.2 Summary of the relevant technologies
As the required contrast is higher than the typically available one various contrast enhancement
techniques have been developed. Here we shortly summarize the most known methods
that can be divided into three categories. The first category contains various approaches
that work with only a limited input energy -on the order of 1 mJ- and have relative low
conversion efficiency -generally 10%-, but enhance the contrast by a higher value -from 3
to 9 orders of magnitude maximal improvement. These techniques are not applicable to the
final laser output due to their limitations therefore they are applied in a double chirped pulse
amplification scheme Kalashnikov et al. (2005), where after the first amplifiers the pulses
are compressed cleaned and later stretched, amplified and compressed a second time. The
following approaches belong to this category:

– non-linear Sagnac interferometer Renault et al. (2005). It applies a Sagnac interferometer
-containing a beam splitter and two mirrors- a filter and a Kerr nonlinear medium. The
efficiency is about 10-20 %, contrast enhancement is 4 order of magnitude (OOM), the
quality of output profile is decreased.
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– saturable absorber Itatani et al. (1998); Kiriyama et al. (2010), is applied after some
preamplifier stages at the μJ energy level in compressed pulses with ∼ 20% efficiency. The
contrast is bettered by only 2 OOM.

– elliptical polarization rotation in air Homoelle et al. (2002); Jullien et al. (2004); Kalashnikov
et al. (2004) is based on the nonlinear induced birefringence. The efficiency is 25-50 %
depending on the configuration -single vs. multi pass- and on the chirp of the input pulse
and the contrast enhancement is 3-4 OOM. The stability of the output pulses is reduced.

– cross-polarized wave generation Jullien et al. (2005); Chvykov et al. (2006). This technique
is discussed in more detail in the next section.

– self-diffraction process in a Kerr nonlinear medium Liu & Kobayashi (2010) was suggested
as this third order nonlinearity generates the cleaned beam propagating in a new different
direction than the input beams. It has about 10 % efficiency and an improvement of 4.5
OOM corresponding to cubic temporal intensity dependence has been demonstrated with
a potential of even better values.

The second category of contrast enhancement techniques have no input energy limitation,
have higher efficiency -in the range of 35-80%- and consequently are applicable at the end
of the laser systems. Therefore they improve the contrast on target, i.e. prepulses and
pedestals even from compression is improved. The drawback of these approaches is that their
efficiency influences directly the final energy of the system and it cannot be regained by further
amplification. One of the oldest idea to improve the contrast is the frequency doubling of the
pulses Marcinkevičius et al. (2004); Yuan et al. (2010). Theoretically the contrast is squared
applying frequency doubling in typically KDP crystals, but the energy conversion efficiency
is limited (35%-80%), the quality of the beam profile and wavefront is decreased. The effort
to increase the efficiency requires thick crystals that limit the bandwidth and so the lowest
pulse duration to above approx. 100 fs and reduces the contrast improvement around the
main pulse. Plasma mirrors in a single / double configuration are another example of this
category having 70 / 50% efficiency, 2-3 orders of magnitude improvement and better spatial
beam profile.
The third category includes the optical parametric amplification (OPA) and optical parametric
chirped pulse amplification (OPCPA) based methods. They are connected to the amplification
and are not dedicated only to the contrast and so are not always classified in the two previous
categories. The following examples are based on OP(CP)A:

– OP(CP)A preamplifier stage is used for idler generation Shah et al. (2009); Lozhkarev et al.
(2006). At the beginning of a ultrahigh-intensity system a non-collinear OPA / OPCPA
stage is installed. The idler is used for further amplification from this stage, which is
not generated just when the pump and the seed are also present. Very high contrast
improvement factors are realized, but the angular chirp must be (pre-)compensated and
so it is not practical for few-cycle pulses.

– non-saturated OP(CP)A preamplifier stage substituting complex laser amplifiers in hybrid
OPCPA CPA laser systems Gaul et al. (2010); Kiriyama et al. (2008). This technique applying
typically a nanosecond pump laser is generally not improving the contrast just preserving
a good input value and substitutes a large laser preamplifiers that reduce the contrast.

– OPCPA system with short pump pulse duration (from 1 ps up to ∼100 ps) Herrmann et al.
(2009); Gu et al. (2009); Major et al. (2009); Dorrer et al. (2007). This technique is discussed
in more detail in the next section.
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Fig. 2. Typical temporal structure of a laser pulse from a chirped-pulse amplification (CPA)
or optical parametric chirped pulse amplification (OPCPA) system. Aside from the main
pulse, it generally has pre- and postpulses. Pedestals usually arise from amplified
spontaneous emission (ASE) and imperfect compression. Contrast of the pulse is defined by
the ratio between the intensities of the main pulse and prepulses/pedestal. Typical values of
the contrast are indicated for prepulses and pedestals.

Correspondingly, 10−8 − 10−12 contrast is required for preplasma sensitive experiments with
presently reachable peak intensities of 1018 − 1022 W/cm2 Yanovsky et al. (2008). The current
demand of typically 8 - 12 orders of magnitude contrast on laser systems is already very
high. Future multi-PW systems have even more enormous expectations of 12 - 14 orders of
magnitude contrast and in the same time an ultra-broad bandwidth requirement supporting
even few-cycle pulse duration. Nowadays widespread chirped pulse amplification (CPA)
lasers and newly appearing optical parametric chirped pulse amplification (OPCPA) systems
without extra contrast improvement technology are not capable to fulfill these requirements.

2.2 Summary of the relevant technologies
As the required contrast is higher than the typically available one various contrast enhancement
techniques have been developed. Here we shortly summarize the most known methods
that can be divided into three categories. The first category contains various approaches
that work with only a limited input energy -on the order of 1 mJ- and have relative low
conversion efficiency -generally 10%-, but enhance the contrast by a higher value -from 3
to 9 orders of magnitude maximal improvement. These techniques are not applicable to the
final laser output due to their limitations therefore they are applied in a double chirped pulse
amplification scheme Kalashnikov et al. (2005), where after the first amplifiers the pulses
are compressed cleaned and later stretched, amplified and compressed a second time. The
following approaches belong to this category:

– non-linear Sagnac interferometer Renault et al. (2005). It applies a Sagnac interferometer
-containing a beam splitter and two mirrors- a filter and a Kerr nonlinear medium. The
efficiency is about 10-20 %, contrast enhancement is 4 order of magnitude (OOM), the
quality of output profile is decreased.
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– saturable absorber Itatani et al. (1998); Kiriyama et al. (2010), is applied after some
preamplifier stages at the μJ energy level in compressed pulses with ∼ 20% efficiency. The
contrast is bettered by only 2 OOM.

– elliptical polarization rotation in air Homoelle et al. (2002); Jullien et al. (2004); Kalashnikov
et al. (2004) is based on the nonlinear induced birefringence. The efficiency is 25-50 %
depending on the configuration -single vs. multi pass- and on the chirp of the input pulse
and the contrast enhancement is 3-4 OOM. The stability of the output pulses is reduced.

– cross-polarized wave generation Jullien et al. (2005); Chvykov et al. (2006). This technique
is discussed in more detail in the next section.

– self-diffraction process in a Kerr nonlinear medium Liu & Kobayashi (2010) was suggested
as this third order nonlinearity generates the cleaned beam propagating in a new different
direction than the input beams. It has about 10 % efficiency and an improvement of 4.5
OOM corresponding to cubic temporal intensity dependence has been demonstrated with
a potential of even better values.

The second category of contrast enhancement techniques have no input energy limitation,
have higher efficiency -in the range of 35-80%- and consequently are applicable at the end
of the laser systems. Therefore they improve the contrast on target, i.e. prepulses and
pedestals even from compression is improved. The drawback of these approaches is that their
efficiency influences directly the final energy of the system and it cannot be regained by further
amplification. One of the oldest idea to improve the contrast is the frequency doubling of the
pulses Marcinkevičius et al. (2004); Yuan et al. (2010). Theoretically the contrast is squared
applying frequency doubling in typically KDP crystals, but the energy conversion efficiency
is limited (35%-80%), the quality of the beam profile and wavefront is decreased. The effort
to increase the efficiency requires thick crystals that limit the bandwidth and so the lowest
pulse duration to above approx. 100 fs and reduces the contrast improvement around the
main pulse. Plasma mirrors in a single / double configuration are another example of this
category having 70 / 50% efficiency, 2-3 orders of magnitude improvement and better spatial
beam profile.
The third category includes the optical parametric amplification (OPA) and optical parametric
chirped pulse amplification (OPCPA) based methods. They are connected to the amplification
and are not dedicated only to the contrast and so are not always classified in the two previous
categories. The following examples are based on OP(CP)A:

– OP(CP)A preamplifier stage is used for idler generation Shah et al. (2009); Lozhkarev et al.
(2006). At the beginning of a ultrahigh-intensity system a non-collinear OPA / OPCPA
stage is installed. The idler is used for further amplification from this stage, which is
not generated just when the pump and the seed are also present. Very high contrast
improvement factors are realized, but the angular chirp must be (pre-)compensated and
so it is not practical for few-cycle pulses.

– non-saturated OP(CP)A preamplifier stage substituting complex laser amplifiers in hybrid
OPCPA CPA laser systems Gaul et al. (2010); Kiriyama et al. (2008). This technique applying
typically a nanosecond pump laser is generally not improving the contrast just preserving
a good input value and substitutes a large laser preamplifiers that reduce the contrast.

– OPCPA system with short pump pulse duration (from 1 ps up to ∼100 ps) Herrmann et al.
(2009); Gu et al. (2009); Major et al. (2009); Dorrer et al. (2007). This technique is discussed
in more detail in the next section.

309Contrast Improvement of Relativistic Few-Cycle Light Pulses



6 Laser Pulses

Ti:Sa oscillator
or kHz system

Stretcher Compressor

5 fs
45 ps

5 fs

Non-collinear optical parametric
chirped pulse amplification

Fig. 3. Schematics of an optical parametric chirped pulse amplification system. The short and
weak pulses from a Ti:sapphire oscillator or multipass amplifier are stretched in time,
amplified via noncollinear OPCPA with ”short” pump pulses and compressed in a suitable
stretcher. Inset: basic setup of an OP(CP)A stage with the weak input seed, strong and short
input pump and the generated amplified signal and idler.

A lot of strategies were developed to improve the contrast as listed above, but their
applicability to few-cycle light sources was not or rarely investigated. After this summary
of the contrast enhancement techniques two of them applied -and one planned to be applied-
in our few-cycle systems are discussed in more detail.

2.2.1 Optical parametric amplification and optical parametric chirped pulse amplification
The goal of this section is to introduce the basic principles of optical parametric amplification
(OPA) and optical parametric chirped pulse amplification (OPCPA) schemes and show their
advantage in contrast enhancement. It is far from a complete description of these approaches.
For more complete reviews see Refs. Cerullo & De Silvestri (2003); Dubietis et al. (2006).
OPA is a second order nonlinear process in which from an input beam called pump, energy
is transferred to another input beam called signal and as a byproduct a third output beam
called idler at the difference frequency of the pump and the signal frequency is generated as
shown in Fig. 3 inset. This parametric amplification process of the signal is taking place
in nonlinear optical crystals such as BBO, LBO, KDP, etc. and is characterized by phase
matching -originating from momentum conservation- between the three involved waves
which determines the spectral bandwidth and decreases with increasing crystal thickness and
an exponential amplification of the signal wave. The nonsaturated gain is proportional to
the crystal thickness and the root of the pump intensity -the amplification is an exponential
function of the gain. OPCPA Dubietis et al. (1992) is a technique, where a short signal
pulse, generated for example by a Titanium:sapphire oscillator or a kHz amplifier, is stretched
temporally to match the pump pulse duration. Thereafter a -typically- noncollinear OPA stage
with the chirped pulses -termed OPCPA stage- amplifies the pulses that are compressed at the
end of the system as shown in Fig. 3.
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The OPCPA has various advantages over conventional laser amplifiers:

– Very broad gain bandwidth reaching ¿300 nm, which is not available from conventional
amplification by lasers. This supports pulses with few optical cycle duration.

– Huge single pass gain reaching a value of 106. However typically much lower gain values
are used to preserve the good contrast.

– Negligible thermal load in the amplifier crystals in contrary to laser amplifiers. No cooling
is needed, which is one of the biggest challenges in lasers.

– Good contrast achievable if the pump pulse is relative short (1 ps to ∼100 ps) as the gain
exists only during the short pump pulse. Any kind of signal -as stretched seed or undesired
background- is correspondingly only amplified in the temporal window of the pump.

The following challenges are connected to OPCPA:

– Stretching and compression of huge spectral bandwidth -relevant mainly for few-cycle
pulses- with a precise spectral phase control and high compressor throughput. These
expectations limit the stretching ratio.

– The pump laser easily becomes a complex system when its duration is much shorter than
a few nanosecond duration of commercially available sources. The short pump duration is
required due to the limited stretching and the good required contrast of signal.

– Synchronization of pump and seed is getting difficult with decreasing pump pulse
duration, requiring special techniques as optical synchronization Teisset et al. (2005) or even
active delay stabilization.

– Amplification of the optical parametric fluorescence (OPF) also called superfluorescence
Kleinman (1968), which generates an incoherent background like ASE in lasers and
increases with the gain and pump intensity.

– Carrier envelope phase stabilization Baltuska et al. (2003) of the few-cycle pulses turns into
an inevitable though challenging task.

As discussed above the finite pump pulse duration corresponds to a finite temporal gain
window. Outside of this window the undesired background like ASE, OPF or prepulses
is not amplified and so the contrast gets better outside by a factor of the parametric gain.
Presently OPCPA with short pump pulses -in the ps range- is mainly used for the generation
of few-cycle pulses Herrmann et al. (2009); Gu et al. (2009); Major et al. (2009), that are
unachievable with other methods. The good contrast is a extra benefit from OPCPA and can
be well utilized only in ultra-high intensity few-cycle systems.

2.2.2 Plasma mirror
Intense focused laser pulse impinging onto a transparent target for the laser wavelength
-typically glass- start to generate plasma when the intensity exceeds the damage threshold
of the material. The target is ionized and an expanding plasma is generated on the surface
with an expansion velocity about the plasma sound speed (0.1 nm/fs at 1 keV plasma
temperature). A high density plasma layer is formed and as soon as the electron density
in the plasma exceeds the critical density for the incident wavelength as defined by Eq. 1 its
reflectivity for the incident pulse switches to a high value. The remaining part of the laser
pulse and everything afterward are reflected. The low intensity prepulses and the pedestal
are transmitted through the transparent substrate before the plasma formation. This way, a
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Fig. 3. Schematics of an optical parametric chirped pulse amplification system. The short and
weak pulses from a Ti:sapphire oscillator or multipass amplifier are stretched in time,
amplified via noncollinear OPCPA with ”short” pump pulses and compressed in a suitable
stretcher. Inset: basic setup of an OP(CP)A stage with the weak input seed, strong and short
input pump and the generated amplified signal and idler.

A lot of strategies were developed to improve the contrast as listed above, but their
applicability to few-cycle light sources was not or rarely investigated. After this summary
of the contrast enhancement techniques two of them applied -and one planned to be applied-
in our few-cycle systems are discussed in more detail.

2.2.1 Optical parametric amplification and optical parametric chirped pulse amplification
The goal of this section is to introduce the basic principles of optical parametric amplification
(OPA) and optical parametric chirped pulse amplification (OPCPA) schemes and show their
advantage in contrast enhancement. It is far from a complete description of these approaches.
For more complete reviews see Refs. Cerullo & De Silvestri (2003); Dubietis et al. (2006).
OPA is a second order nonlinear process in which from an input beam called pump, energy
is transferred to another input beam called signal and as a byproduct a third output beam
called idler at the difference frequency of the pump and the signal frequency is generated as
shown in Fig. 3 inset. This parametric amplification process of the signal is taking place
in nonlinear optical crystals such as BBO, LBO, KDP, etc. and is characterized by phase
matching -originating from momentum conservation- between the three involved waves
which determines the spectral bandwidth and decreases with increasing crystal thickness and
an exponential amplification of the signal wave. The nonsaturated gain is proportional to
the crystal thickness and the root of the pump intensity -the amplification is an exponential
function of the gain. OPCPA Dubietis et al. (1992) is a technique, where a short signal
pulse, generated for example by a Titanium:sapphire oscillator or a kHz amplifier, is stretched
temporally to match the pump pulse duration. Thereafter a -typically- noncollinear OPA stage
with the chirped pulses -termed OPCPA stage- amplifies the pulses that are compressed at the
end of the system as shown in Fig. 3.
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The OPCPA has various advantages over conventional laser amplifiers:

– Very broad gain bandwidth reaching ¿300 nm, which is not available from conventional
amplification by lasers. This supports pulses with few optical cycle duration.

– Huge single pass gain reaching a value of 106. However typically much lower gain values
are used to preserve the good contrast.

– Negligible thermal load in the amplifier crystals in contrary to laser amplifiers. No cooling
is needed, which is one of the biggest challenges in lasers.

– Good contrast achievable if the pump pulse is relative short (1 ps to ∼100 ps) as the gain
exists only during the short pump pulse. Any kind of signal -as stretched seed or undesired
background- is correspondingly only amplified in the temporal window of the pump.

The following challenges are connected to OPCPA:

– Stretching and compression of huge spectral bandwidth -relevant mainly for few-cycle
pulses- with a precise spectral phase control and high compressor throughput. These
expectations limit the stretching ratio.

– The pump laser easily becomes a complex system when its duration is much shorter than
a few nanosecond duration of commercially available sources. The short pump duration is
required due to the limited stretching and the good required contrast of signal.

– Synchronization of pump and seed is getting difficult with decreasing pump pulse
duration, requiring special techniques as optical synchronization Teisset et al. (2005) or even
active delay stabilization.

– Amplification of the optical parametric fluorescence (OPF) also called superfluorescence
Kleinman (1968), which generates an incoherent background like ASE in lasers and
increases with the gain and pump intensity.

– Carrier envelope phase stabilization Baltuska et al. (2003) of the few-cycle pulses turns into
an inevitable though challenging task.

As discussed above the finite pump pulse duration corresponds to a finite temporal gain
window. Outside of this window the undesired background like ASE, OPF or prepulses
is not amplified and so the contrast gets better outside by a factor of the parametric gain.
Presently OPCPA with short pump pulses -in the ps range- is mainly used for the generation
of few-cycle pulses Herrmann et al. (2009); Gu et al. (2009); Major et al. (2009), that are
unachievable with other methods. The good contrast is a extra benefit from OPCPA and can
be well utilized only in ultra-high intensity few-cycle systems.

2.2.2 Plasma mirror
Intense focused laser pulse impinging onto a transparent target for the laser wavelength
-typically glass- start to generate plasma when the intensity exceeds the damage threshold
of the material. The target is ionized and an expanding plasma is generated on the surface
with an expansion velocity about the plasma sound speed (0.1 nm/fs at 1 keV plasma
temperature). A high density plasma layer is formed and as soon as the electron density
in the plasma exceeds the critical density for the incident wavelength as defined by Eq. 1 its
reflectivity for the incident pulse switches to a high value. The remaining part of the laser
pulse and everything afterward are reflected. The low intensity prepulses and the pedestal
are transmitted through the transparent substrate before the plasma formation. This way, a
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low reflectivity is used for the prepulses and the pedestal, while a several orders of magnitude
higher reflectivity value is applied for the main pulse. This fast plasma shutter is well suited
for suppression of unwanted light before the main pulse. Consequently the contrast of the
pulse is increased by the ratio of the plasma reflectivity to cold or Fresnel surface reflectivity of
the material. The contrast improvement is typically 2 to 3 orders of magnitude with AR coated
targets and s incident polarization or in a geometry with an incidence angle close to Brewster’s
angle and p-polarization. If the plasma scale length -see Eq. 2- exceeds the laser wavelength
the plasma starts to absorb and distort the phasefront of the reflected pulse leading to lower
reflectivity and the loss of beamed specular reflection Hörlein et al. (2008). The principle of
the plasma mirror is illustrated in Fig. 4.
The plasma mirror Kapteyn et al. (1991) is used to improve the laser pulse after amplification
and compression and provides higher throughput without limitation on the input energy
Gibbon (2007). Since it is used after the whole laser system, the plasma mirror can be
implemented without any modification to the system itself. Further advantages are wide
bandwidth acceptance as will be discussed later Nomura et al. (2007), and spatial filtering
effect if the plasma mirror is in the vicinity of the laser focus Gold (1994); Doumy et al. (2004a);
Hörlein et al. (2008), but no smoother beam profile or even degradation was reported using
the target in the near-field Dromey et al. (2004); Hörlein et al. (2008). Several investigations
in different geometries Backus et al. (1993); Ziener et al. (2002); Doumy et al. (2004a) as
normal, 45◦ and Brewster’s angle of incidence were conducted to study the reflectivity of
the plasma mirror yielding 50-80% overall -time- and space-integrated- energy reflectivity
and a measured contrast enhancement of 50-100 for s-polarization and antireflection coated
targets Dromey et al. (2004); Monot et al. (2004) and 25-50% energy throughput and 50-400
enhancement for p-polarization and Brewster’s angle Backus et al. (1993); Nomura et al. (2007).
The temporally resolved reflectivity during the plasma mirror is formed was measured to
be 300-1000 fs determined with 100-500 fs laser pulses Bor et al. (1995); von der Linde et al.
(1997); Grimes et al. (1999). Some studies pursued the application possibility of the plasma
mirror: improving the repetition rate by using a liquid jet as the target Backus et al. (1993) and

Fig. 4. Working principle of the plasma mirror. The incident low intensity prepulses and
pedestal are transmitted through the transparent glass target, while the foot of the high
intensity main pulse generates a plasma, which reflects the main pulse.
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cascading two plasma mirrors with an overall reflectivity of 31-50% to improve the contrast
by 104 − 5 × 104 to reach a required level in the experiments Wittmann et al. (2006); Lévy
et al. (2007); Thaury et al. (2007); Doumy et al. (2004b). All previous studies used pulses
with 25 fs of duration or longer and only our investigations Nomura et al. (2007) and others
shown later applied sub-10-fs pulses. On the other hand, intense few-cycle pulses with a
sufficiently high contrast would open up a new prospect for many applications as intense
single attosecond pulse generation Tsakiris et al. (2006). Therefore it has great significance to
study the possibility to obtain high-contrast few-cycle pulses using a plasma mirror.

2.2.3 Cross-polarized wave generation
Light propagating in nonlinear optical crystals experiences the partial conversion into light
with perpendicular polarization. This additional component is called the cross-polarized
wave (XPW) Minkovski et al. (2004; 2002). There are two different processes leading to XPW
generation: the nonlinear polarization rotation -an elliptic polarization state remains elliptic
with the same ellipticity just the main elliptical axis is rotated- and the induced ellipticity -the
ellipticity changes, but the main elliptical axis stays the same. XPW generation is a third order
nonlinear effect originating in practice from the dominant real part of χ(3). The XPW efficiency

is proportional to the product of χ
(3)
xxxx and the anisotropy of the χ(3) tensor Minkovski et al.

(2004). It has perfect and simultaneous phase- and group-velocity matching due to the same
frequencies of input and output beams and propagation along the optical axis, which results in

high efficiencies. Typically BaF2 or LiF is used in the experiments since it has moderate χ
(3)
xxxx

and high anisotropy leading to high-efficiency XPW generation (≥ 10%) without significant

self-phase modulation, which depends only on χ
(3)
xxxx. The XPW process was applied to

femtosecond pulse cleaning as the temporal third order nonlinearity suppresses low intensity
light surrounding the main laser pulse. Typical schematics of the XPW setup is shown in Fig.
5. The polarization of the beam input with an energy from a few μJ to a few mJ is cleaned by
a polarizer and it is focused to reach the required 3 − 7 × 1012 W/cm2 intensity in the BaF2
crystal, which is typically not in the focus. Here the orthogonally polarized component is
generated with 10% efficiency if the angle β between the laser polarization and the x axis of
BaF2 is optimized, which for [001] or z-cut crystals weakly depends on the intensity for high
intensities. Subsequently the beam is collimated and send through an analyzer to remove the
original polarization. The contrast after the filter neglecting saturation Jullien et al. (2006b):

Cout = C3
in + CinKR/ηe f f , (3)

where Cin/out is the contrast at the input/output of the contrast filter (Cin = 10−2 − 10−8),
R is the polarizer extinction ratio (R = 10−2 − 10−5), ηe f f is the internal energy efficiency
(ηe f f = 0.1 − 0.2) and K = ηe f f /ηpeak ∼ 0.2 is an integration constant connecting the effective
efficiency and the peak efficiency (ηpeak) and originating from temporal and spatial profiles.
This equation indicates that the output contrast is proportional to the third power of the
input contrast, but the improvement is limited by the polarizer extinction ratio. Therefore
high quality polarizers with low extinction ratios and good input contrast provides a better
enhancement. This might be slightly influenced by saturation very near to the pulse peak.
The XPW leads to 3-5 OOM enhancement and 10-11 OOM laser contrast Jullien et al. (2005);
Chvykov et al. (2006). A double crystal scheme was also applied to increase the efficiency to
20-30% due to the nonlinear self focusing that increases the intensity in the second crystal,
the different corresponding Gouy phase shift between fundamental and XPW providing an
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low reflectivity is used for the prepulses and the pedestal, while a several orders of magnitude
higher reflectivity value is applied for the main pulse. This fast plasma shutter is well suited
for suppression of unwanted light before the main pulse. Consequently the contrast of the
pulse is increased by the ratio of the plasma reflectivity to cold or Fresnel surface reflectivity of
the material. The contrast improvement is typically 2 to 3 orders of magnitude with AR coated
targets and s incident polarization or in a geometry with an incidence angle close to Brewster’s
angle and p-polarization. If the plasma scale length -see Eq. 2- exceeds the laser wavelength
the plasma starts to absorb and distort the phasefront of the reflected pulse leading to lower
reflectivity and the loss of beamed specular reflection Hörlein et al. (2008). The principle of
the plasma mirror is illustrated in Fig. 4.
The plasma mirror Kapteyn et al. (1991) is used to improve the laser pulse after amplification
and compression and provides higher throughput without limitation on the input energy
Gibbon (2007). Since it is used after the whole laser system, the plasma mirror can be
implemented without any modification to the system itself. Further advantages are wide
bandwidth acceptance as will be discussed later Nomura et al. (2007), and spatial filtering
effect if the plasma mirror is in the vicinity of the laser focus Gold (1994); Doumy et al. (2004a);
Hörlein et al. (2008), but no smoother beam profile or even degradation was reported using
the target in the near-field Dromey et al. (2004); Hörlein et al. (2008). Several investigations
in different geometries Backus et al. (1993); Ziener et al. (2002); Doumy et al. (2004a) as
normal, 45◦ and Brewster’s angle of incidence were conducted to study the reflectivity of
the plasma mirror yielding 50-80% overall -time- and space-integrated- energy reflectivity
and a measured contrast enhancement of 50-100 for s-polarization and antireflection coated
targets Dromey et al. (2004); Monot et al. (2004) and 25-50% energy throughput and 50-400
enhancement for p-polarization and Brewster’s angle Backus et al. (1993); Nomura et al. (2007).
The temporally resolved reflectivity during the plasma mirror is formed was measured to
be 300-1000 fs determined with 100-500 fs laser pulses Bor et al. (1995); von der Linde et al.
(1997); Grimes et al. (1999). Some studies pursued the application possibility of the plasma
mirror: improving the repetition rate by using a liquid jet as the target Backus et al. (1993) and

Fig. 4. Working principle of the plasma mirror. The incident low intensity prepulses and
pedestal are transmitted through the transparent glass target, while the foot of the high
intensity main pulse generates a plasma, which reflects the main pulse.
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cascading two plasma mirrors with an overall reflectivity of 31-50% to improve the contrast
by 104 − 5 × 104 to reach a required level in the experiments Wittmann et al. (2006); Lévy
et al. (2007); Thaury et al. (2007); Doumy et al. (2004b). All previous studies used pulses
with 25 fs of duration or longer and only our investigations Nomura et al. (2007) and others
shown later applied sub-10-fs pulses. On the other hand, intense few-cycle pulses with a
sufficiently high contrast would open up a new prospect for many applications as intense
single attosecond pulse generation Tsakiris et al. (2006). Therefore it has great significance to
study the possibility to obtain high-contrast few-cycle pulses using a plasma mirror.

2.2.3 Cross-polarized wave generation
Light propagating in nonlinear optical crystals experiences the partial conversion into light
with perpendicular polarization. This additional component is called the cross-polarized
wave (XPW) Minkovski et al. (2004; 2002). There are two different processes leading to XPW
generation: the nonlinear polarization rotation -an elliptic polarization state remains elliptic
with the same ellipticity just the main elliptical axis is rotated- and the induced ellipticity -the
ellipticity changes, but the main elliptical axis stays the same. XPW generation is a third order
nonlinear effect originating in practice from the dominant real part of χ(3). The XPW efficiency

is proportional to the product of χ
(3)
xxxx and the anisotropy of the χ(3) tensor Minkovski et al.

(2004). It has perfect and simultaneous phase- and group-velocity matching due to the same
frequencies of input and output beams and propagation along the optical axis, which results in

high efficiencies. Typically BaF2 or LiF is used in the experiments since it has moderate χ
(3)
xxxx

and high anisotropy leading to high-efficiency XPW generation (≥ 10%) without significant

self-phase modulation, which depends only on χ
(3)
xxxx. The XPW process was applied to

femtosecond pulse cleaning as the temporal third order nonlinearity suppresses low intensity
light surrounding the main laser pulse. Typical schematics of the XPW setup is shown in Fig.
5. The polarization of the beam input with an energy from a few μJ to a few mJ is cleaned by
a polarizer and it is focused to reach the required 3 − 7 × 1012 W/cm2 intensity in the BaF2
crystal, which is typically not in the focus. Here the orthogonally polarized component is
generated with 10% efficiency if the angle β between the laser polarization and the x axis of
BaF2 is optimized, which for [001] or z-cut crystals weakly depends on the intensity for high
intensities. Subsequently the beam is collimated and send through an analyzer to remove the
original polarization. The contrast after the filter neglecting saturation Jullien et al. (2006b):

Cout = C3
in + CinKR/ηe f f , (3)

where Cin/out is the contrast at the input/output of the contrast filter (Cin = 10−2 − 10−8),
R is the polarizer extinction ratio (R = 10−2 − 10−5), ηe f f is the internal energy efficiency
(ηe f f = 0.1 − 0.2) and K = ηe f f /ηpeak ∼ 0.2 is an integration constant connecting the effective
efficiency and the peak efficiency (ηpeak) and originating from temporal and spatial profiles.
This equation indicates that the output contrast is proportional to the third power of the
input contrast, but the improvement is limited by the polarizer extinction ratio. Therefore
high quality polarizers with low extinction ratios and good input contrast provides a better
enhancement. This might be slightly influenced by saturation very near to the pulse peak.
The XPW leads to 3-5 OOM enhancement and 10-11 OOM laser contrast Jullien et al. (2005);
Chvykov et al. (2006). A double crystal scheme was also applied to increase the efficiency to
20-30% due to the nonlinear self focusing that increases the intensity in the second crystal,
the different corresponding Gouy phase shift between fundamental and XPW providing an
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optimal phase difference at the second crystal and the possibility of independent optimization
of β Chvykov et al. (2006); Jullien et al. (2006a;b). BaF2 with holographic cut orientation [011]
further increases the efficiency. 11.4% and 28% were demonstrated in single and double crystal
scheme as the coupling coefficient is slightly higher in this case Canova et al. (2008a). Further
advantages of the holographic cut is that β is not intensity dependent allowing better phase
matching at high intensities. XPW in BaF2 is suitable for a broad wavelength range from
UV to near-IR Canova et al. (2008b); Cotel et al. (2006); Jullien et al. (2006a). A significant
smoothing and a

√
3 broadening of the spectrum is generated by the XPW as it is a third order

temporal nonlinearity, which was observed experimentally in the case of optimal compression
Jullien et al. (2007); Canova et al. (2008c). An even a larger broadening and pulse shortening
of a factor of 2.2 was measured with a spatially super-Gaussian beam from a Ti:sapphire
laser having 23% -even up to 28%- internal efficiency as a consequence of an interplay
between cross- and self-phase modulation of the XPW and fundamental waves and the strong
saturation Jullien et al. (2008). XPW with few-cycle pulses was also demonstrated Jullien
et al. (2009; 2010), it shows spectral intensity and phase smoothing and preserves the carrier
envelope phase Osvay et al. (2009). Up to now only a limited (2 OOM) contrast improvement
of XPW with few-cycle pulses was experimentally supported Jullien et al. (2010). Reaching
high efficiency needs ∼mm crystal thickness which changes significantly the pulse duration
of sub-10-fs pulses during propagation in the crystal due to dispersion. Therefore it is not
clear whether the XPW technique is applicable to few-cycle pulses and a higher contrast
improvement accessible.

2.2.4 Characterization of contrast
Various measurement techniques of laser contrast are discussed in this session. The difficulties
in measuring the contrast are the required high dynamic range of higher than 8 OOM and
the good temporal resolution approaching the pulse duration of the main pulse. A normal
photo diode for example has a dynamic range of 3-4 OOM and a temporal resolution of
about 100 ps. None of these properties is suitable for a detailed contrast determination.
Principally a simple second harmonic autocorrelation measurement routinely applied for
pulse duration measurement delivers already information about the foot of the pulse with 3-4
OOM dynamics Roskos et al. (1987); Antonetti et al. (1997) and under certain conditions this
measurement limit can be extended to 7-9 OOM for example using Lock in detection Braun
et al. (1995); Curley et al. (1995). The time ambiguity is certainly present in these investigations
using the second harmonic and so the leading and trailing edges are not distinguishable. To
this end autocorrelation based on the surface-enhanced third harmonic signal with Lock in
detection was used with a 1 kHz system providing a dynamics of 105 Hentschel et al. (1999).
Still the required measurement dynamics is not reached and typical ultrahigh intensity lasers
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have low repetition rate (∼10 Hz) prohibiting the use of Lock in detection. Cross correlation
based on third harmonic generation (THG) in two subsequent nonlinear crystals provides
both high dynamic > 10 OOM and free from time ambiguity Luan et al. (1993); Antonetti
et al. (1997); Aoyama et al. (2000); Tavella et al. (2005). Even a single shot version of this
cross-correlator was realized for low repetition rate high energy laser systems Dorrer et al.
(2008); Ginzburg et al. (2008). Nowadays THG cross-correlation is the most popular method to
characterize contrast. An alternative way is the optical parametric amplifier correlator (OPAC)
Divall & Ross (2004); Witte et al. (2006), which is based an optical parametric amplification of
the fundamental in a short temporal window defined by the frequency doubled pump. The
detection limit is 11 OOM with a theoretical value of 15 OOM. Recently specular reflectivity of
overdense plasmas applied to estimate the contrast Pirozhkov et al. (2009) giving a measure
of the preplasma generated by the general preceding background. An extended preformed
plasma leads to beam breakup and increased absorption so a sufficiently good contrast gives
a high reflectivity even at ultra-relativistic intensities.
We applied a THG cross-correlator, the upgraded version of that in Ref. Tavella et al. (2005),
capable to measure 10-11 OOM to determine the contrast improvement separately by the
implemented techniques.

3. Results and discussion

In this chapter various efforts to improve the contrast on two different few-cycle light sources
will be discussed. The first system is a Titanium:sapphire laser with 1 kHz repetition rate
Verhoef et al. (2006) and the second is an OPCPA system, called Light Wave Synthesizer
20 Herrmann et al. (2009). A plasma mirror was realized and characterized with the first
system described in chapter 3.1, while short pump OPCPA was ”implemented” in LWS-20
and XPW and plasma mirror are planned to be implemented in the near future to obtain a
unique contrast as discussed in chapter 4.

3.1 Plasma mirror with a kHz Titanium:sapphire laser
A plasma mirror was implemented in a few-cycle laser system and characterized in detail
Nomura et al. (2007); Nomura (2008). The reflectivity and the focusability were determined
in s- and p-polarization and the time resolved contrast improvement was also measured. The
source was a broadband 1 kHz Ti:sapphire laser system based on chirped pulse amplification
with three multi-pass amplifier stages and a hollow-fiber compressor Verhoef et al. (2006). The
system typically delivered pulses with 550 μJ energy, a spectrum extending from 550 to 900
nm with a central wavelength of 730 nm and 7 fs duration at 1 kHz repetition rate as shown in
Fig. 6. The output beam was guided through a vacuum beamline to the target chamber. The
energy on the target was 350-400 μJ.
The experimental setup is shown in Fig. 7. Either p- or s-polarization of the incident beam
could be set by changing the alignment of a periscope before entering into the target chamber.
The beam with 50 mm diameter was focused onto a 120 mm diameter BK7 glass target with
an fe f f = 150 mm, 90◦ silver off-axis paraboloid mirror (F/3) leading to a focus full width at
half maximum (FWHM) diameter of 7-8 μm. Three motorized stages allowed to rotate the
target and translate it parallel to the surface and parallel to the incident beam (defined as
z-direction). At 1 kHz repetition rate a target lasted approximately for an hour. The reflected
beam from the target was refocused with a thin achromatic lens and sent to a detector outside
the vacuum chamber. We measured the reflected energy using a power meter as detector;
the spatial peak reflectivity by imaging the beam profile around the focus of the incident and
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further increases the efficiency. 11.4% and 28% were demonstrated in single and double crystal
scheme as the coupling coefficient is slightly higher in this case Canova et al. (2008a). Further
advantages of the holographic cut is that β is not intensity dependent allowing better phase
matching at high intensities. XPW in BaF2 is suitable for a broad wavelength range from
UV to near-IR Canova et al. (2008b); Cotel et al. (2006); Jullien et al. (2006a). A significant
smoothing and a
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temporal nonlinearity, which was observed experimentally in the case of optimal compression
Jullien et al. (2007); Canova et al. (2008c). An even a larger broadening and pulse shortening
of a factor of 2.2 was measured with a spatially super-Gaussian beam from a Ti:sapphire
laser having 23% -even up to 28%- internal efficiency as a consequence of an interplay
between cross- and self-phase modulation of the XPW and fundamental waves and the strong
saturation Jullien et al. (2008). XPW with few-cycle pulses was also demonstrated Jullien
et al. (2009; 2010), it shows spectral intensity and phase smoothing and preserves the carrier
envelope phase Osvay et al. (2009). Up to now only a limited (2 OOM) contrast improvement
of XPW with few-cycle pulses was experimentally supported Jullien et al. (2010). Reaching
high efficiency needs ∼mm crystal thickness which changes significantly the pulse duration
of sub-10-fs pulses during propagation in the crystal due to dispersion. Therefore it is not
clear whether the XPW technique is applicable to few-cycle pulses and a higher contrast
improvement accessible.

2.2.4 Characterization of contrast
Various measurement techniques of laser contrast are discussed in this session. The difficulties
in measuring the contrast are the required high dynamic range of higher than 8 OOM and
the good temporal resolution approaching the pulse duration of the main pulse. A normal
photo diode for example has a dynamic range of 3-4 OOM and a temporal resolution of
about 100 ps. None of these properties is suitable for a detailed contrast determination.
Principally a simple second harmonic autocorrelation measurement routinely applied for
pulse duration measurement delivers already information about the foot of the pulse with 3-4
OOM dynamics Roskos et al. (1987); Antonetti et al. (1997) and under certain conditions this
measurement limit can be extended to 7-9 OOM for example using Lock in detection Braun
et al. (1995); Curley et al. (1995). The time ambiguity is certainly present in these investigations
using the second harmonic and so the leading and trailing edges are not distinguishable. To
this end autocorrelation based on the surface-enhanced third harmonic signal with Lock in
detection was used with a 1 kHz system providing a dynamics of 105 Hentschel et al. (1999).
Still the required measurement dynamics is not reached and typical ultrahigh intensity lasers
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have low repetition rate (∼10 Hz) prohibiting the use of Lock in detection. Cross correlation
based on third harmonic generation (THG) in two subsequent nonlinear crystals provides
both high dynamic > 10 OOM and free from time ambiguity Luan et al. (1993); Antonetti
et al. (1997); Aoyama et al. (2000); Tavella et al. (2005). Even a single shot version of this
cross-correlator was realized for low repetition rate high energy laser systems Dorrer et al.
(2008); Ginzburg et al. (2008). Nowadays THG cross-correlation is the most popular method to
characterize contrast. An alternative way is the optical parametric amplifier correlator (OPAC)
Divall & Ross (2004); Witte et al. (2006), which is based an optical parametric amplification of
the fundamental in a short temporal window defined by the frequency doubled pump. The
detection limit is 11 OOM with a theoretical value of 15 OOM. Recently specular reflectivity of
overdense plasmas applied to estimate the contrast Pirozhkov et al. (2009) giving a measure
of the preplasma generated by the general preceding background. An extended preformed
plasma leads to beam breakup and increased absorption so a sufficiently good contrast gives
a high reflectivity even at ultra-relativistic intensities.
We applied a THG cross-correlator, the upgraded version of that in Ref. Tavella et al. (2005),
capable to measure 10-11 OOM to determine the contrast improvement separately by the
implemented techniques.

3. Results and discussion

In this chapter various efforts to improve the contrast on two different few-cycle light sources
will be discussed. The first system is a Titanium:sapphire laser with 1 kHz repetition rate
Verhoef et al. (2006) and the second is an OPCPA system, called Light Wave Synthesizer
20 Herrmann et al. (2009). A plasma mirror was realized and characterized with the first
system described in chapter 3.1, while short pump OPCPA was ”implemented” in LWS-20
and XPW and plasma mirror are planned to be implemented in the near future to obtain a
unique contrast as discussed in chapter 4.

3.1 Plasma mirror with a kHz Titanium:sapphire laser
A plasma mirror was implemented in a few-cycle laser system and characterized in detail
Nomura et al. (2007); Nomura (2008). The reflectivity and the focusability were determined
in s- and p-polarization and the time resolved contrast improvement was also measured. The
source was a broadband 1 kHz Ti:sapphire laser system based on chirped pulse amplification
with three multi-pass amplifier stages and a hollow-fiber compressor Verhoef et al. (2006). The
system typically delivered pulses with 550 μJ energy, a spectrum extending from 550 to 900
nm with a central wavelength of 730 nm and 7 fs duration at 1 kHz repetition rate as shown in
Fig. 6. The output beam was guided through a vacuum beamline to the target chamber. The
energy on the target was 350-400 μJ.
The experimental setup is shown in Fig. 7. Either p- or s-polarization of the incident beam
could be set by changing the alignment of a periscope before entering into the target chamber.
The beam with 50 mm diameter was focused onto a 120 mm diameter BK7 glass target with
an fe f f = 150 mm, 90◦ silver off-axis paraboloid mirror (F/3) leading to a focus full width at
half maximum (FWHM) diameter of 7-8 μm. Three motorized stages allowed to rotate the
target and translate it parallel to the surface and parallel to the incident beam (defined as
z-direction). At 1 kHz repetition rate a target lasted approximately for an hour. The reflected
beam from the target was refocused with a thin achromatic lens and sent to a detector outside
the vacuum chamber. We measured the reflected energy using a power meter as detector;
the spatial peak reflectivity by imaging the beam profile around the focus of the incident and
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the reflected beam with a microscope objective onto a charge-coupled device (CCD) camera;
and the temporal structure with high dynamics of the incident and also of the reflected pulses
using a third-order correlator.

550 600 650 700 750 800 850 900

0
20

0
40

0
60

0
80

0

Wavelength (nm)

In
te

ns
ity

 (a
rb

. u
ni

ts
) (a)

−20 −10 0 10 20

0
2

4
6

8
Delay (fs)

In
te

ns
ity

 (a
rb

. u
ni

ts
) (b)

Fig. 6. Typical spectrum (a) and interferometric second-order autocorrelation (b) of the
Ti:sapphire laser pulses used in the first plasma mirror experiment. The pulse duration is
about 7 fs.

The plasma mirror efficiency was characterized by the energy throughput, i.e. the spatially
integrated or average reflectivity, and the peak reflectivity. We calculate the peak reflectivity
as the ratio of the peak fluences, which are obtained from the measured beam profiles on the
target and energies. As we will see, this gives the same as the ratio of the peak intensities,
which is the definition of the reflectivity. The energy measured with the power meter was
averaged over some thousand shots. The incident fluence was changed by either moving

Fig. 7. Experimental setup

316 Coherence and Ultrashort Pulse Laser Emission Contrast Improvement of Relativistic Few-Cycle Light Pulses 13

Fig. 8. Average reflectivity of the plasma mirror for (a) p-polarization and (b) s-polarization
as a function of the average incident fluence. Different symbols represent different sets of
measurements containing also runs with elongated pulses due to chirp or clipped spectrum.
For p-polarization, the highest and lowest reflectivity measured are ∼ 40% and ∼ 0.5%,
respectively, therefore a contrast improvement of two orders of magnitude is expected.

the target out of focus (z-scan) or decreasing the energy of the incident pulse (energy scan).
Different sets of measurements are shown with different symbols in Fig. 8. The measurements
were well reproducible and gave the same results for z-scan and for energy scan. We also
measured the average reflectivity with longer pulse durations, which was achieved by either
chirping the pulse or clipping the spectrum. Therefore, we plotted the reflectivity as a function
of the incident fluence in Figs. 8, 9.
Fig. 8 (a) shows the average reflectivity for p-polarization as a function of the average incident
fluence, which is determined with respect to the spatial full width at half maximum (FWHM)
area of the focused beam. The highest average reflectivity reached up to ∼ 40% between 100
and 150 J/cm2, whereas the lowest reflectivity was as low as ∼ 0.5% because the 45◦ incidence
angle was close to Brewster’s angle (∼ 56◦). From these values, a contrast improvement
of two orders of magnitude is expected. The pulse duration was increased up to 60 fs,
i.e., a factor of 9, but no significant change was observed in the behavior of the reflectivity
versus fluence dependence. The average reflectivity measured for s-polarization is plotted in
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Fig. 6. Typical spectrum (a) and interferometric second-order autocorrelation (b) of the
Ti:sapphire laser pulses used in the first plasma mirror experiment. The pulse duration is
about 7 fs.

The plasma mirror efficiency was characterized by the energy throughput, i.e. the spatially
integrated or average reflectivity, and the peak reflectivity. We calculate the peak reflectivity
as the ratio of the peak fluences, which are obtained from the measured beam profiles on the
target and energies. As we will see, this gives the same as the ratio of the peak intensities,
which is the definition of the reflectivity. The energy measured with the power meter was
averaged over some thousand shots. The incident fluence was changed by either moving
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Fig. 8. Average reflectivity of the plasma mirror for (a) p-polarization and (b) s-polarization
as a function of the average incident fluence. Different symbols represent different sets of
measurements containing also runs with elongated pulses due to chirp or clipped spectrum.
For p-polarization, the highest and lowest reflectivity measured are ∼ 40% and ∼ 0.5%,
respectively, therefore a contrast improvement of two orders of magnitude is expected.

the target out of focus (z-scan) or decreasing the energy of the incident pulse (energy scan).
Different sets of measurements are shown with different symbols in Fig. 8. The measurements
were well reproducible and gave the same results for z-scan and for energy scan. We also
measured the average reflectivity with longer pulse durations, which was achieved by either
chirping the pulse or clipping the spectrum. Therefore, we plotted the reflectivity as a function
of the incident fluence in Figs. 8, 9.
Fig. 8 (a) shows the average reflectivity for p-polarization as a function of the average incident
fluence, which is determined with respect to the spatial full width at half maximum (FWHM)
area of the focused beam. The highest average reflectivity reached up to ∼ 40% between 100
and 150 J/cm2, whereas the lowest reflectivity was as low as ∼ 0.5% because the 45◦ incidence
angle was close to Brewster’s angle (∼ 56◦). From these values, a contrast improvement
of two orders of magnitude is expected. The pulse duration was increased up to 60 fs,
i.e., a factor of 9, but no significant change was observed in the behavior of the reflectivity
versus fluence dependence. The average reflectivity measured for s-polarization is plotted in
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Fig. 9. Spatial peak reflectivity of the plasma mirror for p- and s-polarization plotted against
the spatial peak incident fluence.

Fig. 8 (b). The highest reflectivity reached up to ∼ 65% and might be even higher for higher
fluence on target unavailable in this experiment. In spite of the higher average reflectivity,
the expected contrast improvement is only one order of magnitude due to the relatively high
Fresnel reflectivity at s-polarization, which is ∼ 8% at 45◦ angle of incidence for our target
material. The results plotted in Fig. 8 (b) had larger fluctuations than those in Fig. 8 (a)
due to the different laser conditions. Reducing the reflectivity with antireflection (AR) coated
targets can boost the contrast improvement up to factor of 300 and have maximal throughput.
Using p-polarized light allows us to use cheaper uncoated glass targets at the cost of decreased
throughput (∼ 40%). The contrast improvement factors are in the same order for s-polarized
light with AR-coated targets and for p-polarized light with ordinary targets, at 45◦ incidence
angle. Using Brewster’s angle increases the improvement factor for p-polarization even more,
although the alignment is more sensitive.
The spatial peak reflectivity for p- and s-polarized pulses is depicted in Fig. 9 as a function of
the peak fluence. The maximum value was above 60% for p and above 80% for s polarization.
The spectra of the incident and reflected pulses were also measured, but they were almost
identical and no significant blue shift was observed.
It is important for applications of the plasma mirror that the reflected light is still focusable
and the wavefront and beam profile are not degraded. To investigate the spatial characteristics
of the reflected beam, we collimated it with an achromatic lens (f = 150 mm) and refocused
with an f = 75 mm off-axis parabola. The image of the refocused spot was magnified with a
microscope objective and captured by a CCD beam profiler. The target was moved in the focal
(z) direction and the imaging system was adjusted for each measurement. The measured spot
diameters are plotted in Fig. 10 (a). The horizontal lines indicate the spot diameter without
activating the plasma mirror, i.e., with low input energy. The different focus diameters for
s- and p-polarizations are due to different alignments of the beamline. A horizontal and a
vertical lineout of the refocused beam profile are plotted for s-polarization with (solid) and
without (dashed) plasma mirror in Fig. 10 (b) when the target was in the focus (z = 0). We
observed two effects on the reflected beam: cleaner smoothed near-field beam profile and
smaller refocused spot. Both changes can be explained by the fluence-dependent reflectivity
of the plasma mirror. The plasma mirror reflects more efficiently at the central part of the
beam, while the reflection at the surrounding area is relatively suppressed, which acts as
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Fig. 10. (a) Refocused spot size (FWHM) as a function of the plasma-mirror position in the
focal (z) direction. The polarization of the incident beam was p (blue square) or s (red circle).
Horizontal lines indicate the reference spot size without activating the plasma mirror for p
(solid) and s (dashed) polarization. (b) Horizontal and vertical lineouts of the refocused
beam profile with the target in the focus (z = 0) for s-polarization with (solid) and without
(dashed) plasma mirror.

a spatial filter resulting in a cleaner beam profile Moncur (1977). At the same time, this
fluence-dependent reflectivity makes the peak narrower, which results in a smaller spot size
on the plasma mirror and consequently a smaller refocused spot size.
The most important property of a plasma mirror is the contrast enhancement factor that
is estimated based on cold and hot plasma reflectivity in general, but it is rarely verified
experimentally. We present a complete high-dynamic-range third-order correlation of the
reflected pulses, which allows us to obtain the time-resolved reflectivity and contrast
enhancement of the plasma mirror. The polarization of the beam incident to the target was
set to p to realize a better contrast improvement. The fluence on the plasma mirror was
estimated to be ∼ 60 J/cm2 corresponding to about 30% average reflectivity. The reflected
beam was recollimated and sent into a home-made third-order correlator Tavella et al. (2005).
Fig. 11 shows the measured third-order correlation of the reflected pulse together with that
of the incident pulse. The negative delay represents the leading edge of the pulse as before.
Although the measured contrast was limited by the low energy of about 50 μJ sent into the
correlator, the expected contrast improvement of two orders of magnitude at the pulse front
is striking, for example, around -2 or at -8.5 ps. The peak appearing at -1.5 ps is an artefact
from a post pulse, which appears due to the nature of correlation measurements. Also a pulse
steepening effect is evident on the rising edge. On the other hand, no effect is observed on
the falling edge of the pulse. Since 100 μm thick crystals were used in the correlator to gain a
stronger signal, the third-order correlation does not reflect the short pulse duration.
Fig. 12 depicts the time-resolved reflectivity of the plasma mirror for p-polarization obtained
by dividing the correlation of the reflected pulse by that of the incident pulse. We normalized
the curve by setting the average reflectivity between 0 and 4 ps to the expected peak
reflectivity of 50%.
A steep rise in the reflectivity is clearly seen at -500 fs. This steep rise indicates that the plasma
is generated 400-500 fs before the main pulse. Therefore, the plasma mirror is efficiently
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Fig. 9. Spatial peak reflectivity of the plasma mirror for p- and s-polarization plotted against
the spatial peak incident fluence.

Fig. 8 (b). The highest reflectivity reached up to ∼ 65% and might be even higher for higher
fluence on target unavailable in this experiment. In spite of the higher average reflectivity,
the expected contrast improvement is only one order of magnitude due to the relatively high
Fresnel reflectivity at s-polarization, which is ∼ 8% at 45◦ angle of incidence for our target
material. The results plotted in Fig. 8 (b) had larger fluctuations than those in Fig. 8 (a)
due to the different laser conditions. Reducing the reflectivity with antireflection (AR) coated
targets can boost the contrast improvement up to factor of 300 and have maximal throughput.
Using p-polarized light allows us to use cheaper uncoated glass targets at the cost of decreased
throughput (∼ 40%). The contrast improvement factors are in the same order for s-polarized
light with AR-coated targets and for p-polarized light with ordinary targets, at 45◦ incidence
angle. Using Brewster’s angle increases the improvement factor for p-polarization even more,
although the alignment is more sensitive.
The spatial peak reflectivity for p- and s-polarized pulses is depicted in Fig. 9 as a function of
the peak fluence. The maximum value was above 60% for p and above 80% for s polarization.
The spectra of the incident and reflected pulses were also measured, but they were almost
identical and no significant blue shift was observed.
It is important for applications of the plasma mirror that the reflected light is still focusable
and the wavefront and beam profile are not degraded. To investigate the spatial characteristics
of the reflected beam, we collimated it with an achromatic lens (f = 150 mm) and refocused
with an f = 75 mm off-axis parabola. The image of the refocused spot was magnified with a
microscope objective and captured by a CCD beam profiler. The target was moved in the focal
(z) direction and the imaging system was adjusted for each measurement. The measured spot
diameters are plotted in Fig. 10 (a). The horizontal lines indicate the spot diameter without
activating the plasma mirror, i.e., with low input energy. The different focus diameters for
s- and p-polarizations are due to different alignments of the beamline. A horizontal and a
vertical lineout of the refocused beam profile are plotted for s-polarization with (solid) and
without (dashed) plasma mirror in Fig. 10 (b) when the target was in the focus (z = 0). We
observed two effects on the reflected beam: cleaner smoothed near-field beam profile and
smaller refocused spot. Both changes can be explained by the fluence-dependent reflectivity
of the plasma mirror. The plasma mirror reflects more efficiently at the central part of the
beam, while the reflection at the surrounding area is relatively suppressed, which acts as
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Fig. 10. (a) Refocused spot size (FWHM) as a function of the plasma-mirror position in the
focal (z) direction. The polarization of the incident beam was p (blue square) or s (red circle).
Horizontal lines indicate the reference spot size without activating the plasma mirror for p
(solid) and s (dashed) polarization. (b) Horizontal and vertical lineouts of the refocused
beam profile with the target in the focus (z = 0) for s-polarization with (solid) and without
(dashed) plasma mirror.

a spatial filter resulting in a cleaner beam profile Moncur (1977). At the same time, this
fluence-dependent reflectivity makes the peak narrower, which results in a smaller spot size
on the plasma mirror and consequently a smaller refocused spot size.
The most important property of a plasma mirror is the contrast enhancement factor that
is estimated based on cold and hot plasma reflectivity in general, but it is rarely verified
experimentally. We present a complete high-dynamic-range third-order correlation of the
reflected pulses, which allows us to obtain the time-resolved reflectivity and contrast
enhancement of the plasma mirror. The polarization of the beam incident to the target was
set to p to realize a better contrast improvement. The fluence on the plasma mirror was
estimated to be ∼ 60 J/cm2 corresponding to about 30% average reflectivity. The reflected
beam was recollimated and sent into a home-made third-order correlator Tavella et al. (2005).
Fig. 11 shows the measured third-order correlation of the reflected pulse together with that
of the incident pulse. The negative delay represents the leading edge of the pulse as before.
Although the measured contrast was limited by the low energy of about 50 μJ sent into the
correlator, the expected contrast improvement of two orders of magnitude at the pulse front
is striking, for example, around -2 or at -8.5 ps. The peak appearing at -1.5 ps is an artefact
from a post pulse, which appears due to the nature of correlation measurements. Also a pulse
steepening effect is evident on the rising edge. On the other hand, no effect is observed on
the falling edge of the pulse. Since 100 μm thick crystals were used in the correlator to gain a
stronger signal, the third-order correlation does not reflect the short pulse duration.
Fig. 12 depicts the time-resolved reflectivity of the plasma mirror for p-polarization obtained
by dividing the correlation of the reflected pulse by that of the incident pulse. We normalized
the curve by setting the average reflectivity between 0 and 4 ps to the expected peak
reflectivity of 50%.
A steep rise in the reflectivity is clearly seen at -500 fs. This steep rise indicates that the plasma
is generated 400-500 fs before the main pulse. Therefore, the plasma mirror is efficiently
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Fig. 11. Measured contrast without (black) and with (red) the plasma mirror using
p-polarization. Although the measured contrast was limited by the low input energy
(∼ 50μJ), contrast improvement of two orders of magnitude is seen in the leading edge, for
example, around -2 ps.

generated with the pedestal of our sub-10-fs pulses, similarly to the previous experiments
with longer pulses. It is apparent that the reflectivity is constant during the pulse, hence the
way we attained the peak reflectivity using the fluences is correct.A decrease in the reflectivity
is also visible ∼ 6 ps after the main pulse.
Hydrodynamic simulation of the preformed plasma expansion with a simulation code
MEDUSA Christiansen et al. (1974) was performed to further understand the physical process.
The input pulse used for the simulation was a 7 fs Gaussian pulse sitting on a 1.7 ps Gaussian

Fig. 12. Time-resolved peak reflectivity of the plasma mirror calculated from the correlations
in Fig. 11. The horizontal red line is the average value of the peak reflectivity between 0 and 4
ps and the error bar corresponds to the standard deviation. Inset: the fast increase of the
reflectivity at the leading edge.
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pedestal with 2 × 10−4 contrast and a 7 fs Gaussian prepulse 8.5 ps before the main peak with
10−4 contrast as shown in Fig. 13. These parameters were determined by fitting the third-order
correlation trace measured without the plasma mirror. The result of the simulation is also
shown in Fig. 13. The simulation shows that the scale length of the plasma (Eq. 2) is ∼ 0.03λ
at the critical density (Eq. 1) when the peak of the pulse arrives. If the scale length is too large,
a plasma mirror acts similarly to a chirped mirror because different wavelengths are reflected
at different depths in the plasma surface, owing to the different critical densities. With this
scale length, however, this chirping effect is negligible and the pulse duration stays the same
after the plasma mirror. The simulation also shows that the scale length exceeds 0.1λ around
+2 ps after the main peak. Above this scale length, the process of resonant absorption starts
Gibbon & Bell (1992), and reaches its maximum efficiency around L = 0.3λ Kruer (1988). The
simulation shows that this scale length is reached around +4 ps, which explains the decrease
of the reflectivity around 6 ps.
In spite of the detailed measurements the preservation of the few-cycle pulse duration by the
plasma mirror was just indirectly supported. In chapter 4 this important property will also be
further discussed.

3.2 Contrast improvement of an OPCPA system
The second few-cycle light source, in which we applied contrast enhancement is the 8-fs,
16-TW OPCPA system, Light Wave Synthesizer 20 (LWS-20) Herrmann et al. (2009). This
chapter describes the results from the short pump pulse OPCPA. Later in the next chapter we
will discuss the potential if XPW and plasma mirror are also implemented. LWS-20 is the first
optical parametric chirped pulse amplifier (OPCPA) system with few-cycle pulse duration and
∼20 TW peak power. OPCPA generally offers a unique alternative to conventional lasers with
much broader amplification bandwidth and correspondingly much shorter pulses reaching
the sub-10-fs range, much higher gain, and low thermal load as analyzed before. In our
OPCPA system as shown in Fig. 14 pulses from an ultra-broadband oscillator (Rainbow,
Femtolasers), producing ∼5.5 fs pulses with 80 MHz repetition rate, are split for optical
synchronization. One part is wavelength shifted to 1064 nm to seed a commercial pump

Fig. 13. Evolution of plasma scale length calculated with MEDUSA. Temporal profile of the
input pulse (blue curve) estimated from the measurement. Evolution of the plasma scale
length (red circles). It stays almost unchanged as the main pulse arrives and starts to increase
after most of the pedestal has passed.
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Fig. 11. Measured contrast without (black) and with (red) the plasma mirror using
p-polarization. Although the measured contrast was limited by the low input energy
(∼ 50μJ), contrast improvement of two orders of magnitude is seen in the leading edge, for
example, around -2 ps.

generated with the pedestal of our sub-10-fs pulses, similarly to the previous experiments
with longer pulses. It is apparent that the reflectivity is constant during the pulse, hence the
way we attained the peak reflectivity using the fluences is correct.A decrease in the reflectivity
is also visible ∼ 6 ps after the main pulse.
Hydrodynamic simulation of the preformed plasma expansion with a simulation code
MEDUSA Christiansen et al. (1974) was performed to further understand the physical process.
The input pulse used for the simulation was a 7 fs Gaussian pulse sitting on a 1.7 ps Gaussian

Fig. 12. Time-resolved peak reflectivity of the plasma mirror calculated from the correlations
in Fig. 11. The horizontal red line is the average value of the peak reflectivity between 0 and 4
ps and the error bar corresponds to the standard deviation. Inset: the fast increase of the
reflectivity at the leading edge.
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pedestal with 2 × 10−4 contrast and a 7 fs Gaussian prepulse 8.5 ps before the main peak with
10−4 contrast as shown in Fig. 13. These parameters were determined by fitting the third-order
correlation trace measured without the plasma mirror. The result of the simulation is also
shown in Fig. 13. The simulation shows that the scale length of the plasma (Eq. 2) is ∼ 0.03λ
at the critical density (Eq. 1) when the peak of the pulse arrives. If the scale length is too large,
a plasma mirror acts similarly to a chirped mirror because different wavelengths are reflected
at different depths in the plasma surface, owing to the different critical densities. With this
scale length, however, this chirping effect is negligible and the pulse duration stays the same
after the plasma mirror. The simulation also shows that the scale length exceeds 0.1λ around
+2 ps after the main peak. Above this scale length, the process of resonant absorption starts
Gibbon & Bell (1992), and reaches its maximum efficiency around L = 0.3λ Kruer (1988). The
simulation shows that this scale length is reached around +4 ps, which explains the decrease
of the reflectivity around 6 ps.
In spite of the detailed measurements the preservation of the few-cycle pulse duration by the
plasma mirror was just indirectly supported. In chapter 4 this important property will also be
further discussed.

3.2 Contrast improvement of an OPCPA system
The second few-cycle light source, in which we applied contrast enhancement is the 8-fs,
16-TW OPCPA system, Light Wave Synthesizer 20 (LWS-20) Herrmann et al. (2009). This
chapter describes the results from the short pump pulse OPCPA. Later in the next chapter we
will discuss the potential if XPW and plasma mirror are also implemented. LWS-20 is the first
optical parametric chirped pulse amplifier (OPCPA) system with few-cycle pulse duration and
∼20 TW peak power. OPCPA generally offers a unique alternative to conventional lasers with
much broader amplification bandwidth and correspondingly much shorter pulses reaching
the sub-10-fs range, much higher gain, and low thermal load as analyzed before. In our
OPCPA system as shown in Fig. 14 pulses from an ultra-broadband oscillator (Rainbow,
Femtolasers), producing ∼5.5 fs pulses with 80 MHz repetition rate, are split for optical
synchronization. One part is wavelength shifted to 1064 nm to seed a commercial pump

Fig. 13. Evolution of plasma scale length calculated with MEDUSA. Temporal profile of the
input pulse (blue curve) estimated from the measurement. Evolution of the plasma scale
length (red circles). It stays almost unchanged as the main pulse arrives and starts to increase
after most of the pedestal has passed.
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laser (EKSPLA) producing up to 1 J, 75 ps, 10 Hz pulses at 532 nm. The main part of the
oscillator energy is amplified in a Femtopower Compact Pro 1 kHz Ti:sapphire CPA laser,
which tightens the bandwidth and produces 25 fs long pulses after compression in the prism
compressor.
These pulses with 750-800 μJ energy are sent into a neon filled tapered-hollow-core fiber to
broaden the spectrum to seed the amplifier stages. After an optional XPW stage for contrast
enhancement the pulses are stretched to 45 ps -group delay between blue and red spectral
components- with a specially designed negative dispersion grism stretcher. An acousto optic
programmable dispersive filter (Dazzler, Fastlight) serves the purpose of optimizing and fine
tuning the spectral phase. The slightly compressed pulses -to about 30 ps after the Dazzler-
are amplified in two non-collinear optical parametric chirped pulse amplifier stages based on
type I BBO nonlinear optical crystals. The first stage is pumped by 15 mJ and amplifies the
few-μJ seed pulses to about 1 mJ and the second stage is pumped with an energy of up to
800 mJ and delivers up to 170 mJ. The supported wavelength range of the OPA is from 700 nm
up to 1050 nm, but due to practical limitations in the Dazzler, only spectral components up
to about 980 nm can be used for compression, which corresponds to a Fourier limited pulse
duration of 8 fs. The pulses are compressed in a high transmission compressor containing
bulk glasses of 160 mm SF57 and 100 mm quartz and by four chirped mirrors to approx. 8 fs.
After the compressor a pulse energy of up to 130 mJ is reached with 10 Hz repetition rate. A
Shack-Hartmann wavefront sensor (Imagine Optic) and an adaptive mirror in a closed loop
configuration are used to optimize the wavefront and so the focusing properties of the laser to
reach � 1018 W/cm2 relativistic intensity on target. The system is ideally suited for electron
acceleration in the non-linear laser wakefield acceleration regime with high efficiency and

Fig. 14. Setup of the Light Wave Synthesizer 20 (LWS-20) OPCPA system.
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stability to generate monoenergetic electrons Schmid et al. (2009) as well as for high harmonic
generation towards a single attosecond pulse generation on plasma surfaces Heissler et al.
(2010) and gas jets. Carrier envelope phase (CEP) measurements are also envisaged for CEP
stabilization that will be necessary to generate single attosecond bursts.
As discussed before the contrast is improved in a short pulse (75 ps in our case) OPCPA system
outside the pump duration. In LWS-20 the input contrast from the kHz front end is between
7-8 orders of magnitude (OOM) and it is conserved in approx. ±40 ps temporal window and
many orders of magnitude better outside this window as shown in Fig. 15 blue dashed line.
There is a 5 ps pedestal originating from stretching and compression. This is suppressed
to 10−8 in the best case without other contrast enhancement as will be discussed later. The
background from -5 ps up to -20 ps is the ASE from the front end amplified in the OPCPA
stages. After the main pulse a longer continuously decreasing pedestal coming from the
hollow-core fiber follows. The expected contrast enhancement > 40 ps before the pulse peak
is 105 as the amplification increases the energy from about 1 μJ to on the order of 100 mJ.
Although the third order correlator is capable of measuring 10 OOM it is still not enough to
correctly determine the improvement in the contrast outside the pump temporal extension.
Therefore we misaligned the front end -attenuated the multipass seed- to reduce the ASE
contrast to deliver 5-6 OOM contrast. This reduced contrast is preserved in the OPCPA chain
(at -6 ps 10−5), but suppressed before the pump (at -45 ps 10−10) as indicated by the red
curve in Fig. 15. As a conclusion the OPCPA with short pump pulses improves the contrast
corresponding to the gain coefficient by 5 OOM.

4. Conclusion and future work

In conclusion, the contrast improvement of sub-10-fs pulses by using a plasma mirror and
OPCPA are demonstrated. The reflected pulses from the plasma mirror were cleaned both
spatially and temporally. The spatial peak reflectivity reached ≥ 80% (≥ 60%) and the energy
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Fig. 15. Contrast of the LWS-20 OPCPA system (blue dashed line) and contrast with
misaligned frond end to visualize the 105 enhancement between -6 and -45 ps due to OPCPA
(red solid line).
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stability to generate monoenergetic electrons Schmid et al. (2009) as well as for high harmonic
generation towards a single attosecond pulse generation on plasma surfaces Heissler et al.
(2010) and gas jets. Carrier envelope phase (CEP) measurements are also envisaged for CEP
stabilization that will be necessary to generate single attosecond bursts.
As discussed before the contrast is improved in a short pulse (75 ps in our case) OPCPA system
outside the pump duration. In LWS-20 the input contrast from the kHz front end is between
7-8 orders of magnitude (OOM) and it is conserved in approx. ±40 ps temporal window and
many orders of magnitude better outside this window as shown in Fig. 15 blue dashed line.
There is a 5 ps pedestal originating from stretching and compression. This is suppressed
to 10−8 in the best case without other contrast enhancement as will be discussed later. The
background from -5 ps up to -20 ps is the ASE from the front end amplified in the OPCPA
stages. After the main pulse a longer continuously decreasing pedestal coming from the
hollow-core fiber follows. The expected contrast enhancement > 40 ps before the pulse peak
is 105 as the amplification increases the energy from about 1 μJ to on the order of 100 mJ.
Although the third order correlator is capable of measuring 10 OOM it is still not enough to
correctly determine the improvement in the contrast outside the pump temporal extension.
Therefore we misaligned the front end -attenuated the multipass seed- to reduce the ASE
contrast to deliver 5-6 OOM contrast. This reduced contrast is preserved in the OPCPA chain
(at -6 ps 10−5), but suppressed before the pump (at -45 ps 10−10) as indicated by the red
curve in Fig. 15. As a conclusion the OPCPA with short pump pulses improves the contrast
corresponding to the gain coefficient by 5 OOM.

4. Conclusion and future work

In conclusion, the contrast improvement of sub-10-fs pulses by using a plasma mirror and
OPCPA are demonstrated. The reflected pulses from the plasma mirror were cleaned both
spatially and temporally. The spatial peak reflectivity reached ≥ 80% (≥ 60%) and the energy
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misaligned frond end to visualize the 105 enhancement between -6 and -45 ps due to OPCPA
(red solid line).
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throughput had a value of ∼ 65% (∼ 40%) for s- (p-) polarization at 45◦ angle of incidence.
Using AR coated targets and s-polarization an average reflectivity of 70-80% is expected.
The first measurement of the complete high-dynamic-range correlation revealed the temporal
structure of the pulses reflected from the plasma mirror. The time-resolved reflectivity of
the plasma mirror was determined with the help of these results, showing the contrast
improvement of two orders of magnitude and the pulse steepening at the leading edge. This
enhancement can be further increased to min. 2.5 orders of magnitude with AR coated targets.
Improving the contrast with the plasma mirror will lead to better performances in experiments
such as high-order harmonic generation on plasma surfaces or ion acceleration. The plasma
mirror reflectivity is found to be independent on the chirp of the the incident pulses, which
allows to optimize the pulse duration on a second target. The pulse spectrum was practically
the same before and after the plasma mirror. Therefore the fact whether the plasma mirror
pertains the short duration is not significant. On the other hand, the final size of the plasma
mirror target will impose a limit on the number of laser shots in one experimental run. The use
of the plasma mirror should be determined by weighing the benefits gained by the contrast
improvements against the drawback of the limited number of shots. In the case of a moderate
energy system (∼ 100 mJ) many hours operation with 10 Hz repetition rate is principally
possible.
The OPCPA technique with short pump pulses has among others also a big advantage in
background suppression. Using moderate saturation a contrast improvement corresponding
to the gain is achievable outside of the pump pulse duration. In our OPCPA system, LWS-20,
an enhancement of 105 is realized with 80 ps pump pulses. Using even shorter pump
lasers (∼ 1 ps) this window is significantly reduced, but other difficulties as pump seed
synchronization or non-linear effects in air and other optical components may arise. Hybrid
laser systems utilize this advantage and the final high-energy laser amplification, which is
presently a challenge for the short pulse pump laser. Comparing the plasma mirror to the
OPCPA technique both of them have advantages and draw backs. The OPCPA amplifies
already with an improved contrast, but only outside the pump window is the contrast better
while the plasma mirror enhances the contrast also directly before the pulse peak, steepens
the rising edge and removes background generated after the front end very near to the main
pulse. The XPW technique is robust and has a large improvement, but enhances the input
contrast into the amplifier and removes background just from the front end and cannot affect
reasons for worse contrast that are generated later. The decision which of the methods is best
suited in a given system is not easy to answer and can depend from case to case.
To further improve the contrast for experiments with LWS-20 a cross-polarized wave (XPW)
generation cleaner stage (see Chapter) and a plasma mirror are planned to be implemented.
The structure of LWS-20 is ideally suited to implement XPW after the hollow-core fiber
and before the grism stretcher. This structure makes it practically to a double-CPA system
Kalashnikov et al. (2005) with an OPCPA instead of CPA as the second amplification part.
The expected contrast improvement using Eq. 3 and a Glan-Laser polarizer with an extinction
ration of better than 2 − 5 × 10−4 is up to 10−4. The plasma mirror with AR coated targets
having 0.2% reflectivity and an estimated plasma mirror reflectivity of 60% is expected to
enhance a contrast by about 3 × 10−3 and also steepen the rising edge if the pulses. After
the implementation of XPW about 10−17 and the implementation of the plasma mirror about
10−19 contrast is expected 45 ps before the pulse peak. These values and the good contrast
also before this delay makes the LWS-20 system an ideal candidate as a front end of future
multi-Petawatt to Exawatt lasers.
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acknowledged as well as the users who contributed to the system significantly as A. Buck, J.
M. Mikhailova, K. Schmid, C. M. S. Sears, Y. Nomura. Furthermore grateful thanks are due
to G. Tsakiris. Extra thanks to Prof. F. Krausz for his support. A. Buck, J. M. Mikhailova, T.
Wittmann are acknowledged for reading and correcting the manuscript.

6. References

Antonetti, A., Blasco, F., Chambaret, J. P., Cheriaux, G., Darpentigny, G., Le Blanc, C.,
Rousseau, P., Ranc, S., Rey, G. & Salin, F. (1997). A laser system producing
5 × 1019 w/cm2 at 10 hz, Appl. Phys. B 65: 197–204.

Aoyama, M., Sagisaka, A., Matsuoka, S., Akahane, Y., Nakano, F. & Yamakawa, K. (2000).
Contrast and phase characterization of a high-peak-power 20-fs laser pulse, Appl.
Phys. B 70: S149–S153.

Backus, S., Kapteyn, H. C., Murnane, M. M., Gold, D. M., Nathel, H. & White, W. (1993).
Prepulse suppression for high-energy ultrashort pulses using self-induced plasma
shuttering from a fluid target, Opt. Lett. 18(2): 134.

Baltuska, A., Udem, T., Uiberacker, M., Hentschel, M., Goulielmakis, E., Gohle, C., Holzwarth,
R., Yakovlev, V. S., Scrinzi, A., Hansch, T. W. & Krausz, F. (2003). Attosecond control
of electronic processes by intense light fields, Nature 421(7075): 611–615.

Bor, Z., Racz, B., Szabo, G., Xenakis, D., Kalpouzos, C. & Fotakis, C. (1995). Femtosecond
transient reflection from polymer surfaces during femtosecond uv photoablation,
Appl. Phys. A 60: 365–368.

Brabec, T. & Krausz, F. (2000). Intense few-cycle laser fields: Frontiers of nonlinear optics, Rev.
Mod. Phys. 72(2): 545–591.

Braun, A., Rudd, J. V., Cheng, H., Mourou, G., Kopf, D., Jung, I. D., Weingarten, K. J.
& Keller, U. (1995). Characterization of short-pulse oscillators by means of a
high-dynamic-range autocorrelation measurement, Opt. Lett. 20(18): 1889–1891.

Canova, L., Albert, O., Forget, N., Mercier, B., Kourtev, S., Minkovski, N., Saltiel, S. &
LopezMartens, R. (2008c). Influence of spectral phase on cross-polarized wave
generation with short femtosecond pulses, Appl. Phys. B 93: 443–453.

Canova, L., Kourtev, S., Minkovski, N., Jullien, A., Lopez-Martens, R., Albert, O. & Saltiel,
S. M. (2008a). Efficient generation of cross-polarized femtosecond pulses in cubic
crystals with holographic cut orientation, Appl. Phys. Lett. 92(23): 231102.

Canova, L., Kourtev, S., Minkovski, N., Lopez-Martens, R., Albert, O. & Saltiel, S. M. (2008b).
Cross-polarized wave generation in the uv region, Opt. Lett. 33(20): 2299–2301.

Cerullo, G. & De Silvestri, S. (2003). Ultrafast optical parametric amplifiers, Rev. Sci. Instrum.
74(1): 1–18.

Christiansen, J. P., Ashby, D. E. T. F. & Roberts, K. V. (1974). MEDUSA a one-dimensional laser
fusion code, Comput. Phys. Commun. 7(5): 271–287.

Chvykov, V., Rousseau, P., Reed, S., Kalinchenko, G. & Yanovsky, V. (2006). Generation of 1011

contrast 50 TW laser pulses, Opt. Lett. 31(10): 1456–1458.
Cotel, A., Jullien, A., Forget, N., Albert, O., Chriaux, G. & Le Blanc, C. (2006). Nonlinear

325Contrast Improvement of Relativistic Few-Cycle Light Pulses



20 Laser Pulses

throughput had a value of ∼ 65% (∼ 40%) for s- (p-) polarization at 45◦ angle of incidence.
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The first measurement of the complete high-dynamic-range correlation revealed the temporal
structure of the pulses reflected from the plasma mirror. The time-resolved reflectivity of
the plasma mirror was determined with the help of these results, showing the contrast
improvement of two orders of magnitude and the pulse steepening at the leading edge. This
enhancement can be further increased to min. 2.5 orders of magnitude with AR coated targets.
Improving the contrast with the plasma mirror will lead to better performances in experiments
such as high-order harmonic generation on plasma surfaces or ion acceleration. The plasma
mirror reflectivity is found to be independent on the chirp of the the incident pulses, which
allows to optimize the pulse duration on a second target. The pulse spectrum was practically
the same before and after the plasma mirror. Therefore the fact whether the plasma mirror
pertains the short duration is not significant. On the other hand, the final size of the plasma
mirror target will impose a limit on the number of laser shots in one experimental run. The use
of the plasma mirror should be determined by weighing the benefits gained by the contrast
improvements against the drawback of the limited number of shots. In the case of a moderate
energy system (∼ 100 mJ) many hours operation with 10 Hz repetition rate is principally
possible.
The OPCPA technique with short pump pulses has among others also a big advantage in
background suppression. Using moderate saturation a contrast improvement corresponding
to the gain is achievable outside of the pump pulse duration. In our OPCPA system, LWS-20,
an enhancement of 105 is realized with 80 ps pump pulses. Using even shorter pump
lasers (∼ 1 ps) this window is significantly reduced, but other difficulties as pump seed
synchronization or non-linear effects in air and other optical components may arise. Hybrid
laser systems utilize this advantage and the final high-energy laser amplification, which is
presently a challenge for the short pulse pump laser. Comparing the plasma mirror to the
OPCPA technique both of them have advantages and draw backs. The OPCPA amplifies
already with an improved contrast, but only outside the pump window is the contrast better
while the plasma mirror enhances the contrast also directly before the pulse peak, steepens
the rising edge and removes background generated after the front end very near to the main
pulse. The XPW technique is robust and has a large improvement, but enhances the input
contrast into the amplifier and removes background just from the front end and cannot affect
reasons for worse contrast that are generated later. The decision which of the methods is best
suited in a given system is not easy to answer and can depend from case to case.
To further improve the contrast for experiments with LWS-20 a cross-polarized wave (XPW)
generation cleaner stage (see Chapter) and a plasma mirror are planned to be implemented.
The structure of LWS-20 is ideally suited to implement XPW after the hollow-core fiber
and before the grism stretcher. This structure makes it practically to a double-CPA system
Kalashnikov et al. (2005) with an OPCPA instead of CPA as the second amplification part.
The expected contrast improvement using Eq. 3 and a Glan-Laser polarizer with an extinction
ration of better than 2 − 5 × 10−4 is up to 10−4. The plasma mirror with AR coated targets
having 0.2% reflectivity and an estimated plasma mirror reflectivity of 60% is expected to
enhance a contrast by about 3 × 10−3 and also steepen the rising edge if the pulses. After
the implementation of XPW about 10−17 and the implementation of the plasma mirror about
10−19 contrast is expected 45 ps before the pulse peak. These values and the good contrast
also before this delay makes the LWS-20 system an ideal candidate as a front end of future
multi-Petawatt to Exawatt lasers.
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Henig, A., Kruber, S., Weingartner, R., Popp, A., Osterhoff, J., Hörlein, R., Hein,
J., Pervak, V., Apolonski, A., Krausz, F. & Karsch, S. (2009). Basic concepts and
current status of the petawatt field synthesizer – a new approach to ultrahigh field
generation, Rev. Laser Eng. 37(6): 431–436.
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Marcinkevičius, A., Tommasini, R., Tsakiris, G., Witte, K. J., Gaizauskas, E. & Teubner, U.
(2004). Frequency doubling of multi-terawatt femtosecond pulses, Appl. Phys. B
79(5): 547–554.

Minkovski, N., Petrov, G. I., Saltiel, S. M., Albert, O. & Etchepare, J. (2004). Nonlinear
polarization rotation and orthogonal polarization generation experienced in a
single-beam configuration, J. Opt. Soc. Am. B 21(9): 1659–1664.

Minkovski, N., Saltiel, S. M., Petrov, G. I., Albert, O. & Etchepare, J. (2002). Polarization
rotation induced by cascaded third-order processes, Opt. Lett. 27(22): 2025–2027.

Moncur, N. K. (1977). Plasma spatial filter, Appl. Opt. 16: 1449–1451.
Monot, P., Doumy, G., Dobosz, S., Perdrix, M., D’Oliveira, P., Quéré, F., Réau, F., Martin, P.,
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1. Introduction 
Ultrashort light pulse research has led to the creation of laser systems generating pulses only 
a few cycles in duration (Couairon et al., 2006). Now that these ultrashort few-cycle EM 
pulses exist experimentally, the need for mathematical models to describe these short pulse 
interactions with matter becomes very important (Porras, 1999). Questions arise on what is 
the meaning of the index of refraction of a material during a single cycle pulse interaction. 
There is a growing need to model and to understand the interaction of single ultrashort 
pulses or a train of ultrashort pulses with matter below the point where strong field effects 
dominate. This need is driven by the advances made in femtosecond (fs) and attosecond (as) 
laser technologies. Applications of these ultra short pulses range from free space 
communications, 3D depth profiling in biological samples, optical communication, high 
resolution/precision atomic and molecular scale imaging, high speed electronics and 
optoelectronics in terahertz (THz) regime, behavior of electrons in quantum structures, 
relativistic physics, high-energy physics, astrophysics to medical applications. Furthermore, 
ultrafast few cycle lasers are expected to be a promising solution to probe the fastest events 
in atomic, molecular, biochemical, and solid state systems due to their unique property of 
being the shortest controlled bursts of energy ever developed (Corkum, 2007; Zewail, 2000; 
Niikura, 2002; Itatani et al., 2004; Krauss et al., 2009; Couairon et al., 2006; Yan et al., 1985; 
Steinmeyer et al., 1999; Akimoto, 1996). 
Basic physics of the pulse-matter interaction depends strongly on the ratio of the pulse 
duration and the characteristic response time of the medium (as well as on the pulse 
intensity and energy). This ratio is the key term in the polarization response of the medium 
from a classical point of view. The goal of this book chapter is to provide insight in the linear 
polarization response of dispersive materials to ultrashort single cycle pulses. This book 
chapter is concerned with the case where the electric field strength is low and thus would 
not produce ionization. Since the energy is below the ionization threshold of the medium, 
there is not any plasma effect during the interaction of the applied field with the material  
Understanding the linear polarization response is extremely crucial in order to formulate a 
realistic field integral. This realistic field integral will provide a more realistic propagation 
model of optical pulses through dispersive media (Joseph et al. ,1991; Dvorak & Dudley, 
1995; Kozlov & Sazabov, 1997; Wilkelmsson, et al., 1995, Kinsler, 2003; Eloy &Wilhelmsson, 
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1997; Pietrzyk et al., 2008; Macke & Segard, 2003; Zou & Lou, 2007; Xiao &Oughstun 1999; 
Hovhannisyan, 2003. The interaction of an ultra short pulse with matter involves the 
interaction of the incident electric field with the electrons of the material. In this book 
chapter, classical approaches to this problem are modified in two separate cases for solving 
the interaction of a single-cycle ultrashort laser pulse with a bound electron without 
ionization.  In this book chapter , interaction of an ultrashort single-cycle pulse (USCP) with 
a bound electron without ionization is compared for two different assumptions on the 
movement of the electron and the applied field. For a more realistic mathematical 
description of USCPs, Hermitian polynomials and combination of Laguerre functions are 
used for two different single cycle excitation cases. These single cycle pulse models are used 
as driving functions for the classical approach to model the interaction of a bound electron 
with an applied electric field. A new novel time-domain technique was developed for 
modifying the classical Lorentz damped oscillator model in order to make it compatible 
with USCP excitation (Parali & Alexander, 2010). This modification turned the Lorentz 
oscillator model equation into a Hill-like function with non-periodic time varying damping 
and spring coefficients.  In section two of this book chapter, we extend earlier work (Parali & 
Alexander, 2010) by introducing a convolution of the applied electric field with the time 
dependent position of the electron.  This latter model provides a continuous updating of the 
applied electric field convoluted with the time dependent position of the electrons motion.  
The two models vary in the complexity of the assumptions being applied to the 
computations.  For the sake of completeness, we have chosen to include both pieces of work 
in this book chapter. 

1.2 Mathematical model 
In order to make an original contribution for the analysis of the interaction of an ultrashort 
single-cycle pulse (USCP) with a bound electron without ionization, first it is necessary to 
find a realistic model for a USCP. Such pulses have a rather different structure from 
conventional modulated quasi-monochromatic signals with a rectangular or Gaussian 
envelope (Shvartsburg, 1998; Wang et al., 1997; Shvartsburg, 1996; Shvartsburg, 1999). Due 
to the following main reasons associated with USCPs, combination of Laguerre functions 
and Hermitian polynomials (Mexican Hat) are used in this study for modeling applied EM 
field: 
i. Arbitrary transient steepness: The rising and the falling times of the signal can be   

essentially unequal. 
ii. Varying zero spacing: The distances between zero-crossing points may be essentially 

unequal. 
iii. Both the waveform envelope and its first spatial and temporal derivatives are 

continuous. 
iv. Arbitrary envelope asymmetry: USCP waveforms can be classified conventionally for 

two groups. 
1. The sharply defined zero-crossing point at the pulse leading edge as initial point    

(combination of Laguerre functions). 
2. The sharply defined narrow maximum against a background of comparatively long 

tails (Hermitian polynomials – Mexican Hat) (Shvartsburg, 1998; Wang et al., 1997; 
Shvartsburg, 1996; Shvartsburg, 1999). 

Although delta function or the Heaviside step function are widely used, they assume zero 
signal duration and zero relaxation time. These assumptions are not suitable for modeling 
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the waveform of a USCP. There are some other more realistic models, such as modulated 
Gaussian or rectangular transients, but these models assume equally spaced zeros which is 
not suitable for a USCP, neither (Shvartsburg, 1998; Wang et al., 1997; Shvartsburg, 1996; 
Shvartsburg, 1999).  
The combination of Laguerre functions for defining the spatiotemporal profile of a USCP is 

defined as ( ) ( ) ( )( )2m m mE t B L t L t+= −  where ( ) ( )( ) ( )exp / 2 / ! exp
m

m
m m

dL x x m x x
dx

⎡ ⎤= −⎣ ⎦  is a 

single Laguerre function with order m and ( )1
0/x t zc t−= − . Here, c  is the velocity of light 

in vacuum, z  is the propagation direction and 0t  is the time scale of the pulse. In this study, 
the combination of 2nd and 4th order Laguerre functions are used to define a single USCP: 

 ( ) ( )( )2 4 3 2
2

1 15 5exp 7.5 2 ,
24 24 2

E α α α α α α⎡ ⎤= − − + − +⎢ ⎥⎣ ⎦
 (1) 

where the phase term is defined as ( )1
0/t zc tα φ −= − −  in which φ  is the initial phase [Fig. 

1(a)].  
 
 

 
 

Fig. 1. (a) Applied Laguerre USCP with pulse duration τp=8x10-16. (b) 1st derivative of the 
LaguerreUSCP. 

Fig. 1(b) shows the first derivative of the applied field and it is clearly seen that the 
analytical expression ( )E α  in Eq. 1 satisfies the conditions of arbitrary transient steepness 
and arbitrary envelope asymmetry. From Fig. 1(a), it is also clearly seen that it satisfies the 
condition of varying zero spacing for a USCP. In addition to these, time profile of the 
Laguerre USCP is almost fulfilling the integral property: 

 ( )20
0.E dα α

∞
=∫  (2) 

For the Hermitian (Mexican Hat) USCP [Fig. 2(a)], the following definition is used: 

 ( ) ( ) ( )2 21 exp / 2 .E α α α= − −  (3) 

Fig. 2(b) illustrates that the Hermitian pulse satisfies the above concerns.             
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the waveform of a USCP. There are some other more realistic models, such as modulated 
Gaussian or rectangular transients, but these models assume equally spaced zeros which is 
not suitable for a USCP, neither (Shvartsburg, 1998; Wang et al., 1997; Shvartsburg, 1996; 
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Fig. 2. (a) Applied Hermitian USCP with pulse duration τp=8x10-15, (b) 1st derivative of the 
Hermitian USCP. 
In addition to the question how to formulate ultrashort single cycle transients, it is also 
natural to ask how these pulses propagate in optical medium. In this study, USCP means the 
smallest possible single cycle piece (unity source) of a wave packet. It is the part of an actual 
carrier field and does not contain any other carrier fields in itself. For a USCP, it is difficult 
to introduce the concept of an envelope and it is not possible to define a group velocity. For 
such short  pulses the distinction  between  carrier oscillations and slowly varying envelope 
(SVE), which have two different temporal scales that are peculiar to quasi-monochromatic 
pulses, becomes diffuse or  meaningless  (Xiao & Oughstrun, 1999; Rothenberg, 1992; 
Humagai et al., 2003; Crisp, 1970). Jumping from many cycle optical waves to single cycle 
optical pulses in dealing with light-matter interaction, the mathematical treatments should 
be revised. The traditional analysis of pulsed EM phenomena is questionable (Shvartsburg, 
1998; Wang et al., 1997; Shvartsburg, 1996; Shvartsburg, 1999). If the applied field is a USCP, 
the shortest possible field as explained above, then it is impossible to separate the applied 
source into pieces to find the effect of each part (or piece) by superposing as being suggested 
in the models explained in many fundamental textbooks (Scaife, 1989).  
In order to understand the USCP-medium interaction phenomenon, we must acquire certain 
special features such as operating directly with Maxwell equations beyond the scope of 
Fourier representations [(Shvartsburg, 1998; Wang et al., 1997; Shvartsburg, 1996; 
Shvartsburg, 1999).  Since the situations occur where the time scale of the pulse is equal or 
shorter than the relaxation time of the medium, material has no time to establish its response 
parameters during the essential part of the pulse continuance (Gutman, 1998; Gutman 1999; 
Daniel 1967; Shvartsburg 2005; Shvartsburg 2002). These parameters, which govern the 
polarization response of the media, change their values during the pulse continuance 
(Gutman, 1998; Gutman, 1999). Thus, solutions of Maxwell equations with time-dependent 
coefficients are required for the analysis of the wave dynamics (Shvartsburg, 2005; 
Shvartsburg, 2002).  
In our study, we consider an approach such that under a single USCP excitation, the change 
in the relative position of a bound electron to its parent atom without ionization will change 
the amplitude of the dipole in the atom and so forth the instantaneous polarization. As a 
result of this fluctuation in the polarization, the index of refraction will change in the 
duration of the single USCP excitation during which the propagation dynamics of the same 
applied USCP and the other USCPs coming after the first one will be evaluated. So 
physically, we consider a case where the medium is including the source. This is a common 
situation especially in optical communication. In addition to this, we can associate this 
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approach to some diagnostic techniques in ultrafast optics such as pump-probe experiments 
where both pump and probe pulses propagate and evaluate the time varying physical 
parameters of the medium. But before diving into Maxwell equations, we have to figure out 
how the polarization response of the medium must be handled for the interaction of a USCP 
EM field with a bound electron. Understanding the polarization response of the material 
under the excitation of a USCP EM field is one of the most important, not clearly answered 
yet, core question of today and near future ultrafast laser engineering. 
Polarization is a very crucial physical term, especially for optical communication, since it 
defines the change in the index of refraction in the material due to the applied field 
(Gutman, 1998; Gutman, 1999; Daniel, 1967; Cole & Cole, 1941; Djurisic & Li, 1998). In terms 
of permittivity, we can write index of refraction (for a nonmagnetic material) as:  

 ( )
( )

1
2

1 ,pol

o

P t
n E tε

⎛ ⎞
= +⎜ ⎟⎜ ⎟
⎝ ⎠

 (4) 

where  oε  is the permittivity of free space, ( )E t  is the applied electric field, and ( )polP t  is 
the electronic polarization. The polarization response of the medium gives the change in the 
index of refraction. This change or this polarization response affects the temporal and spatial 
evaluation of the propagating pulse (Couairon et al., 2006; Steinmeyer et al., 1999; Blanc et 
al., 1993; Agrawal & Olsson 1998; Schaffer 2001).  
 

 
Fig. 3. Schematic representation of self modulation (pulse chirping). Although we are 
interested in the low intensity applied fields for linear polarization in this study, temporal 
dependence of the intensity profile of the applied field can still cause a temporal 
dependence in the refractive index (Schaffer, 2001). 

The starting point of all these dynamics is the inhomogeneous wave equation: 
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2 2 2 2
0

, ,1 ,pol
o

PE z t E z t
z c t t

μ
∂∂ ∂

− =
∂ ∂ ∂

 (5)  

where the polarization is the source term of the governing differential equation. In order to 
find the polarization, we must find the oscillation field (displacement) of the bound 
electrons. According to the Lorentz damped forced oscillator model: 

 ( ) ( ) ( ) ( )
2

2 ,e e o o
d x t dx t

m m k x t eE t
dtdt

γ+ + =  (6) 

( )x t  is the time dependent displacement or the oscillation field of a bound electron with 
respect to the applied field ( )E t , oγ  is the damping constant, ok  is the spring constant of 
the material and em  is the mass of electron.  
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where the polarization is the source term of the governing differential equation. In order to 
find the polarization, we must find the oscillation field (displacement) of the bound 
electrons. According to the Lorentz damped forced oscillator model: 

 ( ) ( ) ( ) ( )
2

2 ,e e o o
d x t dx t

m m k x t eE t
dtdt

γ+ + =  (6) 

( )x t  is the time dependent displacement or the oscillation field of a bound electron with 
respect to the applied field ( )E t , oγ  is the damping constant, ok  is the spring constant of 
the material and em  is the mass of electron.  



 Coherence and Ultrashort Pulse Laser Emission 

 

336 

For USCP excitation, unlike the long pulse excitation fields, the response (oscillation) of the 
electron must be handled in a different manner. Since, both due to the mass of inertia of the 
electron and the shortness of the USCP compared to the relaxation time of the medium, the 
electron will not sense the applied field exactly at the leading edge point of the pulse. The 
response of the electron to the applied field will increase gradually. During this time period, 
the electron will not follow the oscillation profile of the applied electric field. So, the 
oscillation field of the electron will not only have a difference in the phase but also will have 
a different time profile (time-dependency) with the applied field. In regular cases, if the 
applied field is in the form of jwte  time-dependency, then we assume that the oscillation of 
the electron will be in the same time-dependency form. In the literature, Lorentz oscillator 
model is directly used in jwte  time-dependency (Oughstun & Sherman 1989). But for a 
USCP excitation, not only the time-dependency jwte is not valid, but also the oscillation field 
will have a different waveform than the applied field waveform (time-dependency). This 
means that, the ( )x t  term in Eq. (6), that is the oscillation motion field of the electron, will 
have a modified form of time-dependency with respect to the applied USCP. In order to 
define the modified function ( )x t , we developed a new time domain technique that we call 
“Modifier Function Approach”. In this approach, we define the oscillation field of the 
electron as the multiplication of the applied USCP with the modifier function: 

 ( ) ( ) ( ) ,ox t x t E t=  (7) 

where ( )ox t  is the modifier function. It has a unit of (meter)2/volt which is equivalent to 
Coulomb*meter/Newton. So physically, modifier function defines dipole moment per unit 
force. Plugging Eq. (7) into Eq. (6), we obtain 
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Performing the necessary calculations in Eq. (8), we obtain Eq.  (9) and(10): 
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We can briefly write Eq. (10) as: 
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where  

 ( ) ( )
( )2 ,o

dE t
P t

E t dt
γ= +  (12) 
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It is seen from Eq. (11) that this equation has a similar form to that of a Hill type equation 
where for a regular Hill equation, P(t) and Q(t) terms are periodic and the right side is zero. 
A linear equation of this type occurs often when a system exhibiting periodic motion is 
perturbed in some way (Hand & Finch, 2008). This type of equation was first derived by 
G.W. Hill to describe the effect of perturbations on the orbit of the Moon, and it occurs in 
many other places in physics, including the quantum motion of electrons in a periodic 
potential of a crystal (Hand & Finch, 2008) . The band theory of solids is based on a similar 
equation, as is the theory of propagating electromagnetic waves in a periodic structure 
(Hand & Finch, 2008). Other applications include parametric amplifiers. Although P(t) and 
Q(t) terms are periodic in a Hill equation, in our case they are not. So, in our model, Eq. (11) 
is a Hill-like equation which has a dc source on its right side and a time-dependent damping 
coefficient (see Eq. 12) and a time-dependent spring coefficient (see Eq. 13) in terms of a 
damped forced oscillator model. The objective of Eq. (11) is to find the modifier function 
which can be then used to define the oscillation field (polarization response) of the material. 
Due to the time-dependent damping and spring coefficients, the modifier function is totally 
coupled with the time dependency or time profile of the applied field. 
Eq. (6) could also have been solved directly in the temporal domain, in which case we 
would have lost the analogy with the Hill-like equation. But the appropriateness of using 
the more complicated approach with the modifier function has solid physical reasons. In the 
case of a USCP excitation, the polarization response of the material is not unique all through 
the pulse continuance. Due to the shortness of the duration of the applied USCP comparing 
to the relaxation time of the bound electron, the interaction dynamics and the ability of the 
material to sense and follow the applied USCP field during its continuance will be 
completely different than the conventional matter-field interaction approach. In Eq. (6), 
physical parameters (damping and spring coefficients) are constant. However, the 
interaction dynamics will not be constant during the USCP excitation. So, in order to 
penetrate the effect of the applied field into the oscillator model via these physical 
parameters to have a better understanding of the oscillation response of the material under 
USCP excitation, we must find the definition of these physical parameters in terms of the 
applied field and the physical constants of the system (material). Eq. (12) and Eq. (13) are 
these definitions. They are being used in Eq. (11) to find the modifier function which has 
been embedded into Eq. (6). The physical dimension of the modifier function is a dipole 
moment per unit force. It frames the time dependency and the phase delay of the oscillation 
field of the bound electron under USCP excitation.   

1.3 Numerical results and discussions for first case assumptions 
In Fig. 4, different interaction characteristics of Laguerre and Hermitian pulses are shown 
for a fixed, relatively low value of damping constant ( 141 10o xδ = Hz). Due to the definition: 
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For USCP excitation, unlike the long pulse excitation fields, the response (oscillation) of the 
electron must be handled in a different manner. Since, both due to the mass of inertia of the 
electron and the shortness of the USCP compared to the relaxation time of the medium, the 
electron will not sense the applied field exactly at the leading edge point of the pulse. The 
response of the electron to the applied field will increase gradually. During this time period, 
the electron will not follow the oscillation profile of the applied electric field. So, the 
oscillation field of the electron will not only have a difference in the phase but also will have 
a different time profile (time-dependency) with the applied field. In regular cases, if the 
applied field is in the form of jwte  time-dependency, then we assume that the oscillation of 
the electron will be in the same time-dependency form. In the literature, Lorentz oscillator 
model is directly used in jwte  time-dependency (Oughstun & Sherman 1989). But for a 
USCP excitation, not only the time-dependency jwte is not valid, but also the oscillation field 
will have a different waveform than the applied field waveform (time-dependency). This 
means that, the ( )x t  term in Eq. (6), that is the oscillation motion field of the electron, will 
have a modified form of time-dependency with respect to the applied USCP. In order to 
define the modified function ( )x t , we developed a new time domain technique that we call 
“Modifier Function Approach”. In this approach, we define the oscillation field of the 
electron as the multiplication of the applied USCP with the modifier function: 

 ( ) ( ) ( ) ,ox t x t E t=  (7) 

where ( )ox t  is the modifier function. It has a unit of (meter)2/volt which is equivalent to 
Coulomb*meter/Newton. So physically, modifier function defines dipole moment per unit 
force. Plugging Eq. (7) into Eq. (6), we obtain 
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Performing the necessary calculations in Eq. (8), we obtain Eq.  (9) and(10): 
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We can briefly write Eq. (10) as: 
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where  

 ( ) ( )
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dE t
P t

E t dt
γ= +  (12) 
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It is seen from Eq. (11) that this equation has a similar form to that of a Hill type equation 
where for a regular Hill equation, P(t) and Q(t) terms are periodic and the right side is zero. 
A linear equation of this type occurs often when a system exhibiting periodic motion is 
perturbed in some way (Hand & Finch, 2008). This type of equation was first derived by 
G.W. Hill to describe the effect of perturbations on the orbit of the Moon, and it occurs in 
many other places in physics, including the quantum motion of electrons in a periodic 
potential of a crystal (Hand & Finch, 2008) . The band theory of solids is based on a similar 
equation, as is the theory of propagating electromagnetic waves in a periodic structure 
(Hand & Finch, 2008). Other applications include parametric amplifiers. Although P(t) and 
Q(t) terms are periodic in a Hill equation, in our case they are not. So, in our model, Eq. (11) 
is a Hill-like equation which has a dc source on its right side and a time-dependent damping 
coefficient (see Eq. 12) and a time-dependent spring coefficient (see Eq. 13) in terms of a 
damped forced oscillator model. The objective of Eq. (11) is to find the modifier function 
which can be then used to define the oscillation field (polarization response) of the material. 
Due to the time-dependent damping and spring coefficients, the modifier function is totally 
coupled with the time dependency or time profile of the applied field. 
Eq. (6) could also have been solved directly in the temporal domain, in which case we 
would have lost the analogy with the Hill-like equation. But the appropriateness of using 
the more complicated approach with the modifier function has solid physical reasons. In the 
case of a USCP excitation, the polarization response of the material is not unique all through 
the pulse continuance. Due to the shortness of the duration of the applied USCP comparing 
to the relaxation time of the bound electron, the interaction dynamics and the ability of the 
material to sense and follow the applied USCP field during its continuance will be 
completely different than the conventional matter-field interaction approach. In Eq. (6), 
physical parameters (damping and spring coefficients) are constant. However, the 
interaction dynamics will not be constant during the USCP excitation. So, in order to 
penetrate the effect of the applied field into the oscillator model via these physical 
parameters to have a better understanding of the oscillation response of the material under 
USCP excitation, we must find the definition of these physical parameters in terms of the 
applied field and the physical constants of the system (material). Eq. (12) and Eq. (13) are 
these definitions. They are being used in Eq. (11) to find the modifier function which has 
been embedded into Eq. (6). The physical dimension of the modifier function is a dipole 
moment per unit force. It frames the time dependency and the phase delay of the oscillation 
field of the bound electron under USCP excitation.   

1.3 Numerical results and discussions for first case assumptions 
In Fig. 4, different interaction characteristics of Laguerre and Hermitian pulses are shown 
for a fixed, relatively low value of damping constant ( 141 10o xδ = Hz). Due to the definition: 



 Coherence and Ultrashort Pulse Laser Emission 

 

338 

 
Fig. 4. Bounded electron motion under Laguerre USCP excitation ((a), (c), (e), (g), (i)) and 
Hermitian USCP excitation ((b), (d), (f), (h), (j)) for various values of spring constant ( ok ) 
with a fixed damping constant ( 141 10o xδ = Hz). 
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free oscillation frequency of material is in UV range for spring constant values of 4 N/m, 9 
N/m, 325 N/m, 525 N/m [Figs. 4(a), 4(b), 4(c), 4(d), 4(e), 4(f), 4(g), 4(h)], 650 N/m [Fig. 8(b)] 
and 750 N/m [Figs. 5(b), 8(c)]. For spring constant values of 1500 N/m [Fig. 5(c)], 2500 N/m 
[Figs. 4(i), 4(j)] and 7500 N/m [Fig. 8(d)], the free oscillation frequency is in X-ray range. As 
it is clearly seen in Fig. 4, the Hermitian interaction has a more tendency to oscillation than 
the Laguerre interaction for relatively low values of spring constant [see Figs. 4(a), 4(b), 4(c), 
4(d)]. As the spring constant is increased, Laguerre interaction gains a more oscillatory 
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profile [see Figs. 4(e), 4(g)] while the oscillation due to the Hermitian pulse interaction 
stabilizes and its time profile settles down into the inverted phase time profile of the 
excitation pulse (inverted Mexican Hat) [see Figs. 4(f), 4(h), 4(j)]. Here, the amplitude of 
oscillation or the amplitude of trembling-like motion of the electron is in the range of 10-20 m 
– 10-21 m which is in the scale of electron radius length. Finally, as the spring constant is 
increased to relatively higher values, the Laguerre interaction settles down into the inverted 
phase time profile of the excitation pulse, too (inverted Laguerre pulse) [see Fig. 4(i)]. Fig. 4 
shows a very clear distinction between the interaction characteristics of Laguerre and 
Hermitian USCPs until the spring constant is 2500 N/m (after this value, we obtain only the 
inverted phase time profile of the excitation source for the oscillation). The oscillation 
characteristics of bound electron under different single USCP sources originates from 
modifier function approach. The Hill-like equation, which is the result of the modification 
on the classic Lorentz damped oscillator model with the modifier function approach, causes 
the time varying physical parameters to come into play during the interaction process. Since 
these physical parameters (time varying damping and spring coefficients) are absolutely 
source dependent, they behave differently in the pulse duration of each different USCP 
source. As a result of this, we see different oscillation profiles for a bound electron under a 
single Laguerre and Hermitian USCP excitations. 
 

 
 

Fig. 5. Laguerre pulse excitation oscillations for damping constant: 161 10o xδ = Hz. 
In Fig. 5, response of a bound electron is shown for a Laguerre pulse excitation for varying 
values of spring constant with a fixed, relatively higher damping constant value (1x1016) 
than the previous case (Fig.4). An interesting feature here in Fig. 5(a) and Fig. 4(g) is that 
although they are at the same spring constant value, they show different oscillation 
characteristics. Due to a higher dampimg coefficient in Fig. 5(a), while the oscillation 
attenuates quicker at the second half cycle of the Laguerre USCP than in Fig. 4(g), it hits to a 
higher peak at the first half cycle of the excitation pulse than in Fig. 4(g). So, for a reasonable 
value of spring constant, while relatively higher damping coefficient makes the first half 
cycle of the Laguerre USCP more efficient in the means of interaction, it makes the second 
half cycle less efficient. In order to compare oscillation results more detailly between Figs. 
5(a) and 4(g), it is necessary to look at their physical parameter solutions such as time 
varying damping and time varying spring coefficients. As it is explained above, these time 
varying parameters come into play due to the nature of “Modifier Function Approach”. In 
Fig. 6, time varying damping coefficient, time varying spring coefficient and the modifier 
function solutions of  
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Fig. 4. Bounded electron motion under Laguerre USCP excitation ((a), (c), (e), (g), (i)) and 
Hermitian USCP excitation ((b), (d), (f), (h), (j)) for various values of spring constant ( ok ) 
with a fixed damping constant ( 141 10o xδ = Hz). 
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free oscillation frequency of material is in UV range for spring constant values of 4 N/m, 9 
N/m, 325 N/m, 525 N/m [Figs. 4(a), 4(b), 4(c), 4(d), 4(e), 4(f), 4(g), 4(h)], 650 N/m [Fig. 8(b)] 
and 750 N/m [Figs. 5(b), 8(c)]. For spring constant values of 1500 N/m [Fig. 5(c)], 2500 N/m 
[Figs. 4(i), 4(j)] and 7500 N/m [Fig. 8(d)], the free oscillation frequency is in X-ray range. As 
it is clearly seen in Fig. 4, the Hermitian interaction has a more tendency to oscillation than 
the Laguerre interaction for relatively low values of spring constant [see Figs. 4(a), 4(b), 4(c), 
4(d)]. As the spring constant is increased, Laguerre interaction gains a more oscillatory 
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profile [see Figs. 4(e), 4(g)] while the oscillation due to the Hermitian pulse interaction 
stabilizes and its time profile settles down into the inverted phase time profile of the 
excitation pulse (inverted Mexican Hat) [see Figs. 4(f), 4(h), 4(j)]. Here, the amplitude of 
oscillation or the amplitude of trembling-like motion of the electron is in the range of 10-20 m 
– 10-21 m which is in the scale of electron radius length. Finally, as the spring constant is 
increased to relatively higher values, the Laguerre interaction settles down into the inverted 
phase time profile of the excitation pulse, too (inverted Laguerre pulse) [see Fig. 4(i)]. Fig. 4 
shows a very clear distinction between the interaction characteristics of Laguerre and 
Hermitian USCPs until the spring constant is 2500 N/m (after this value, we obtain only the 
inverted phase time profile of the excitation source for the oscillation). The oscillation 
characteristics of bound electron under different single USCP sources originates from 
modifier function approach. The Hill-like equation, which is the result of the modification 
on the classic Lorentz damped oscillator model with the modifier function approach, causes 
the time varying physical parameters to come into play during the interaction process. Since 
these physical parameters (time varying damping and spring coefficients) are absolutely 
source dependent, they behave differently in the pulse duration of each different USCP 
source. As a result of this, we see different oscillation profiles for a bound electron under a 
single Laguerre and Hermitian USCP excitations. 
 

 
 

Fig. 5. Laguerre pulse excitation oscillations for damping constant: 161 10o xδ = Hz. 
In Fig. 5, response of a bound electron is shown for a Laguerre pulse excitation for varying 
values of spring constant with a fixed, relatively higher damping constant value (1x1016) 
than the previous case (Fig.4). An interesting feature here in Fig. 5(a) and Fig. 4(g) is that 
although they are at the same spring constant value, they show different oscillation 
characteristics. Due to a higher dampimg coefficient in Fig. 5(a), while the oscillation 
attenuates quicker at the second half cycle of the Laguerre USCP than in Fig. 4(g), it hits to a 
higher peak at the first half cycle of the excitation pulse than in Fig. 4(g). So, for a reasonable 
value of spring constant, while relatively higher damping coefficient makes the first half 
cycle of the Laguerre USCP more efficient in the means of interaction, it makes the second 
half cycle less efficient. In order to compare oscillation results more detailly between Figs. 
5(a) and 4(g), it is necessary to look at their physical parameter solutions such as time 
varying damping and time varying spring coefficients. As it is explained above, these time 
varying parameters come into play due to the nature of “Modifier Function Approach”. In 
Fig. 6, time varying damping coefficient, time varying spring coefficient and the modifier 
function solutions of  
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Fig. 6. Laguerre pulse excitation physical parameter solutions for spring constant 

525ok = N/m. (a), (b), (e),  (f) and (i) are the solutions of Fig. 4(g) (damping constant 
141 10o xδ = Hz). (b) and (f) are the magnified views of (a) and (e) respectively. (c), (d), (g), (h) 

and (j) are the solutions of Fig. 5(a) (damping constant 161 10o xδ = Hz). (d) and (h) are the 
magnified views of (c) and (g) respectively. 
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Fig. 7. (a) – (b): Magnified views of left wings of Figs. 6(a)-6(c). (c) – (d): Magnified views of 
right wings of Figs. 6(a)-6(c). 

Figs. 4(g) and 5(a) are shown respectively for two different damping constant values with a 
fixed spring constant at 525 N/m. In Figs. 6(a) and 6(c), a sudden jump is seen in the time 
varying damping coefficient profiles at the time point where the excitation pulse changes its 
polarization direction. Although they look identical, the magnified views [see Figs. 7(a), 
7(b), 7(c), 7(d)] of the left and right wings of the damping coefficient show the difference 
between two different damping constant cases. Here, the left wing corresponds to the first 
half cycle, right wing corresponds to the second half cycle of the Laguerre excitation pulse. 
Comparing the amount of the change on the y-axis with the time duration on the x-axis 
between Figs. 7(a) - 7(b), and 7(c) - 7(d), it is easy to see the reasonable amount of difference 
to affect the solution of modifier function [see Figs. 6(i), 6(j)]. For time varying spring 
coefficients [see Figs. 6(e), 6(g)], a significant difference is seen in the time profile although 
the spring constant values are the same for both cases. The jump in Fig. 6(g) hits a higher 
peak than the jump in Fig. 6(e). This can be a reasonable explanation for a relatively low 
oscillation tendency in the second half cycle of Fig. 5(a) than the Fig. 4(g). It can be said that, 
due to the dissipation of higher energy, this jump causes a lower oscillation profile for the 
bound electron during its interaction with the second half cycle of the Laguerre pulse in Fig. 
5(a) than in Fig. 4(g). In Fig. 5(c), as the spring constant is increased to a relatively higher 
values, same as in Fig. 4(i), the oscillation profile settles down into the inverted time phase 
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Fig. 6. Laguerre pulse excitation physical parameter solutions for spring constant 

525ok = N/m. (a), (b), (e),  (f) and (i) are the solutions of Fig. 4(g) (damping constant 
141 10o xδ = Hz). (b) and (f) are the magnified views of (a) and (e) respectively. (c), (d), (g), (h) 

and (j) are the solutions of Fig. 5(a) (damping constant 161 10o xδ = Hz). (d) and (h) are the 
magnified views of (c) and (g) respectively. 

Modeling the Interaction of a Single-Cycle Laser Pulse With a Bound Electron Without Ionization   

 

341 

 
Fig. 7. (a) – (b): Magnified views of left wings of Figs. 6(a)-6(c). (c) – (d): Magnified views of 
right wings of Figs. 6(a)-6(c). 

Figs. 4(g) and 5(a) are shown respectively for two different damping constant values with a 
fixed spring constant at 525 N/m. In Figs. 6(a) and 6(c), a sudden jump is seen in the time 
varying damping coefficient profiles at the time point where the excitation pulse changes its 
polarization direction. Although they look identical, the magnified views [see Figs. 7(a), 
7(b), 7(c), 7(d)] of the left and right wings of the damping coefficient show the difference 
between two different damping constant cases. Here, the left wing corresponds to the first 
half cycle, right wing corresponds to the second half cycle of the Laguerre excitation pulse. 
Comparing the amount of the change on the y-axis with the time duration on the x-axis 
between Figs. 7(a) - 7(b), and 7(c) - 7(d), it is easy to see the reasonable amount of difference 
to affect the solution of modifier function [see Figs. 6(i), 6(j)]. For time varying spring 
coefficients [see Figs. 6(e), 6(g)], a significant difference is seen in the time profile although 
the spring constant values are the same for both cases. The jump in Fig. 6(g) hits a higher 
peak than the jump in Fig. 6(e). This can be a reasonable explanation for a relatively low 
oscillation tendency in the second half cycle of Fig. 5(a) than the Fig. 4(g). It can be said that, 
due to the dissipation of higher energy, this jump causes a lower oscillation profile for the 
bound electron during its interaction with the second half cycle of the Laguerre pulse in Fig. 
5(a) than in Fig. 4(g). In Fig. 5(c), as the spring constant is increased to a relatively higher 
values, same as in Fig. 4(i), the oscillation profile settles down into the inverted time phase 
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profile of the excitation pulse. Different from Fig. 4(i), the oscillation settles down at a 
relativley lower spring constant value. So, it can be said that, for a higher damping constant, 
a lower spring constant is enough to stabilize the oscillation profile in time domain. 
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Fig. 8. Time dependent index of refraction during the interaction of a single Laguerre USCP 
with a bound electron without ionization for different spring constant values with a fixed 
damping constant value ( 141 10o xδ =  Hz). It is obtained from Eq. (4) where 

( ) ( )polP t Nex t= − . Here 236.02 10N x=  and e−  is the electron charge. 
Fig. 8 shows the perturbation effect of an applied single Laguerre USCP on the index of 
refraction during its continuance for varying spring constants with a fixed damping 
constant value. As it is clearly seen in Fig. 8, for all spring constant values except the 
relatively higher case (2500 N/m), there are three regions where the perturbation effects are 
dominant. These are the trailing and leading regions of the pulse and the time region where 
the applied electric field changes its polarization sign. The change in the index of refraction 
around the trailing and leading edges is not as sharp as the change at the point where the 
polarization sign of the field changes. To see this sudden effect more clearly, the zoomed 
view of this region is shown in Fig. 9. 
The same type of perturbation behavior seen in Fig. 8, is seen in the interaction of a single 
Hermitian USCP with a bound electron, too (see Fig. 10). Both of these figures have the same 
damping constant value. The only difference in the time dependent perturbation of index of 
refraction between these two cases is that since there are two points where the Hermitain 
USCP field changes its polarization sigh, we have sudden changes in the perturbation of 
index of refraction twice around these point. The zoomed view of these regions shows the 
sudden effects more clearly in Fig 11. 
In Fig. 12, we see a similar type of change in the time dependent index of refraction for 
damping constant 161 10o xδ =  Hz. 
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Fig. 9. The jump in the time dependent index of refraction where the electric field changes 
its polarization sign. 
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Fig. 10. Time dependent index of refraction during the interaction of a single Hermitian 
USCP with a bound electron without ionization for different spring constant values with a 
fixed damping constant value ( 141 10o xδ =  Hz). 
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profile of the excitation pulse. Different from Fig. 4(i), the oscillation settles down at a 
relativley lower spring constant value. So, it can be said that, for a higher damping constant, 
a lower spring constant is enough to stabilize the oscillation profile in time domain. 
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Fig. 8. Time dependent index of refraction during the interaction of a single Laguerre USCP 
with a bound electron without ionization for different spring constant values with a fixed 
damping constant value ( 141 10o xδ =  Hz). It is obtained from Eq. (4) where 

( ) ( )polP t Nex t= − . Here 236.02 10N x=  and e−  is the electron charge. 
Fig. 8 shows the perturbation effect of an applied single Laguerre USCP on the index of 
refraction during its continuance for varying spring constants with a fixed damping 
constant value. As it is clearly seen in Fig. 8, for all spring constant values except the 
relatively higher case (2500 N/m), there are three regions where the perturbation effects are 
dominant. These are the trailing and leading regions of the pulse and the time region where 
the applied electric field changes its polarization sign. The change in the index of refraction 
around the trailing and leading edges is not as sharp as the change at the point where the 
polarization sign of the field changes. To see this sudden effect more clearly, the zoomed 
view of this region is shown in Fig. 9. 
The same type of perturbation behavior seen in Fig. 8, is seen in the interaction of a single 
Hermitian USCP with a bound electron, too (see Fig. 10). Both of these figures have the same 
damping constant value. The only difference in the time dependent perturbation of index of 
refraction between these two cases is that since there are two points where the Hermitain 
USCP field changes its polarization sigh, we have sudden changes in the perturbation of 
index of refraction twice around these point. The zoomed view of these regions shows the 
sudden effects more clearly in Fig 11. 
In Fig. 12, we see a similar type of change in the time dependent index of refraction for 
damping constant 161 10o xδ =  Hz. 
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Fig. 9. The jump in the time dependent index of refraction where the electric field changes 
its polarization sign. 
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Fig. 10. Time dependent index of refraction during the interaction of a single Hermitian 
USCP with a bound electron without ionization for different spring constant values with a 
fixed damping constant value ( 141 10o xδ =  Hz). 
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Fig. 11. The jump in the time dependent index of refraction where the electric field changes 
its polarization sign for single Hermitian USCP interaction. 
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Fig. 12. Time dependent index of refraction during the interaction of a single Laguerre USCP 
with a bound electron without ionization for different spring constant values with a fixed 
damping constant value ( 161 10o xδ =  Hz). 

Modeling the Interaction of a Single-Cycle Laser Pulse With a Bound Electron Without Ionization   

 

345 

 
Fig. 13. Hermitian pulse excitation oscillations for damping constant: 171 10o xδ = Hz 

For a damping constant value of 1x1017 (Fig. 13), very different oscillation behaviors are seen 
than the previous cases (Fig. 4) of Hermitian pulse excitation. The most prominent feature in 
Figs. 13(a), 13(b) and 13(c) is the high frequency oscillation profile with a phase delay with 
respect to the excitation pulse. In Fig. 13, spring constant is increased gradually from 13(a) to 
13(c) while keeping the damping value constant. For a relatively low value of spring 
constant in Fig. 13(a), the main lobe and the trailing tail of the excitation pulse have almost 
no effect on the oscillation of the electron. The bound electron starts sensing the leading tail 
of the Hermitian excitation after a phase delay of 5 fs. In Fig. 14, the modifier function 
solutions for the Hermitian pulse excitation for Fig. 13 are shown. As it is clearly seen in Fig. 
14(a), modifier function suppresses the interaction effect of main lobe and the trailing tail of 
Hermitian function. As a result of this, the bound electron starts sensing the excitation pulse 
with a phase delay [Fig. 13(a)] associated with the modifier function. Same behaviour of the 
modifier function is seen in Figs. 14(b) and 14(c), too. As a result of this, approximately 2 fs 
phase delay occurs in Figs. 13(b) and 13(c). In Fig. 14(d), the type of modifier function is seen 
that gives a completely phase inverted time profile of the excitation pulse for the oscillation 
of the bound electron. In Fig. 13(d), the stabilized oscillation profile is seen as a result of this 
modifier function. 
In Fig. 15, as in the Fig. 13, there is a high oscillation frequency behaviour in the 
perturbation effect of the single Hermitian USCP on the index of refraction. Especially, the 
magnitude of the perturbation effect is more significant around the main lobe and the 
trailing edge regions than the leading edge region of the applied field. The effect of the 
Hermitian USCP on the index of refraction decreases as the spring constant increases for the 
given fixed damping constant value.   
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Fig. 11. The jump in the time dependent index of refraction where the electric field changes 
its polarization sign for single Hermitian USCP interaction. 
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Fig. 12. Time dependent index of refraction during the interaction of a single Laguerre USCP 
with a bound electron without ionization for different spring constant values with a fixed 
damping constant value ( 161 10o xδ =  Hz). 
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Fig. 14. Hermitian pulse excitation modifier functions for damping constant: 171 10o xδ = Hz. 
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Fig. 15. Time dependent index of refraction during the interaction of a single Hermitian 
USCP with a bound electron without ionization for different spring constant values with a 
fixed damping constant value ( 171 10o xδ =  Hz). 
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2.1 Mathematical model for convolutional modifier function approach 
In section 1.2, we explained why the oscillation field of the bound electron under single 
USCP exposure must be defined in terms of the multiplication of the applied USCP with a 
modifier function. In a more realistic approximation, we need to include a constant 
updating between the electron motion and the time dependent applied field. This is the 
major difference between approaches used in sections 1.2 and 2.1. Suppose that  we are 
applying two different USCPs ranging in different spectral content on to the same type of 
material at different points. If we assume that the majority of the spectral content of one of 
these USCPs is relatively closer to the natural oscillation frequency of the bound electron of 
the material than the spectral content of the other USCP (see Fig. 16), then it will not be 
realistic to consider exactly the same type of time domain USCP interaction mechanism 
(modifier function approach that has been explained in section 1.2) for both of these two 
different USCPs. 
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content of 
USCP2  

Fig. 16. Spectral content of two different USCPs with the same pulse duration. They are being 
applied to different points on a material which has a natural oscillation frequency of wo. 

As it is seen in Fig. 16, we note that since the majority of the spectral content of USCP2 is 
closer to wo than the majority of the spectral content of USCP1, in the context of interaction 
efficiency, the interaction of USCP2 will be relatively more intense than the interaction of 
USCP1 for the given spectral content and for the given natural oscillation frequency.  Given 
the formulation provided in section 1.2, we are just directly masking (multiplying) the 
modifier function (that we found from Eq. 11) on to the time domain profile of USCP1 to 
find the oscillation field of the bound electron during the continuance of this pulse. If we 
follow the same procedure to calculate the oscillation field of the bound electron under 
USCP2 excitation, this will cause us to miss the cumulative tendency due to the memory 
effect of the oscillation field of the bound electron in time domain due to the interaction with 
single USCP2 compared to the interaction with single USCP1. In order to take into 
consideration the cumulativeness effect under USCP2 excitation, instead of defining 
oscillation as in Eq. 7, we need to define the time dependent electron motion with a 
convolution operation: since a convolution can be considered as an operation that shows the 
effect of current and past inputs to the current output of a system: 

 ( ) ( ) ( )*ox t x t E t= . (14) 

If we plug Eq. (14) into Eq. (6), we obtain 

 ( ) ( )( ) ( ) ( )( ) ( ) ( )( ) ( )
2

2 * * *o
o o o o

e e

kd d ex t E t x t E t x t E t E t
dt m mdt

γ+ + = . (15)  
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Fig. 15. Time dependent index of refraction during the interaction of a single Hermitian 
USCP with a bound electron without ionization for different spring constant values with a 
fixed damping constant value ( 171 10o xδ =  Hz). 
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o o o o

e e

kd d ex t E t x t E t x t E t E t
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Eq. 15 allows us to obtain the oscillation field after the pulse (wake-field) due to the nature 
of convolution operation in Eq. 14. The modifier function is a hidden function that must be 
evaluated first to find the oscillation field caused by the USCP excitation where the source 
duration is much shorter than the relaxation dynamics of the material. Due to the nature of 
convolution operation in Eq. 14, although the USCP actually vanishes at t τ=  (where τ  is 
the pulse duration), the modifier function will still exist after the end of the pulse and our 
technique evaluates the oscillation field after the pulse duration due to the memory effect of 
the convolution operation.  
In order to find the modifier function in Eq. 15, different mathematical solution techniques 
can be used. For the work in this book chapter, let us use Eq. 14 in the following form: 

 ( ) ( ) ( ) ( )*o of t x t x t E τ= + , (16) 

      ( ) ( ) ( ) ( )
0

t
o of t x t x t E dτ τ τ= + −∫ ,  (17) 

which is called Volterra Integral Equation (VIE) of the second kind where the source 
function ( )f t  and the kernel function ( )E τ  are given and ( )ox t  is the unknown function. 
There are many existing state of the art numerical techniques for solving the VIE in the 
literature (e.g., Tang et al., 2008). Future work will be undertaken to solve this equation 
following numerical techniques developed specifically for the approximate solution of VIE. 
In future work it is anticipated that publications will compare numerical solutions to our 
simpler mathematical solution approach.  However, in this book Chapter we will follow a 
simpler mathematical procedure in order to obtain physical understanding and insight of 
differences between convolutional modifier function approach (section 2.1) and the modifier 
function approach used in section 1.2.   Let’s define the convolution integral in Eq. 17 as:     

  ( ) ( ) ( ) ( )
0

t
o ox t E d f t x tτ τ τ− = −∫  , (18) 

where ( )f t  is going to be a reasonable trial function that will be defined for finding the 
modifier function in Eq. 15. By plugging the definition in Eq. 18 into Eq. 15, we obtain: 

 ( ) ( ) ( ) ( )
2

2
o

o o o o
e

kd dx t x t x t F t
dt mdt

γ+ + = ,  (19) 

where  

  ( ) ( ) ( ) ( ) ( )
2

2
o

o
e e

kd d eF t f t f t f t E t
dt m mdt

γ= + + − .   (20) 

While in Eq. 11 in section 1.2 we are calculating the modifier function for time dependent 
damping and spring coefficients, in Eq. 19 we calculate the modifier function for constant 
damping and spring coefficients with a time dependent source term modified by the trial 
function ( )f t . This approach allows us to incorporate the cumulative tendency of the 
oscillation field and memory effect originating from the spectral content of the USCP and to 
have constant damping and spring coefficients during the pulse continuance.  
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2.2 Numerical results for second case 
For our numerical calculations, we used the following forms as two trial functions 
simultaneously for the Laguerre USCP excitation case: 

 ( ) ( ) ( )( )2
1 1 exp a

of t f Sinβ β= − − ,  (21) 

 ( ) ( ) ( )( )2
2 2 exp a

of t f Sinβ β= − + ,  (22) 

where a  is ranging from 1 to n and 
1t zc

toβ
−−= . So, at the end of the calculations, the total 

oscillation field has been evaluated as: 

  ( ) ( ) ( ) ( ) ( )1 21
1 * *

2
n

o i o iix t x t E t x t E t
n =

⎡ ⎤= +⎣ ⎦∑ ,  (23) 

where ( )1o ix t is calculated for ( )1 a if t
=

 and ( )2o ix t is calculated for ( )2 a if t
=

 from Eq.  19. 
For the Hermitian USCP excitation case, we used the following form as the trial function in 
the numerical calculations: 

 ( ) ( )3 3 1 a
of t f β −= − , (24) 

and the total oscillation field has been evaluated as: 

 ( ) ( ) ( )31
1 *n

o iix t x t E t
n =

⎡ ⎤= ⎣ ⎦∑ , (25) 

where ( )3o ix t  is calculated ( )3 a if t
=

 from Eq. 19.  
The values of the amplitude constants 1of , 2of , and 3of   are dependent on the trial function 
and the number of trial functions that are chosen for the solution of the modifier function.  
In Fig. 17, we see some important results of the convolutional modifier function approach 
on the oscillation field of the bound electron under Laguerre and Hermitian USCP excitation 
and both have close spectral content to the natural oscillation frequency of the material. 
Although there is not much difference in the oscillation frequency compared to the Fig. 4 in 
section 1.3, there is a significant difference in the oscillation amplitude where the 
convolutional modifier function approach has higher amplitudes. In addition to this 
(different than Fig. 4), in Fig. 17 we see some phase delay in the oscillation field with respect 
to the applied USCP for both Laguerre and Hermitian excitations (see Figs. 17(a), 17(b), 
17(c), 17(e), 17(g), 17(h), 17(i) and 17(j)). Another significant result shown in Fig. 17, due to 
the nature of the convolution operation, we can see the oscillation in the wake-field after the 
continuance of the USCP. 
For Fig. 18, we have a higher oscillation amplitude and almost the same oscillation 
frequency as compared to Fig. 5.  Also in Figs. 18(a), 18(b) and 18(c) there is a phase delay 
which is not seen in Figs. 5(a) and 5(b). It is observed comparing Fig. 17 to Fig. 18 there is a 
significant difference in the wake-field oscillations which are attenuated much quicker in 
Fig. 18 after the end of the pulse continuance.    
In Figs. 19 and 20, we plot the real and imaginary part of the perturbation effect of an 
applied single Laguerre USCP for the convolutional modifier function approach. The 
common behavior that we note in Figs. 8, 19 and 20 is that there is a sudden jump for real 
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and imaginary parts of the index of refraction at the point where the USCP field changes its 
polarization sign. In comparison (see Fig. 8) the real part of the perturbation effect of the 
applied USCP vanishes at some regions of the Laguerre USCP as illustrated in Fig 19. As can 
be seen in Fig. 20, at the regions where the real part vanishes, the imaginary part of the 
perturbation effect on the index of refraction comes into play.  
 

 
Fig. 17. Bounded electron motion for the convolutional modifier function approach under 
Laguerre USCP excitation ((a), (c), (e), (g), (i)) and Hermitian USCP excitation ((b), (d), (f), 
(h), (j)) for various values of spring constant ( ok ) with a fixed damping constant 
( 141 10o xδ = Hz). 
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Fig. 18. Bounded electron motion for the convolutional modifier function approach under 
Laguerre USCP excitation for various values of spring constant ( ok ) with a fixed damping 
constant ( 161 10o xδ = Hz). 
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Fig. 19. Real part of the time dependent index of refraction during the interaction of a single 
Laguerre USCP with a bound electron without ionization for different spring constant 
values with a fixed damping constant ( 141 10o xδ =  Hz)[see Eq. 4]. 
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Fig. 20. Imaginary part of the time dependent index of refraction during the interaction of a 
single Laguerre USCP with a bound electron without ionization for different spring constant 
values with a fixed damping constant ( 141 10o xδ =  Hz)[see Eq. 4]. 
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Fig. 20. Imaginary part of the time dependent index of refraction during the interaction of a 
single Laguerre USCP with a bound electron without ionization for different spring constant 
values with a fixed damping constant ( 141 10o xδ =  Hz)[see Eq. 4]. 
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3. Conclusion 
The results of this work indicate that if the applied field is a USCP, then it is not possible to 
separate the field into pieces to find the polarization effect of each part of the applied field 
on a bound electron since the USCP can not be further broken down into separate pieces of 
the applied field. The traditional Fourier method of multiplying the Delta function response 
with the applied field and integrating (superposing) this product in time can only be used 
for SVE approximation which is not realistic for single cycle pulses of unity femtosecond 
and attosecond applied fields. In a USCP case, the Lorentz oscillator model must be 
modified in order to find the polarization effect of a single USCP. Since a USCP is extremely 
broadband,  it is not realistic to use a center frequency in the calculations as is done in the 
Fourier series expansion approach. Results in this work are presented on the transient 
response of the system during the USCP duration without switching to frequency domain. 
In order to accomplish this mathematically, we developed a new technique we label as the 
“Modifier Function Approach”. The modifier function is embedded in the classic Lorentz 

 damped oscillator model and by this way, we upgrade the oscillator model so that it is 
compatible with the USCP on its right side as the driving force. Results of this work also 
provide a new modified version of the Lorentz oscillator model for ultrafast optics. The results 
also indicate that the time response of the two models used to represent the USCP can alter the 
time dependent polarization of the material as it interacts with a single cycle pulse. 
As a second model, we chose to provide a convolution of the applied field and the movement 
of the electron for a further refinement of the classical Lorentz damped oscillator model. The 
convolution approach allows one to incorporate previous motion of the electron with the 
interacting applied field. Results are compared for the motion of the electron for each case and 
the observed change in the index of refraction as a function of time for two different cases.  As 
expected the index of refraction is not a constant in the ultra short time time domain under the 
assumptions applied in these studies. The motion of the electron is also highly dependent on 
the type of input single cycle pulse applied (Laguerre or Hermitian). 
In future work, we plan on providing chirp to the pulse and performing the necessary 
calculations to show the motion of the electron and the effects on the index of refraction as a 
function of time. 
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1. Introduction  
Technological advances in ultrafast optics now allow the generation of laser pulses whose 
duration is as short as a few optical cycles of the electric field; furthermore, these pulses can 
be focused to a spot size comparable to the wavelength. These strongly focused, ultrashort 
laser pulses have found applications, for instance, in high-resolution microscopy, particle 
trapping and electron acceleration. In order to characterize the spatiotemporal behavior of 
such ultrashort, tightly focused pulses, one needs the expressions of their electromagnetic 
fields. 
Ultrafast nonparaxial pulsed beams must be modeled as exact solutions to Maxwell's 
equations. Many studies on the propagation of a pulsed beam are based on a scalar paraxial 
theory, which provides an accurate description of the pulsed beam propagation when the 
beam divergence angle is small and the beam spot size is much larger than the wavelength 
for each spectral component. However, the analysis of tightly focused laser beams requires 
expressions of optical beams that extend beyond the paraxial approximation. Moreover, the 
vector nature of light cannot be neglected to properly describe tightly focused beams. Also, 
the appropriate spectrum amplitude must be employed in order to model ultrashort pulses. 
Many authors have proposed expressions for the electromagnetic fields of laser pulsed 
beams, but most of these models are incomplete. For example, Wang and co-workers 
presented scalar paraxial pulsed Gaussian beams that have a Gaussian spectrum (Wang et 
al., 1997), but their expressions are not suitable to describe ultrashort pulses, as reported by 
Porras (Porras, 1998). Caron and Potvliege suggested forms of spectra, which are 
appropriate to characterize pulses of very small duration, but the expressions for their 
vectorial nonparaxial ultrashort pulses are written in terms of numerically calculated 
angular spectra (Caron & Potvliege, 1999). Lin et al. presented closed-form expressions for 
subcycle pulsed focused vector beams that are exact solutions to Maxwell’s equations 
obtained in the context of the so-called complex-source point method, but they used an 
unsuitable Gaussian spectrum (Lin et al., 2006). Recently, an der Brügge and Pukhov have 
provided solutions for ultrashort focused electromagnetic pulses found with a more 
appropriate spectral amplitude, but the expressions hold true only in the paraxial regime 
(an der Brügge & Pukhov, 2009). 
The aim of this chapter is to provide a simple and complete strategy to correctly model 
strongly focused, ultrashort laser pulses. Three main tools are employed to find the 
expressions for the fields of such pulsed beam. First, the Hertz potential method is used in 
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such ultrashort, tightly focused pulses, one needs the expressions of their electromagnetic 
fields. 
Ultrafast nonparaxial pulsed beams must be modeled as exact solutions to Maxwell's 
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theory, which provides an accurate description of the pulsed beam propagation when the 
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expressions of optical beams that extend beyond the paraxial approximation. Moreover, the 
vector nature of light cannot be neglected to properly describe tightly focused beams. Also, 
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Many authors have proposed expressions for the electromagnetic fields of laser pulsed 
beams, but most of these models are incomplete. For example, Wang and co-workers 
presented scalar paraxial pulsed Gaussian beams that have a Gaussian spectrum (Wang et 
al., 1997), but their expressions are not suitable to describe ultrashort pulses, as reported by 
Porras (Porras, 1998). Caron and Potvliege suggested forms of spectra, which are 
appropriate to characterize pulses of very small duration, but the expressions for their 
vectorial nonparaxial ultrashort pulses are written in terms of numerically calculated 
angular spectra (Caron & Potvliege, 1999). Lin et al. presented closed-form expressions for 
subcycle pulsed focused vector beams that are exact solutions to Maxwell’s equations 
obtained in the context of the so-called complex-source point method, but they used an 
unsuitable Gaussian spectrum (Lin et al., 2006). Recently, an der Brügge and Pukhov have 
provided solutions for ultrashort focused electromagnetic pulses found with a more 
appropriate spectral amplitude, but the expressions hold true only in the paraxial regime 
(an der Brügge & Pukhov, 2009). 
The aim of this chapter is to provide a simple and complete strategy to correctly model 
strongly focused, ultrashort laser pulses. Three main tools are employed to find the 
expressions for the fields of such pulsed beam. First, the Hertz potential method is used in 
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order to efficiently obtain the spatiotemporal expressions for the electromagnetic fields that 
rigorously satisfy Maxwell’s four equations. Then, the complex source/sink model is 
exploited to determine an exact solution to the Helmholtz equation that describes a 
physically realizable nonparaxial beam that generalizes the standard Gaussian beam. 
Finally, the so-called Poisson-like spectrum is employed to characterize ultrashort pulses 
whose duration could be as short as one optical cycle. The combination of these three main 
ingredients leads to closed-form expressions that accurately describe the electromagnetic 
fields of laser pulsed beams in free space. 
This chapter is divided as follows. In Section 2, the traditional theories used to characterize 
laser pulsed beams are briefly exposed. In Section 3, the Hertz potential method, the 
complex-source/sink model, and the Poisson-like spectrum are introduced. In Section 4, the 
method presented in this chapter is applied to selected types of laser pulses. Finally, in 
Section 5, one of these special case is investigated in detail to shed light on features related 
to the propagation of tightly focused, ultrashort pulsed beams. 

2. The traditional theories of pulsed beams 
Well-established theories for laser pulsed beams are available, but many of them remain 
accurate only in some specific regimes. A number of authors have treated the propagation of 
ultrashort, nonparaxial laser pulses with a scalar analysis, although the vector nature of light 
cannot be ignored for strongly focused beams (Porras, 1998; Saari, 2001; Lu et al., 2003). 
Some authors have given solutions for ultrashort pulsed beams within the paraxial 
approximation, whose validity may be questioned for pulses with spectral distributions 
extending to very low frequencies (Feng & Winful, 2000; an der Brügge & Pukhov, 2009). 
Others have presented solutions for ultrashort nonparaxial electromagnetic pulsed beams 
having a Gaussian spectrum, which is not suitable to describe such pulses (Wang et al., 1997; 
Lin et al., 2006). In fact, the scalar treatment, the paraxial approximation and the Gaussian 
spectrum are not adequate to model ultrashort, tightly focused pulsed beams. In this 
section, the shortcomings encountered with these traditional approaches are explored. 

2.1 The scalar wave function 
To theoretically describe the spatiotemporal behavior of ultrashort, nonparaxial pulses, one 
needs expressions of their electromagnetic fields that are exact solutions of the wave 
equation. The electric field ( , )tE r  and the magnetic field ( , )tH r  of a laser pulse must satisfy 
Maxwell’s equations. In differential form, these fundamental equations in free space are 
given in Table 1. 
 

Faraday’s law Ampère-Maxwell law Gauss’s law for E Gauss’s law for H 

0 t
μ ∂

∇× = −
∂
HE  0 t

ε ∂
∇× =

∂
EH  0∇ • =E  0∇• =H  

Table 1. Maxwell’s equations in free space. 

Here, 0μ  and 0ε  are the permeability and the permittivity of free space, respectively. The 
principle of duality applies in free space: the substitutions 0η→E H  and 0η→ −H E , where 

1 2
0 0 0( )η μ ε=  is the intrinsic impedance of free space, leave Maxwell’s four equations 

unchanged. From Maxwell’s equations, one can obtain the wave equations in free space for 
the electric and the magnetic fields: 
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where 1 2
0 0( )c μ ε=  is the speed of light in free space. Thus, each Cartesian component of the 

electric and the magnetic fields must satisfy the scalar wave equation. 
The electromagnetic fields can be analyzed in the frequency domain by taking the Fourier 
transform of Eqs. (1a) and (1b): the temporal derivatives t∂ ∂  are then converted to jω , 
where kcω =  is the angular frequency of the spectral component and k is its wave number. 
The Fourier transforms of the electric and the magnetic fields, denoted by E  and H  
respectively, must satisfy the vector Helmholtz equations 2 2k∇ + =E E 0  and 2 2k∇ + =H H 0 . 
It is often assumed that a laser beam is a transverse electromagnetic (TEM) beam, that is, the 
electric and the magnetic fields are always transverse to the propagation axis, which is the z-
axis in this chapter. However, the only true TEM waves in free space are infinitely extended 
fields. For example, consider a x-polarized beam for which the y-component yE  of its electric 
field is zero; the x-component xE  of its electric field satisfies the scalar wave equation 

2 2 2 2 0x xE c E t−∇ − ∂ ∂ = , from which a solution for xE  may be found. One can estimate the 
longitudinal electric field component of this x-polarized optical beam by applying Gauss’s law 
for E to such a beam, giving an expression for the z-component zE  of the beam: 
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Since an optical beam has a finite spatial extent in the plane transverse to the direction of 
propagation, the component Ex must depend on the transverse coordinate x and, therefore, 
Ez must be different from zero. Thus, even if it only exhibits a small beam divergence angle, 
an optical beam always has a field component that is polarized in the direction of the 
propagation axis. The same argument applies to the magnetic field. In some cases, the 
strength of the longitudinal component of the fields of a tightly focused laser beam can even 
exceed the strength of its transverse components. As a result, in order to accurately 
characterize laser beams or pulses, a vectorial description of their electromagnetic fields is 
needed and will be discussed in Section 3.1. 

2.2 The paraxial approximation 
In many applications in optics, the light beam propagates along a certain direction (here, 
along the z-axis) and spreads out slowly in the transverse direction. When the beam 
divergence angle is small, the beam is said to be paraxial. Specifically, the electric field of a 
paraxial beam in the frequency domain is a plane wave exp( )jkz−  of wavelength 2 kλ π=  
modulated by a complex envelope that is assumed to be approximately constant within a 
neighborhood of size λ . The phasor of the x-component of a paraxial beam is therefore 
written as exp( )xE A jkz= − , where A  is the complex envelope that is a slowly varying 
function of position. The complex enveloppe must satisfy the paraxial Helmholtz equation 
(Siegman, 1986): 
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order to efficiently obtain the spatiotemporal expressions for the electromagnetic fields that 
rigorously satisfy Maxwell’s four equations. Then, the complex source/sink model is 
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approximation, whose validity may be questioned for pulses with spectral distributions 
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given in Table 1. 
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propagation, the component Ex must depend on the transverse coordinate x and, therefore, 
Ez must be different from zero. Thus, even if it only exhibits a small beam divergence angle, 
an optical beam always has a field component that is polarized in the direction of the 
propagation axis. The same argument applies to the magnetic field. In some cases, the 
strength of the longitudinal component of the fields of a tightly focused laser beam can even 
exceed the strength of its transverse components. As a result, in order to accurately 
characterize laser beams or pulses, a vectorial description of their electromagnetic fields is 
needed and will be discussed in Section 3.1. 
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In many applications in optics, the light beam propagates along a certain direction (here, 
along the z-axis) and spreads out slowly in the transverse direction. When the beam 
divergence angle is small, the beam is said to be paraxial. Specifically, the electric field of a 
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modulated by a complex envelope that is assumed to be approximately constant within a 
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provided that the condition 2 2 2A z k A z∂ ∂ << ∂ ∂  is verified. This condition is called the 
slowly varying envelope approximation or simply the paraxial approximation. When it 
applies, the use of this approximation considerably simplifies the analysis of optical beams 
in many applications. 
To model a laser beam, the Gaussian beam is often used. The phasor of the paraxial 
Gaussian beam, whose envelope is a solution to the paraxial Helmholtz equation, is 
(Siegman, 1986) 

 
2

( , ) ( ) exp
( ) 2 ( )

Rjz ru F jk z
q z q z

ω ω
⎡ ⎤⎛ ⎞

= − +⎢ ⎥⎜ ⎟⎜ ⎟⎢ ⎥⎝ ⎠⎣ ⎦
r , (4) 

where ( )F ω  is an arbitrary function of the frequency ω  only, r and z are the radial and the 
longitudinal coordinates, respectively, ( ) Rq z z jz= +  is the complex radius of curvature, 

21
02Rz kw=  is the Rayleigh range, and 0w  is the waist spot size of the beam. The beam 

divergence angle is given by ( )arctan o Rw zδ ≡ . 
The envelope of the Gaussian beam is one solution of the paraxial Helmholtz equation 
among the infinite number of solutions of this differential equation. Well-known solutions 
are the envelopes of the higher-order Gaussian modes which include standard and elegant 
Hermite–Gaussian or Laguerre–Gaussian beams. The elegant beams were introduced by 
Siegman and they differ from the standard beams because the former contain polynomials 
with a complex argument, whereas in the latter the argument is real (Siegman, 1986). 
Physically, the standard beams constitute the natural modes of a stable laser resonator with 
mirrors having uniform reflectivity, while the elegant beams describe modes generated by a 
laser resonant cavity that includes soft Gaussian apertures. Both modes form an 
eigenfunction basis to the paraxial Helmholtz equation. While the Hermite–Gaussian modes 
are adequate to describe optical beams with rectangular geometry, the Laguerre–Gaussian 
modes are more appropriate to describe beams with cylindrical symmetry. The phasor of 
the paraxial elegant Laguerre–Gaussian beam is (April, 2008a) 
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p m m
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p m pm
o

jz jkrr ru F L jk z m
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r , (5) 

where p = 0,1,2,… is the radial mode number, m = 0,1,2,… is the angular mode number, 
( )m

pL ⋅  is the associated Laguerre polynomial, and φ  is the azimuthal angle. Superscript “e” 
in solutions ,

e
p mu  stands for even modes, with the even function cos( )mφ  for the azimuthal 

dependence. Odd modes ,
o
p mu  are obtained by replacing cos( )mφ  in Eq. (5) by sin( )mφ . If 

p = m = 0, then Eq. (5) reduces to Eq. (4), i.e. 0,0( , ) ( , )eu uω ω=r r . Both Eqs. (4) and (5) are 
accurate if the paraxial approximation holds, i.e. when the waist spot size 0w  is not too 
small with respect to the wavelength λ  or more precisely when 0 ( 2 )w λ π>> . 
If the envelope is not a slowly varying function of position, the paraxial approximation does 
not apply. In fact, when the waist spot size of an optical beam is smaller than the 
wavelength, the beam is said to be nonparaxial. Moreover, some spectral components of an 
ultrashort pulsed beam can be considered paraxial while others in the same pulse are 
nonparaxial. In brief, to accurately describe ultrashort strongly focused pulses, the 
nonparaxial effects have to be taken into account; thus, exact solutions to the wave equation 
for their electromagnetic fields are required and will be provided in Section 3.2. 
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2.3 The Gaussian spectrum 
In many cases, it is convenient to use a Gaussian spectrum to model a physical laser pulse. 
However, for an ultrashort pulsed beam, which has a very broad spectrum, the Gaussian 
spectrum is no longer appropriate, because the spectral content cannot physically extend in 
negative frequencies (Caron & Potvliege, 1999). In fact, while it accurately describes the 
beamlike behavior near the optical axis, the amplitude distribution becomes boundless for 
large values of the transverse coordinate. 
In order to briefly investigate this shortcoming, consider a paraxial Gaussian pulse that has 
the following Gaussian spectrum: 

 ( )221
4( ) exp o oF T T jω π ω ω φ⎡ ⎤= − − +⎣ ⎦ , (6) 

where T is the duration of the pulse, oω  is the frequency of the carrier wave, and oφ  is a 
constant phase. The analytic signal ( , )u tr  of the Gaussian pulse in the temporal domain is 
obtained by taking the inverse Fourier transform of the function ( , )u ωr  given by Eq. (4), i.e. 

 1( , ) ( , )exp( )d
2

u t u j tω ω ω
π

∞

−∞
= ∫r r . (7) 

When Eqs. (4) and (6) are substituted in Eq. (7), an integral over ω remains to be solved; the 
dependence on ω in ( , )u ωr  comes from ( )F ω  and k (because k cω= ). 
We now consider a so-called isodiffracting pulse (Wang et al., 1997; Caron & Potvliege, 1999; 
Feng & Winful, 2000). For this type of pulse, all the frequency components have the same 
Rayleigh range Rz . It may be argued that a mode-locked laser produces isodiffracting pulses, 
because the Rayleigh range of the generated optical beam is determined by the geometry of the 
laser cavity only and is thus independent of the frequency ω . In fact, many authors have 
pointed out that isodiffracting pulses are natural spatiotemporal modes of a curved mirror 
laser cavity. For isodiffracting pulses, the complex radius of curvature ( )q z  is frequency 
independent and, thus, the inverse Fourier transform of Eq. (7) can be easily carried out: 
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Here, o ok cω=  is the wave number of the carrier wave and c is the speed of light in free 
space. The physical pulsed beam is the real part of Eq. (8). This equation shows that there is 
spatiotemporal coupling, i.e. there exists a coupling among the beam parameters in space 
and time. In fact, the spatial coordinates are involved in the temporal shape of the pulse, 
whereas the duration of the pulse is involved in the spatial distribution of the pulsed beam. 
The pulsed beam modeled by Eq. (8) is not a well-behaved solution: the amplitude profile is 
boundless for large values of the transverse coordinate r. As a consequence, the energy 
carried by the beam is infinite. To show this drawback explicitly, consider Eq. (8) when the 
pulse is in the beam waist (z = t = 0): 
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provided that the condition 2 2 2A z k A z∂ ∂ << ∂ ∂  is verified. This condition is called the 
slowly varying envelope approximation or simply the paraxial approximation. When it 
applies, the use of this approximation considerably simplifies the analysis of optical beams 
in many applications. 
To model a laser beam, the Gaussian beam is often used. The phasor of the paraxial 
Gaussian beam, whose envelope is a solution to the paraxial Helmholtz equation, is 
(Siegman, 1986) 
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among the infinite number of solutions of this differential equation. Well-known solutions 
are the envelopes of the higher-order Gaussian modes which include standard and elegant 
Hermite–Gaussian or Laguerre–Gaussian beams. The elegant beams were introduced by 
Siegman and they differ from the standard beams because the former contain polynomials 
with a complex argument, whereas in the latter the argument is real (Siegman, 1986). 
Physically, the standard beams constitute the natural modes of a stable laser resonator with 
mirrors having uniform reflectivity, while the elegant beams describe modes generated by a 
laser resonant cavity that includes soft Gaussian apertures. Both modes form an 
eigenfunction basis to the paraxial Helmholtz equation. While the Hermite–Gaussian modes 
are adequate to describe optical beams with rectangular geometry, the Laguerre–Gaussian 
modes are more appropriate to describe beams with cylindrical symmetry. The phasor of 
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p = m = 0, then Eq. (5) reduces to Eq. (4), i.e. 0,0( , ) ( , )eu uω ω=r r . Both Eqs. (4) and (5) are 
accurate if the paraxial approximation holds, i.e. when the waist spot size 0w  is not too 
small with respect to the wavelength λ  or more precisely when 0 ( 2 )w λ π>> . 
If the envelope is not a slowly varying function of position, the paraxial approximation does 
not apply. In fact, when the waist spot size of an optical beam is smaller than the 
wavelength, the beam is said to be nonparaxial. Moreover, some spectral components of an 
ultrashort pulsed beam can be considered paraxial while others in the same pulse are 
nonparaxial. In brief, to accurately describe ultrashort strongly focused pulses, the 
nonparaxial effects have to be taken into account; thus, exact solutions to the wave equation 
for their electromagnetic fields are required and will be provided in Section 3.2. 
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2.3 The Gaussian spectrum 
In many cases, it is convenient to use a Gaussian spectrum to model a physical laser pulse. 
However, for an ultrashort pulsed beam, which has a very broad spectrum, the Gaussian 
spectrum is no longer appropriate, because the spectral content cannot physically extend in 
negative frequencies (Caron & Potvliege, 1999). In fact, while it accurately describes the 
beamlike behavior near the optical axis, the amplitude distribution becomes boundless for 
large values of the transverse coordinate. 
In order to briefly investigate this shortcoming, consider a paraxial Gaussian pulse that has 
the following Gaussian spectrum: 
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laser cavity only and is thus independent of the frequency ω . In fact, many authors have 
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Here, o ok cω=  is the wave number of the carrier wave and c is the speed of light in free 
space. The physical pulsed beam is the real part of Eq. (8). This equation shows that there is 
spatiotemporal coupling, i.e. there exists a coupling among the beam parameters in space 
and time. In fact, the spatial coordinates are involved in the temporal shape of the pulse, 
whereas the duration of the pulse is involved in the spatial distribution of the pulsed beam. 
The pulsed beam modeled by Eq. (8) is not a well-behaved solution: the amplitude profile is 
boundless for large values of the transverse coordinate r. As a consequence, the energy 
carried by the beam is infinite. To show this drawback explicitly, consider Eq. (8) when the 
pulse is in the beam waist (z = t = 0): 
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This amplitude profile grows as exp(r4) for large values of r – more precisely, for 
1 2(2 )o Rr T z cω>> . According to this condition, the amplitude growth is not encountered if 

the pulse is a pulsed plane wave (for which Rz →∞ ) or if the Gaussian spectrum is narrow 
enough (i.e. if 1oTω >> ). The reason of this unphysical growth is a consequence of the 
existence of negative frequencies in the spectral content of the pulsed beam. In fact, the 
Gaussian spectrum ( )F ω  does not vanish for 0ω < , and the amplitudes of the spectral 
components with negative frequency, however small they are, grow exponentially for 
sufficently large values of the transverse coordinate. It must be concluded that a Gaussian 
spectrum is not suitable to characterize arbitrarily short laser pulses. A suitable spectrum 
will be introduced in Section 3.3. 

3. The three tools to model nonparaxial, ultrashort laser pulses 
To find adequate expressions that correctly characterize the fields of ultrashort nonparaxial 
electromagnetic pulses in all regimes, three main tools are used. First, to obtain all the 
electromagnetic fields components that satisfy Maxwell’s equations exactly, the Hertz 
potential method is employed. Second, to solve the Helmholtz equation rigorously, the 
complex-source/sink method is exploited. Third, to model ultrafast pulses whose duration 
could be as short as one optical cycle of the electric field, a Poisson-like spectrum is used. 

3.1 The Hertz potential method 
As mentioned in Section 2, when the beam divergence angle becomes sufficently large, not 
only the paraxial approximation does not hold, but a scalar treatment is no longer adequate. 
To accurately desbribe a strongly focused beam, the phasors of its electromagnetic fields 
must be exact solutions to Maxwell’s equations. Many authors have proposed expressions 
for the electric field of an optical beam that is a rigorous solution to Maxwell’s equations. 
Richards and Wolf developed an integral representation of the electric field of a tightly 
focused beam (Richards & Wolf, 1959); nevertheless, the integrals have to be solved 
numerically in general. Another method, developed by Lax, Louisell and McKnight, consists 
in adding corrections to the phasor of the paraxial beam (Lax et al., 1975). The resulting 
phasor is therefore expressed as a troncated power series; the larger the number of terms is, 
the more accurate is the expression. According to the methods of Richards and Wolf as well 
as of Lax et al., the vector wave equation is solved for the electric field. This approach is 
rather complicated since the electric field of an optical beam generally has three nonzero 
components. The Hertz potential method allows to solve Maxwell’s equations in a more 
efficient way. 
The physical fields that have to be determined, for a given laser pulse, are the electric field 

( , )tE r  and the magnetic field ( , )tH r . However, it is often useful to introduce the vector 
magnetic potential ( , )tA r  and the electric potential ( , )V tr , which are defined by 

0(1 )μ≡ ∇×H A  and V t≡ −∇ − ∂ ∂E A . Because a vector is entirely defined only if its 
divergence and its curl are specified, the divergence of the vector magnetic potential must 
be defined and it is usually determined with the Lorenz condition for potentials: 

2 0c V t∇ • + ∂ ∂ =A , where c is the speed of light in vacuum. With the Lorenz condition, the 
vector magnetic potential and the electric potential both satisfy the wave equation in free 
space. The vector magnetic potential and the electric potential are introduced in order to 
simplify the computation of electromagnetic fields; often, potentials are easily computed 
and then electromagnetic fields are directly deduced from the definitions of these potentials. 
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The Hertz potential method is a powerful tool that can be used to determine the 
spatiotemporal expressions for the electromagnetic fields of pulsed beams. The electric and 
magnetic Hertz potentials, eΠ  and mΠ  respectively, are defined in terms of the 
electromagnetic potentials: eV ≡ −∇ •Π  and 2

0(1 ) e mc t μ≡ ∂ ∂ + ∇×A Π Π . This particular 
choice for the Hertz potentials is such that the Lorenz condition is identically verified, since 
the divergence operator and the temporal derivative commute and since the divergence of a 
curl vanishes. The Hertz potentials may be seen as “super-potentials” in the sense that they 
are vector potentials from which other potentials can be obtained. Similarly to the 
electromagnetic fields and the electromagnetic potentials, the Hertz potentials are also 
chosen to satisfy the wave equation in free space: 
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If Eqs. (10a) and (10b) are satisfied, then the electric field ( , )tE r  and the magnetic field 
( , )tH r  may be obtained with the following relationships (Sheppard, 2000): 
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It can be verified by straightforward calculations that Eqs. (11a) and (11b) satisfy identically 
Maxwell's four equations in free space if eΠ  and mΠ  are both solutions of the vector wave 
equation. Thus, if the Hertz potentials are known for a given pulsed beam, then the 
electromagnetic fields are deduced by applying Eqs. (11a) and (11b). 
The Hertz potential method consists in assuming that the Hertz potentials are linearly 
polarized. Accordingly, the nonzero Cartesian component of eΠ  and mΠ  obeys a scalar 
wave equation whereas the electromagnetic fields still have to obey a vector wave equation, 
since all the components of the fields are nonzero in general. It can be seen, therefore, that 
working with the Hertz potentials has the advantage of simplifying the determination of a 
solution to the wave equation. In fact, dealing directly with the electric and the magnetic 
fields, it is necessary to solve a vector wave equation for the fields instead of a scalar wave 
equation for the Hertz potentials. 
The appropriate choice of the nonzero components of the Hertz potentials depends on the 
state of polarisation of the given pulsed beam. Among others, three states of polarization 
can be easily generated with the Hertz potential method: transverse magnetic (TM), 
transverse electric (TE), and linearly polarized (LP) beams. TM beams may be obtained with 
an electric Hertz potential oriented along the propagation axis ( ˆ ( , )e z t= Ψa rΠ  and m = 0Π , 
where ( , )tΨ r  is a scalar function with V· m units), whereas TE beams may be obtained with 
a magnetic Hertz potential oriented along the z-axis ( e = 0Π  and 1

0ˆ ( , )m z tη−= Ψa rΠ , where 
0η  is the intrinsic impedance of free space). Also, a linearly polarized beam can be produced 

by a combination of an electric dipole and a magnetic dipole, oriented along the x- and the 
y-axes, respectively, or in other words by setting ˆ ( , )e x t= Ψa rΠ  and 1

0ˆ ( , )m y tη−= Ψa rΠ . 
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components. The Hertz potential method allows to solve Maxwell’s equations in a more 
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magnetic potential ( , )tA r  and the electric potential ( , )V tr , which are defined by 
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divergence and its curl are specified, the divergence of the vector magnetic potential must 
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Hence, we are looking for a rigorous solution to the scalar wave equation for the nonzero 
Cartesian component ( , )tΨ r  of the Hertz potentials. 

3.2 The complex source/sink model 
The methods from Richards and Wolf and from Lax et al. previously mentioned give 
solutions to the wave equation for the electric field of an optical beam. The former leads to 
an integral representation of the electric field while the latter gives an infinite-series 
expansion of the field. However, integral representations or series expansion of an optical 
beam become computationally onerous or increasingly inaccurate as the beam divergence 
angle grows. Hence, closed-form solutions for the electromagnetic fields of a nonparaxial 
beam would be interesting to avoid such an inconvenience. First, the so-called complex 
point-source method is introduced; second, the confocal parameter that characterizes the 
beam divergence is clearly defined; third, the complex source/sink model which does not 
exhibit the shortcomings of the complex point-source method is explained; finally, the 
nonparaxial higher-order beams are presented. 

The complex point-source model 
The complex point-source method is a simple approach to obtain a rigorous solution to the 
Helmholtz equation, expressed in a simple closed form, that describes a nonparaxial beam. 
Deschamps has been the first to introduce the complex source-point method, which consists 
in assuming that the beam is generated by a source located at an imaginary distance along 
the propagation axis (Deschamp, 1971). Mathematically, it means that the longitudinal 
coordinate of the phasor of the wave is replaced by a complex quantity whose imaginary 
part is closely related to the beam divergence angle. The complex source-point method turns 
out to be a useful technique to convert a spherical wave into a nonparaxial Gaussian beam. 
Couture and Bélanger have shown that, in the context of the perturbative method of Lax et 
al., the sum of all the corrections to the paraxial Gaussian beam transforms the Gaussian 
beam into the complex source-point spherical wave (Couture & Bélanger, 1981). Thus, the 
complex source-point method is equivalent to the approach of Lax et al., provided that the 
boundary condition is such that the corrections are zero along the optical axis of the beam. 
The complex source-point method allows to analytically write the phasor of a nonparaxial 
optical beam in a closed form, without having to deal explicitly with a series expansion. 
It is well known that the phasor of the paraxial Gaussian beam [Eq. (4)] can be formally 
obtained if it is assumed that it consists in a paraxial spherical wave (a parabolic wave) 
emitted by a point source positioned at the imaginary distance Rjz−  along the propagation 
axis, where Rz  is the Rayleigh range of the beam (Siegman, 1986). With a similar approach 
applied to the phasor of a nonparaxial spherical wave, one can obtain the phasor of a 
nonparaxial Gaussian beam. 
The components of the Hertz potentials are now considered in the spectral domain. The 
Fourier transform of the function ( , )tΨ r , denoted by ( , )ωΨ r , must then satisfy the scalar 
Helmholtz equation 2 2 0k∇ Ψ + Ψ = , where k cω=  is the wave number of the spectral 
component of angular frequency ω  (Fig. 1). The phasor of the spherical wave is a rigorous 
solution to the scalar Helmholtz equation; it is expressed as exp( )jkR R− , where 

1 22 2 2[ ( ) ]sR x y z z= + + −  is the spherical radius of curvature of the wave and sz  is the axial 
location of the point source. We now convert sz  into a pure imaginary number, i.e. sz ja= − , 
where a  is real constant called the confocal parameter (Sheppard & Saghafi, 1999a). The 
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complex spherical radius is therefore 1 22 2[ ( ) ]R r z ja= + + , where 1 22 2( )r x y= +  is the 
transverse coordinate. The phasor of the nonparaxial Gaussian beam is then 

 ( , ) exp( )exp( )ka jkR Rω+Ψ = − −r , (12) 

where exp(–ka) is a standard normalization constant, which ensures the continuity of the 
solution between the paraxial and the nonparaxial regimes. The superscript “+” recalls that 
the beam is diverging from the origin. The phasor ( , ) exp( )exp( )ka jkR Rω−Ψ = − +r  
represents a beam that is converging toward the origin. 
 

 
Fig. 1. By a Fourier transformation, the wave equation for the Hertz potential is converted 
into the Helmholtz equation, which is solved in the spectral domain; thanks to an inverse 
Fourier transformation, the phasor obtained is then converted into an exact spatiotemporal 
solution to the wave equation for the component of the Hertz potential. 

The confocal parameter 
The phasor of the nonparaxial Gaussian beam obtained with the help of the complex source-
point method depends on the parameter a, which is the confocal parameter of the oblate 
spheroidal coordinates (Landesman & Barrett, 1988). In fact, it turns out that the oblate 
spheroidal coordinates ( , , )ξ η φ  are the ones in which it is natural to express the phasor of 
the nonparaxial Gaussian beam. Consider a system of mutually orthogonal, confocal ellipses 
and hyperbolas in the sense that the ellipses and the hyperbolas share the same foci and 
intersect at right angles. The distance between the origin and each focus is a. The surfaces of 
the oblate spheroidal coordinate system are formed by rotating the system of confocal 
ellipses and hyperbolas about the minor axis of the ellipse (Fig. 2). The rotation axis is z and 
the resulting focus is a ring of radius a in the x-y plane. 

 
Fig. 2. The surfaces of the oblate spheroidal coordinate system are formed by rotating a 
system of confocal ellipses and hyperbolas about the z-axis. 
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Hence, we are looking for a rigorous solution to the scalar wave equation for the nonzero 
Cartesian component ( , )tΨ r  of the Hertz potentials. 
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complex spherical radius is therefore 1 22 2[ ( ) ]R r z ja= + + , where 1 22 2( )r x y= +  is the 
transverse coordinate. The phasor of the nonparaxial Gaussian beam is then 
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intersect at right angles. The distance between the origin and each focus is a. The surfaces of 
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ellipses and hyperbolas about the minor axis of the ellipse (Fig. 2). The rotation axis is z and 
the resulting focus is a ring of radius a in the x-y plane. 

 
Fig. 2. The surfaces of the oblate spheroidal coordinate system are formed by rotating a 
system of confocal ellipses and hyperbolas about the z-axis. 
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The Cartesian coordinates ( , , )x y z  and the oblate spheroidal coordinates ( , , )ξ η φ  are related 
by the parametric equations 1 22 2[(1 )(1 )] cosx a ξ η φ= + − , 1 22 2[(1 )(1 )] siny a ξ η φ= + − , and 
z aξη= , where 0ξ ≥ , 1 1η− ≤ ≤ , and 0 2φ π≤ ≤ , and where a  is the confocal parameter. 
The real and imaginary parts of the complex spherical radius R  can be easily expressed in 
terms of the oblate spheroidal coordinates. Substituting the parametric equations relating 
the Cartesian coordinates and the oblate spheroidal coordinates in 1 22 2 2[ ( ) ]R x y z ja= + + +  
yields ( )R a jξ η= + . The real part of R  is aξ  while its imaginary part is aη . It is therefore 
convenient to express the coordinates ξ  and η  in terms of the Cartesian coordinates 
[Berardi, 2004]: 

 ( ) ( ){ }1 21 222 2 2 2 2 21 4
2

R a R a a z
a

ξ ⎡ ⎤= − + − +⎣ ⎦ , (13a) 

 ( ) ( ){ } 1 21 222 2 2 2 2 22 4z R a R a a zη
−

⎡ ⎤= − + − +⎣ ⎦ , (13b) 

where 2 2 2 2R x y z= + + . The parameter a, which characterizes the divergence of the beam, is 
related to the Rayleigh range of the beam. The distance between the origin and the foci of 
the hyperbolas is a whereas the angle between the z-axis and the asymptotes is δ (Fig. 3). 
 

 
Fig. 3. The waist spot size, the Rayleigh range and the divergence angle of the nonparaxial 
beam are characteristics of the hyperboloid that defines the oblate spheroidal coordinates. 

The waist spot size ow  is defined as the length of the semi-major axis of the hyperbola while 
the Rayleigh range is defined by the length of the semi-minor axis (Fig. 3). From the 
geometry of the hyperbola, the Rayleigh range is given by 1 22 2 21

2 ( )R o oz kw a w≡ = −  
(Rodríguez-Morales & Chávez-Cerda, 2004). The last equality provides a quadratic equation 
in 2

ow . Solving this equation for 2
ow  results in 1 22 2 2(2 ){[1 ( ) ] 1}ow k ka= + − . Consequently, 

for a given wave number 2k π λ= , the confocal parameter can be written in terms of the 
waist spot size ow , the Rayleigh range 21

2R oz kw= , or the beam divergence angle 
( )arctan o Rw zδ ≡ . All the relationships between these parameters are listed in Table 2. 

Large values of ka  refer to the paraxial regime and small values of ka  correspond to the 
nonparaxial regime. The phasor of the Gaussian beam tends to the uniform plane wave if 
ka  is very large, whereas it becomes the phasor of the spherical wave if 0ka = . The 
threshold between the paraxial and the nonparaxial regimes cannot be clearly defined. 
Nonetheless, it is usually accepted that the beam divergence angle of a paraxial beam must 
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not exceed 30°. Therefore, as a rule of thumb, the paraxial approximation can be used as far 
as ka is greater than 7 (Rodrígez-Morales & Chávez-Cerda, 2004). Note that, in the limit 

1ka >> , the confocal parameter a  tends to the Rayleigh range Rz . 
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Table 2. Relationships between the waist spot size, the Rayleigh range, the beam divergence 
angle, and the confocal parameter. 

The complex source/sink model 
The complex source/sink model is a simple approach to find an exact solution to the 
Helmholtz equation that describes a physically realizable nonparaxial beam (Ulanowski & 
Ludlow, 2000). In fact, it has been pointed out that the phasor of the nonparaxial Gaussian 
beam as defined by Eq. (12) has two shortcomings: an axial discontinuity and a circular 
singularity of radius a occur in the plane of the beam waist (Fig 4a). On the one hand, the 
axial discontinuity is due to the choice for the branch of the square root in the complex 
spherical radius R ; the height of the discontinuity in the amplitude distribution on the z-
axis is exp( 2 )ka−  and it becomes significant when 1ka > . On the other hand, the circular 
singularity can be explained because Eq. (12) tends to infinity when its denominator 
vanishes; this happens if r = a in the plane z = 0. Nevertheless, such a singularity does not 
 

 
               (a)                                    (b)                                           (c) 
Fig. 4. The square modulus of the phasor of the nonparaxial Gaussian beam near the plane 
of the beam waist, with ka = 2, (a) has both an axial discontinuity and a singularity with the 
choice I for the value of the complex spherical radius, (b) exhibits only the singularity with 
the choice II, and (c) is well-behaved in the context of the complex source/sink model. 
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where 2 2 2 2R x y z= + + . The parameter a, which characterizes the divergence of the beam, is 
related to the Rayleigh range of the beam. The distance between the origin and the foci of 
the hyperbolas is a whereas the angle between the z-axis and the asymptotes is δ (Fig. 3). 
 

 
Fig. 3. The waist spot size, the Rayleigh range and the divergence angle of the nonparaxial 
beam are characteristics of the hyperboloid that defines the oblate spheroidal coordinates. 
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not exceed 30°. Therefore, as a rule of thumb, the paraxial approximation can be used as far 
as ka is greater than 7 (Rodrígez-Morales & Chávez-Cerda, 2004). Note that, in the limit 
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Table 2. Relationships between the waist spot size, the Rayleigh range, the beam divergence 
angle, and the confocal parameter. 

The complex source/sink model 
The complex source/sink model is a simple approach to find an exact solution to the 
Helmholtz equation that describes a physically realizable nonparaxial beam (Ulanowski & 
Ludlow, 2000). In fact, it has been pointed out that the phasor of the nonparaxial Gaussian 
beam as defined by Eq. (12) has two shortcomings: an axial discontinuity and a circular 
singularity of radius a occur in the plane of the beam waist (Fig 4a). On the one hand, the 
axial discontinuity is due to the choice for the branch of the square root in the complex 
spherical radius R ; the height of the discontinuity in the amplitude distribution on the z-
axis is exp( 2 )ka−  and it becomes significant when 1ka > . On the other hand, the circular 
singularity can be explained because Eq. (12) tends to infinity when its denominator 
vanishes; this happens if r = a in the plane z = 0. Nevertheless, such a singularity does not 
 

 
               (a)                                    (b)                                           (c) 
Fig. 4. The square modulus of the phasor of the nonparaxial Gaussian beam near the plane 
of the beam waist, with ka = 2, (a) has both an axial discontinuity and a singularity with the 
choice I for the value of the complex spherical radius, (b) exhibits only the singularity with 
the choice II, and (c) is well-behaved in the context of the complex source/sink model. 
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have a significant impact on the behavior of the beam if a is large enough with respect to the 
wavelength λ , i.e. in the paraxial regime ( 1ka >> ). 
In the phasor of the nonparaxial Gaussian beam defined by Eq. (12), the choice for the value 
of the complex spherical radius R  is relevant. Two choices can be specified: 

[Choice I] ( )
1 222R r z ja⎡ ⎤= + +⎣ ⎦ , (14a) 

[Choice II] ( )
1 222R j r z ja⎡ ⎤= − − +⎣ ⎦ . (14b) 

The value of R  for which the real part aξ  is positive corresponds to the choice I, whereas 
the one for which the imaginary part aη  is positive is associated to the choice II. In 
particular, on the optical axis (r = 0), Eq. (14a) reduces to R z ja= +  if 0z >  and R z ja= − −  
if 0z <  while Eq. (14b) reduces to R z ja= +  for all z, considering a  as a nonzero positive 
real number. The choice I in Eq. (12) leads to a wave that radiates outward from the plane of 
the beam waist (z = 0), while the choice II in Eq. (12) gives a beam traveling from negative z 
to positive z like a purely traveling beam. Thus, although these two representations are both 
solutions of the Helmholtz equation, they describe different complex-source waves. The use 
of the choice II in Eq. (12) removes the axial discontinuity in the phasor of the nonparaxial 
beam (Fig. 4b). Nonetheless, neither choice of the branch for the square root R  in Eq. (12) 
removes the nonphysical singularity of radius a in the plane of the beam waist. Both 
complex-source waves in the Figs. 4a and 4b have a singularity at r = a when z = 0, where 
the square modulus of the phasor tends to infinity. It may be argued that this drawback 
originates from the description of the field as due to a source (even though it is located at an 
imaginary coordinate), which is inherently contradictory, since the field is physically source-
free in the spatial region under consideration. 
Sheppard and Saghafi as well as Ulanowski and Ludlow have shown that the superposition 
of two counter-propagating beams can remove both the axial discontinuity and the circular 
singularity (Sheppard & Saghafi, 1998; Ulanowski & Ludlow, 2000). In fact, a singularity-
free nonparaxial Gaussian beam is proportional to the superposition ( , ) ( , )ω ω− +Ψ −Ψr r . An 
exact solution to the Helmholtz equation that generalizes the Gaussian beam and that is 
valid in all space in the nonparaxial regime is therefore 

 exp( ) exp( )exp( ) sin( )( , ) ( ) ( )exp( )
2o o

jkR jkRka kRF F ka
j R R R

ω ω ω
⎡ ⎤−−

Ψ = Ψ − = Ψ −⎢ ⎥
⎢ ⎥⎣ ⎦

r  (15) 

where oΨ  is a constant amplitude and ( )F ω  is an arbitrary well-behaved function that 
represents the spectral amplitude of the pulse. According to the superposition principle, the 
phasor of Eq. (15) is a rigorous solution of the source-free Helmholtz equation. Eq. (15) is a 
singularity-free phasor, because it is finite at 0R = , and thus describes a physically 
realizable optical beam (Fig. 4c). Eq. (15) is the same whichever choice is taken for the 
complex spherical radius R . Thus, no great care is needed concerning the specific choice 
between Eqs. (14a) or (14b) in calculating the phasor of the nonparaxial Gaussian beam of 
the Eq. (15). Also, it can be shown that the nonparaxial Gaussian beam reduces to the phasor 
of the paraxial Gaussian beam in the paraxial limit, i.e. Eq. (15) reduces to Eq. (4) when 
ka >> 1 (April, 2008a). 
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From another point of view, it is seen that the removal of the nonphysical singularity has 
been accomplished by combining a sink to the source; this leads to what is called the 
complex source/sink method. In fact, Eq. (15) may be viewed as the superposition of an 
outgoing beam, produced by the source located at sz ja= − , and an incoming beam, 
absorbed by the sink placed at the same position. This optical wave, consisting in a 
superposition of two counter-propagating beams, results in a standing-wave component 
near the z = 0 plane. The complex-source/sink wave provides a rigorous solution to the 
wave equation in free-space over all space. In summary, the complex source/sink model, as 
opposed to the complex point-source model, yields an expression for the phasor of a 
physically realizable (singularity-free) beam. 
Due to the partially standing-wave nature of such a solution, producing a complex-
source/sink beam requires a focusing element that subtends a solid angle greater than 2π, 
such as a 4Pi microscope or the parabolic mirror of large extent schematically illustrated in 
Fig. 5. Qualitatively, it can be seen that incident rays on the parabolic mirror for which 
r < r0 = 2f contribute to the propagating beam, whereas rays for which r > r0 contribute to the 
counter-propagating one, where f is the focal length of the parabolic mirror (Fig. 5). If the 
beam is focused by a focusing element that subtends a solid angle less than 2π, then the 
counter-propagating component of the beam cannot be produced physically. Nevertheless,  
in that case, the complex-source/sink solution can then be regarded as a rigorous solution to 
an approximate model. 
 

 
Fig. 5. Focusing a collimated beam with a parabolic mirror of large extent leads to 
propagating as well as counter-propagating contributions in the electromagnetic fields in 
the focal region of the mirror. 

Higher-order nonparaxial Gaussian beams 
The phasor of the fundamental nonparaxial Gaussian beam constitutes one among the 
infinite number of exact solutions to the Helmholtz equation. In fact, some of these 
additional solutions are the higher-order nonparaxial Gaussian modes. Shin and Felsen used 
the approach of Deschamps with a complex multipole source to produce higher-order 
beams that reduce to the elegant Hermite–Gaussian modes in the paraxial limit (Shin & 
Felsen, 1977). Phasors of nonparaxial beams, that may describe elegant higher-order beams 
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have a significant impact on the behavior of the beam if a is large enough with respect to the 
wavelength λ , i.e. in the paraxial regime ( 1ka >> ). 
In the phasor of the nonparaxial Gaussian beam defined by Eq. (12), the choice for the value 
of the complex spherical radius R  is relevant. Two choices can be specified: 
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The value of R  for which the real part aξ  is positive corresponds to the choice I, whereas 
the one for which the imaginary part aη  is positive is associated to the choice II. In 
particular, on the optical axis (r = 0), Eq. (14a) reduces to R z ja= +  if 0z >  and R z ja= − −  
if 0z <  while Eq. (14b) reduces to R z ja= +  for all z, considering a  as a nonzero positive 
real number. The choice I in Eq. (12) leads to a wave that radiates outward from the plane of 
the beam waist (z = 0), while the choice II in Eq. (12) gives a beam traveling from negative z 
to positive z like a purely traveling beam. Thus, although these two representations are both 
solutions of the Helmholtz equation, they describe different complex-source waves. The use 
of the choice II in Eq. (12) removes the axial discontinuity in the phasor of the nonparaxial 
beam (Fig. 4b). Nonetheless, neither choice of the branch for the square root R  in Eq. (12) 
removes the nonphysical singularity of radius a in the plane of the beam waist. Both 
complex-source waves in the Figs. 4a and 4b have a singularity at r = a when z = 0, where 
the square modulus of the phasor tends to infinity. It may be argued that this drawback 
originates from the description of the field as due to a source (even though it is located at an 
imaginary coordinate), which is inherently contradictory, since the field is physically source-
free in the spatial region under consideration. 
Sheppard and Saghafi as well as Ulanowski and Ludlow have shown that the superposition 
of two counter-propagating beams can remove both the axial discontinuity and the circular 
singularity (Sheppard & Saghafi, 1998; Ulanowski & Ludlow, 2000). In fact, a singularity-
free nonparaxial Gaussian beam is proportional to the superposition ( , ) ( , )ω ω− +Ψ −Ψr r . An 
exact solution to the Helmholtz equation that generalizes the Gaussian beam and that is 
valid in all space in the nonparaxial regime is therefore 
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ω ω ω
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where oΨ  is a constant amplitude and ( )F ω  is an arbitrary well-behaved function that 
represents the spectral amplitude of the pulse. According to the superposition principle, the 
phasor of Eq. (15) is a rigorous solution of the source-free Helmholtz equation. Eq. (15) is a 
singularity-free phasor, because it is finite at 0R = , and thus describes a physically 
realizable optical beam (Fig. 4c). Eq. (15) is the same whichever choice is taken for the 
complex spherical radius R . Thus, no great care is needed concerning the specific choice 
between Eqs. (14a) or (14b) in calculating the phasor of the nonparaxial Gaussian beam of 
the Eq. (15). Also, it can be shown that the nonparaxial Gaussian beam reduces to the phasor 
of the paraxial Gaussian beam in the paraxial limit, i.e. Eq. (15) reduces to Eq. (4) when 
ka >> 1 (April, 2008a). 
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absorbed by the sink placed at the same position. This optical wave, consisting in a 
superposition of two counter-propagating beams, results in a standing-wave component 
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wave equation in free-space over all space. In summary, the complex source/sink model, as 
opposed to the complex point-source model, yields an expression for the phasor of a 
physically realizable (singularity-free) beam. 
Due to the partially standing-wave nature of such a solution, producing a complex-
source/sink beam requires a focusing element that subtends a solid angle greater than 2π, 
such as a 4Pi microscope or the parabolic mirror of large extent schematically illustrated in 
Fig. 5. Qualitatively, it can be seen that incident rays on the parabolic mirror for which 
r < r0 = 2f contribute to the propagating beam, whereas rays for which r > r0 contribute to the 
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beam is focused by a focusing element that subtends a solid angle less than 2π, then the 
counter-propagating component of the beam cannot be produced physically. Nevertheless,  
in that case, the complex-source/sink solution can then be regarded as a rigorous solution to 
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The phasor of the fundamental nonparaxial Gaussian beam constitutes one among the 
infinite number of exact solutions to the Helmholtz equation. In fact, some of these 
additional solutions are the higher-order nonparaxial Gaussian modes. Shin and Felsen used 
the approach of Deschamps with a complex multipole source to produce higher-order 
beams that reduce to the elegant Hermite–Gaussian modes in the paraxial limit (Shin & 
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in cylindrical coordinates, were proposed by Couture and Bélanger. These phasors are 
expressed in terms of associated Legendre functions and spherical Hankel functions of 
complex arguments (Couture & Bélanger, 1981). Landesman and Barrett obtained the same 
solutions using the oblate spheroidal coordinates (Landesman & Barrett, 1988). Such 
phasors can be viewed as being generated with the complex point-source method, leading to 
nonphysically realizable beams. 
Singularity-free phasors of higher-order nonparaxial beams can be generated with the help 
of the complex source/sink method. The higher-order nonparaxial beams proposed by 
Ulanowski and Ludlow are in turn expressed in terms of associated Legendre functions and 
spherical Bessel functions of the first kind (Ulasnowski & Ludlow, 2000): 

 , ( , , ) exp( ) ( ) (cos )cos( )e m
n m n nr z ka j kR P mψ φ θ φ= − , (16) 

 

where cos ( )z ja Rθ ≡ + , ( )nj kR  is the spherical Bessel function of the first kind of order n, 
and (cos )m

nP θ  is the associated Legendre function. Eq. (16) is an exact solution to the 
Helmholtz equation. Spherical Bessel functions in Eq. (16) are preferred to spherical Hankel 
functions suggested by Couture and Bélanger to ensure the absence of singularity in the 
plane of the beam waist (z = 0) at r = a. The explicit form of the fundamental mode 
(n = m = 0) in Eq. (16) is 0,0 0exp( ) ( ) exp( )sin( ) ( )e ka j kR ka kR kRψ = − = −  and it is proportional 
to the singularity-free nonparaxial Gaussian beam [Eq. (15)], as expected. 
While Shin and Felsen have shown that the complex point-source method leads to the 
elegant nonparaxial Hermite–Gaussian modes, Seshadri employed the method to find the 
differential and the integral representations of the nonparaxial cylindrically symmetric 
elegant Laguerre–Gaussian modes (Seshadri, 2002). Two years later, Bandres and Gutiérrez-
Vega presented the same analysis without the restriction on the cylindrical symmetry, 
providing the complete differential and integral representations of the nonparaxial elegant 
Laguerre–Gaussian modes, denoted by , ( , )p mUσ ωr  where { , }e oσ =  is the parity (Bandres & 
Gutiérrez-Vega, 2004). However, these expressions exhibit the axial discontinuity as well as 
the circular singularity in the plane of the beam waist. Closed-form expressions for the 
phasor , ( , )p mUσ ωr  of the singularity-free nonparaxial elegant Laguerre–Gaussian beam can 
be written as a finite sum (April, 2008a): 
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This particular linear combination of functions , ( , , )n m r zσψ φ , as given by Eq. (17), has the 
property to reduce to the elegant Laguerre–Gaussian beam defined by Eq. (5) in the paraxial 
limit. Actually, another function denoted by , ( , )p mVσ ωr  has the same property. Whereas 

, ( , )p mUσ ωr  is written as a linear combination of functions , ( , , )n m r zσψ φ  for which n – m is 
even, , ( , )p mVσ ωr  is a linear combination of functions , ( , , )n m r zσψ φ  for which n – m is odd: 
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It is clear that , ( , )p mUσ ωr  and , ( , )p mVσ ωr  in Eqs. (17) and (18) are also exact solutions of the 
Helmholtz equation, because they are written as a linear combination of functions 

, ( , , )n m r zσψ φ , which are themselves rigorous solutions of the Helmholtz equation. In the 
paraxial limit (ka >> 1), both solutions reduce to the phasor of the paraxial elegant Laguerre–
Gaussian beam (April, 2008a): 

 , , ,1 1
lim ( , ) lim ( , ) ( , )p m p m p mka ka

U V uσ σ σω ω ω
>> >>

= =r r r . (19) 

Both solutions , ( , )p mUσ ωr  and , ( , )p mVσ ωr  form a complete eigenfunction basis for the 
Helmholtz equation. These solutions are expressed as a simple linear combination of 
spherical Bessel functions and associated Legendre functions of complex arguments. 

3.3 The Poisson-like spectrum 
As mentioned in Section 2.3, the Gaussian spectrum is not appropriate to characterize 
arbitrarily short pulses, because it contains spectral components of appreciable amplitude 
with negative frequencies when the spectrum is broad enough. A suitable spectrum ( )F ω  
whose spectral content does not extend in the negative frequencies must be chosen to 
adequately describe an ultrashort pulse. Here, we choose the Poisson-like spectral 
amplitude (also called the power spectrum), defined by (Caron & Potvliege, 1999; Feng & 
Winful, 2000) 
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where s is a real positive parameter, oφ  is the absolute phase of the pulse, oω  is the 
frequency for which the spectral amplitude is maximum, ( )Γ ⋅  is the gamma function, and 

( )θ ω  is the unit step function which ensures that the pulse does not exhibit negative 
frequencies. This will make the time-domain complex fields analytic functions that are well 
behaved for all time and all points in space. Since (0) 0F = , it follows that the pulse does not 
have a dc component. The parameter s controls the shape and the width of the spectrum 
(Fig. 6a). Chirped pulses may be modeled by taking oω  as a complex number. 
Spectra of the form expressed in Eq. (20) are often observed in terahertz experiments and 
may also be used to describe femtosecond laser pulses. Moreover, spectra described by 
Eq. (20) lead to closed-form expressions for the electromagnetic fields of isodiffracting 
pulsed beams in terms of elementary functions. The inverse Fourier transform of Eq. (20) 
gives 
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The real part of ( )f t  provides the temporal shape of the pulse. A pulse for which s is close 
to unity is a single-cycle pulse (Fig. 6b). 
It can be shown that the spectral amplitude as well as the temporal shape of the pulse 
reduce to Gaussian functions in the limit of a narrow spectrum, i.e. when s is very large 
(Caron & Potvliege, 1999): 
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It is clear that , ( , )p mUσ ωr  and , ( , )p mVσ ωr  in Eqs. (17) and (18) are also exact solutions of the 
Helmholtz equation, because they are written as a linear combination of functions 

, ( , , )n m r zσψ φ , which are themselves rigorous solutions of the Helmholtz equation. In the 
paraxial limit (ka >> 1), both solutions reduce to the phasor of the paraxial elegant Laguerre–
Gaussian beam (April, 2008a): 

 , , ,1 1
lim ( , ) lim ( , ) ( , )p m p m p mka ka

U V uσ σ σω ω ω
>> >>

= =r r r . (19) 

Both solutions , ( , )p mUσ ωr  and , ( , )p mVσ ωr  form a complete eigenfunction basis for the 
Helmholtz equation. These solutions are expressed as a simple linear combination of 
spherical Bessel functions and associated Legendre functions of complex arguments. 

3.3 The Poisson-like spectrum 
As mentioned in Section 2.3, the Gaussian spectrum is not appropriate to characterize 
arbitrarily short pulses, because it contains spectral components of appreciable amplitude 
with negative frequencies when the spectrum is broad enough. A suitable spectrum ( )F ω  
whose spectral content does not extend in the negative frequencies must be chosen to 
adequately describe an ultrashort pulse. Here, we choose the Poisson-like spectral 
amplitude (also called the power spectrum), defined by (Caron & Potvliege, 1999; Feng & 
Winful, 2000) 
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where s is a real positive parameter, oφ  is the absolute phase of the pulse, oω  is the 
frequency for which the spectral amplitude is maximum, ( )Γ ⋅  is the gamma function, and 

( )θ ω  is the unit step function which ensures that the pulse does not exhibit negative 
frequencies. This will make the time-domain complex fields analytic functions that are well 
behaved for all time and all points in space. Since (0) 0F = , it follows that the pulse does not 
have a dc component. The parameter s controls the shape and the width of the spectrum 
(Fig. 6a). Chirped pulses may be modeled by taking oω  as a complex number. 
Spectra of the form expressed in Eq. (20) are often observed in terahertz experiments and 
may also be used to describe femtosecond laser pulses. Moreover, spectra described by 
Eq. (20) lead to closed-form expressions for the electromagnetic fields of isodiffracting 
pulsed beams in terms of elementary functions. The inverse Fourier transform of Eq. (20) 
gives 
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The real part of ( )f t  provides the temporal shape of the pulse. A pulse for which s is close 
to unity is a single-cycle pulse (Fig. 6b). 
It can be shown that the spectral amplitude as well as the temporal shape of the pulse 
reduce to Gaussian functions in the limit of a narrow spectrum, i.e. when s is very large 
(Caron & Potvliege, 1999): 
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Fig. 6. (a) Spectral and (b) temporal shape of the pulse for different values of parameter s, 
with a zero absolute phase oφ . 
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if 1s >> , where 1 2(2 ) oT s ω≡  is the duration of the Gaussian pulse. These results are 
coherent with the fact that the Fourier transform of a Gaussian function is also a Gaussian 
function. Thus, the Poisson-like spectrum is an interesting alternative to describe a pulse 
whose spectrum reduces to a Gaussian function if its duration is sufficiently long. 
Hereafter, the parameter tσ , defined as the root mean square (RMS) width of the temporal 
distribution 2( )f t , will be used as the expression of the pulse duration. Also, the RMS 
width ωσ  of the spectral intensity 2( )F ω  will be employed to evaluate the width of the 
spectrum. Their expressions are explicitly 
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According to Eqs. (23a) and (23b), the inequality 1 2t ωσ σ ≥  is verified as it must be for 
every pair of Fourier transforms; furthermore, 1 2t ωσ σ =  in the limit s →∞ , in which case 
the distributions become Gaussian functions. 

4. Characterization of some laser pulses 
Combining the Hertz potential method, the complex-source/sink model and the Poisson-
like spectrum, it is possible to obtain the expressions for electromagnetic fields that are 
rigorous solutions to Maxwell’s equations. In principle, any kind of pulsed beam can be 
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generated with this approach. In particular, transverse magnetic, transverse electric, and 
linearly polarized pulses will be analyzed. The isodiffracting pulse will then be discussed as 
an important special case. 

4.1 Previous works on laser pulses 
Many authors have studied models of pulsed beams, which are unfortunately incomplete or 
intricate. For instance, Kiolkowski and Judkins explored the simple case of a paraxial 
Gaussian pulsed beam, where they have considered that the waist spot size w0 is the same 
for all the spectral components of the pulse (Kiolkowski & Judkins, 1992). As a consequence, 
they were not able to get a general analytical expression for their Gaussian pulsed beam 
applicable for all z; only results valid in the limiting cases of the far field (z >> zR) and the 
near field (z << zR) have been found. Wang et al. found in turn the expression of a paraxial 
Gaussian pulsed beam that satisfies the so-called isodiffracting condition, according to 
which the Rayleigh range zR is the same for all spectral components (Wang et al., 1997). 
Thus, they obtained a general and remarkably simple closed-form expression for the 
Gaussian pulsed beam, only valid for paraxial beams and long enough pulses. A year later, 
Porras found the expression for an ultrafast Gaussian pulsed beam (Porras, 1998), shedding 
light on the spatiotemporal couplings that occur when a pulse propagates in free space (the 
diffractional effects depend on time and the temporal shape of the pulse depends on the 
spatial distribution of the pulse). 
In the context of the complex point-source method, Heyman and Felsen determined the 
expression of a nonparaxial pulse, using the isodiffracting condition that, according to them, 
means that the confocal parameter a is frequency independent (Heyman & Felsen, 2001). It 
should be noted that, in the paraxial limit where Ra z≈ , this definition of the isodiffracting 
condition is equivalent to the one from Wang et al. With the help of the complex-
source/sink model, Saari provided an expression for a scalar singularity-free nonparaxial 
pulse, written in terms of the oblate spheroidal coordinates (Saari, 2001). 
The previously mentioned authors did not take into account the vector nature of their 
pulses. But Lu et al. presented the expressions for the electromagnetic fields of a nonparaxial 
pulsed beam; these expressions were obtained with a perturbative method and the results 
are expressed as a truncated series written in terms of convolutions (Lu et al., 2003). In 
principle, the method of Lax et al. is used in order to add spatial corrections to the paraxial 
beam. In 2006, Varin et al. succeeded in generalizing this method to the spatiotemporal 
corrections to the paraxial vector pulsed beam (Varin et al., 2006); using their approach, they 
have obtained the expression of a special nonparaxial ultrashort pulsed beam, expressed as 
an infinite series. 

4.2 Some special pulses 
The complex source/sink method yields a rigorous solution ( , )ωΨ r  to the Helmholtz 
equation in the frequency domain, which represents a nonzero component of a Hertz 
potential. To describe a well-behaved pulse, the spectrum of ( , )ωΨ r  is chosen so that it does 
not contain spectral components of negative frequency. The scalar field ( , )ωΨ r  can be 
proportional to the nonparaxial Gaussian beam defined by Eq. (15). Otherwise, the 
nonparaxial elegant Laguerre–Gaussian beam , ( , )p mUσ ωr  may be used to describe higher-
order beams. Once the solution for ( , )ωΨ r  is known, the spatiotemporal component of the 
Hertz potential ( , )tΨ r  is recovered by taking its inverse Fourier transform (Fig. 1): 
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Fig. 6. (a) Spectral and (b) temporal shape of the pulse for different values of parameter s, 
with a zero absolute phase oφ . 
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coherent with the fact that the Fourier transform of a Gaussian function is also a Gaussian 
function. Thus, the Poisson-like spectrum is an interesting alternative to describe a pulse 
whose spectrum reduces to a Gaussian function if its duration is sufficiently long. 
Hereafter, the parameter tσ , defined as the root mean square (RMS) width of the temporal 
distribution 2( )f t , will be used as the expression of the pulse duration. Also, the RMS 
width ωσ  of the spectral intensity 2( )F ω  will be employed to evaluate the width of the 
spectrum. Their expressions are explicitly 
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According to Eqs. (23a) and (23b), the inequality 1 2t ωσ σ ≥  is verified as it must be for 
every pair of Fourier transforms; furthermore, 1 2t ωσ σ =  in the limit s →∞ , in which case 
the distributions become Gaussian functions. 

4. Characterization of some laser pulses 
Combining the Hertz potential method, the complex-source/sink model and the Poisson-
like spectrum, it is possible to obtain the expressions for electromagnetic fields that are 
rigorous solutions to Maxwell’s equations. In principle, any kind of pulsed beam can be 
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generated with this approach. In particular, transverse magnetic, transverse electric, and 
linearly polarized pulses will be analyzed. The isodiffracting pulse will then be discussed as 
an important special case. 

4.1 Previous works on laser pulses 
Many authors have studied models of pulsed beams, which are unfortunately incomplete or 
intricate. For instance, Kiolkowski and Judkins explored the simple case of a paraxial 
Gaussian pulsed beam, where they have considered that the waist spot size w0 is the same 
for all the spectral components of the pulse (Kiolkowski & Judkins, 1992). As a consequence, 
they were not able to get a general analytical expression for their Gaussian pulsed beam 
applicable for all z; only results valid in the limiting cases of the far field (z >> zR) and the 
near field (z << zR) have been found. Wang et al. found in turn the expression of a paraxial 
Gaussian pulsed beam that satisfies the so-called isodiffracting condition, according to 
which the Rayleigh range zR is the same for all spectral components (Wang et al., 1997). 
Thus, they obtained a general and remarkably simple closed-form expression for the 
Gaussian pulsed beam, only valid for paraxial beams and long enough pulses. A year later, 
Porras found the expression for an ultrafast Gaussian pulsed beam (Porras, 1998), shedding 
light on the spatiotemporal couplings that occur when a pulse propagates in free space (the 
diffractional effects depend on time and the temporal shape of the pulse depends on the 
spatial distribution of the pulse). 
In the context of the complex point-source method, Heyman and Felsen determined the 
expression of a nonparaxial pulse, using the isodiffracting condition that, according to them, 
means that the confocal parameter a is frequency independent (Heyman & Felsen, 2001). It 
should be noted that, in the paraxial limit where Ra z≈ , this definition of the isodiffracting 
condition is equivalent to the one from Wang et al. With the help of the complex-
source/sink model, Saari provided an expression for a scalar singularity-free nonparaxial 
pulse, written in terms of the oblate spheroidal coordinates (Saari, 2001). 
The previously mentioned authors did not take into account the vector nature of their 
pulses. But Lu et al. presented the expressions for the electromagnetic fields of a nonparaxial 
pulsed beam; these expressions were obtained with a perturbative method and the results 
are expressed as a truncated series written in terms of convolutions (Lu et al., 2003). In 
principle, the method of Lax et al. is used in order to add spatial corrections to the paraxial 
beam. In 2006, Varin et al. succeeded in generalizing this method to the spatiotemporal 
corrections to the paraxial vector pulsed beam (Varin et al., 2006); using their approach, they 
have obtained the expression of a special nonparaxial ultrashort pulsed beam, expressed as 
an infinite series. 

4.2 Some special pulses 
The complex source/sink method yields a rigorous solution ( , )ωΨ r  to the Helmholtz 
equation in the frequency domain, which represents a nonzero component of a Hertz 
potential. To describe a well-behaved pulse, the spectrum of ( , )ωΨ r  is chosen so that it does 
not contain spectral components of negative frequency. The scalar field ( , )ωΨ r  can be 
proportional to the nonparaxial Gaussian beam defined by Eq. (15). Otherwise, the 
nonparaxial elegant Laguerre–Gaussian beam , ( , )p mUσ ωr  may be used to describe higher-
order beams. Once the solution for ( , )ωΨ r  is known, the spatiotemporal component of the 
Hertz potential ( , )tΨ r  is recovered by taking its inverse Fourier transform (Fig. 1): 
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For a given state of polarization, both electric and magnetic Hertz potentials can be 
constructed. Three states of polarization can easily be generated with the Hertz potential 
method: the transverse magnetic (TM), the transverse electric (TE), and the linearly 
polarized (LP) pulsed beams (Table 3). 
 

TM pulsed beam TE pulsed beam LP pulsed beam in the x-direction 

ˆ ( , )e z t= Ψa rΠ  e = 0Π  ˆ ( , )e x t= Ψa rΠ  

m = 0Π  1
0ˆ ( , )m z tη−= Ψa rΠ  1

0ˆ ( , )m y tη−= Ψa rΠ  

Table 3. Electric and magnetic Hertz potentials for TM, TE and LP pulsed beams. 

Then, the expressions for the electromagnetic fields can be determined with the help of 
Eqs. (11a) and (11b). Since the spectrum of ( , )ωΨ r  in Eq. (24) is one-sided, the resulting 
fields ( , )tE r  and ( , )tH r  are expressed in their complex analytical signal representations. 
The physical fields are simply obtained from the real part of ( , )tE r  and ( , )tH r . The lowest-
order member of each family of pulsed beams listed in Table 3 is analyzed briefly in the 
following paragraphs. 

The TM01 pulse 
The TM01 beam is the lowest-order radially polarized beam. Therefore, the fundamental 
Gaussian beam (p = m = 0) must be chosen as the rigorous solution of the Helmholtz 
equation for the axial component of the electric Hertz potential. Since it is cylindrically 
symmetric, the function ( , )tΨ r  does not depend on the azimuthal angle φ , and Eqs. (11a) 
and (11b) can be simplified to give the nonzero cylindrical components of the electric and 
magnetic fields in terms of the electric Hertz potential (Table 4). 
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Table 4. The nonzero electromagnetic components of a TM01 pulsed beam. 

A TM01 pulse is said to be radially polarized since the azimuthal component of the electric 
field is zero, i.e. 0Eφ = . Furthermore, the pulse is transverse magnetic (TM), because the 
magnetic field of the optical pulse does not have a longitudinal component, as opposed to 
its electric field. In the paraxial regime, the electric energy density (defined by 21

02W ε≡ E ) 
on the axis is small compared to its maximum value, giving to the beam a “doughnut” 
shape; in the nonparaxial regime, the longitudinal component of the electric field dominates 
the radial component, so that the electric energy density is maximum at the center of the 
beam. The longitudinal component of the electric field of a strongly focused TM01 pulse can 
be exploited for electron acceleration (Varin et al., 2005). 
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The TE01 pulse 
The expressions for the electromagnetic components of a TE01 pulsed beam may be easily 
derived from those of a TM01 pulsed beam by means of the previously mentioned duality 
transformation 0η→E H  and 0η→ −H E  (Table 5). 
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Table 5. The nonzero electromagnetic components of a TE01 pulsed beam. 

A TE01 pulse is a special case of the family of the azimuthally polarized pulses; in fact, the 
radial component of the electric field is zero. Also, the pulse is said to be transverse electric 
(TE), since the electric field of the pulse does not have a longitudinal component while the 
longitudinal component of its magnetic field is nonzero. This beam is characterized by a 
transverse electric energy density profile of doughnut shape, in both the paraxial and 
nonparaxial regimes. Hence, an azimuthally polarized pulsed beam always has a zero 
intensity at the center of its transverse intensity distribution. As a result, a TE01 pulsed beam 
may have interesting applications in stimulated emission depletion (STED) microscopy 
(Deng et al., 2007). 

The LP01 pulse 
A linearly polarized beam is produced by a combination of crossed electric and magnetic 
dipoles located at an imaginary distance, which is called a LP beam. (Sheppard & Saghafi, 
1999a). Because the LP01 beam is the lowest-order member of the family of the linearly 
polarized beams, the nonparaxial Gaussian beam defined by Eq. (15) is chosen as the exact 
solution of the Helmholtz equation for the nonzero Cartesian components of the Hertz 
potentials. Applying Eqs. (11a) and (11b), the six electromagnetic components of a LP01 
pulsed beam in the x-direction can be computed (Table 6). 
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Table 6. The electromagnetic components of a LP01 pulsed beam. 

In the paraxial regime, the x-component of the electric field and the y-component of the 
magnetic field of the LP01 pulsed beam dominate the other field components, and the energy 
density profile has a Gaussian shape (it is sometimes called a TEM00 pulsed beam). In the 
nonparaxial regime, the power transferred from the transverse components of the electric 
field of the LP01 pulsed beam to its longitudinal component increases as the value of ka 
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Then, the expressions for the electromagnetic fields can be determined with the help of 
Eqs. (11a) and (11b). Since the spectrum of ( , )ωΨ r  in Eq. (24) is one-sided, the resulting 
fields ( , )tE r  and ( , )tH r  are expressed in their complex analytical signal representations. 
The physical fields are simply obtained from the real part of ( , )tE r  and ( , )tH r . The lowest-
order member of each family of pulsed beams listed in Table 3 is analyzed briefly in the 
following paragraphs. 

The TM01 pulse 
The TM01 beam is the lowest-order radially polarized beam. Therefore, the fundamental 
Gaussian beam (p = m = 0) must be chosen as the rigorous solution of the Helmholtz 
equation for the axial component of the electric Hertz potential. Since it is cylindrically 
symmetric, the function ( , )tΨ r  does not depend on the azimuthal angle φ , and Eqs. (11a) 
and (11b) can be simplified to give the nonzero cylindrical components of the electric and 
magnetic fields in terms of the electric Hertz potential (Table 4). 
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Table 4. The nonzero electromagnetic components of a TM01 pulsed beam. 

A TM01 pulse is said to be radially polarized since the azimuthal component of the electric 
field is zero, i.e. 0Eφ = . Furthermore, the pulse is transverse magnetic (TM), because the 
magnetic field of the optical pulse does not have a longitudinal component, as opposed to 
its electric field. In the paraxial regime, the electric energy density (defined by 21

02W ε≡ E ) 
on the axis is small compared to its maximum value, giving to the beam a “doughnut” 
shape; in the nonparaxial regime, the longitudinal component of the electric field dominates 
the radial component, so that the electric energy density is maximum at the center of the 
beam. The longitudinal component of the electric field of a strongly focused TM01 pulse can 
be exploited for electron acceleration (Varin et al., 2005). 
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The TE01 pulse 
The expressions for the electromagnetic components of a TE01 pulsed beam may be easily 
derived from those of a TM01 pulsed beam by means of the previously mentioned duality 
transformation 0η→E H  and 0η→ −H E  (Table 5). 
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Table 5. The nonzero electromagnetic components of a TE01 pulsed beam. 

A TE01 pulse is a special case of the family of the azimuthally polarized pulses; in fact, the 
radial component of the electric field is zero. Also, the pulse is said to be transverse electric 
(TE), since the electric field of the pulse does not have a longitudinal component while the 
longitudinal component of its magnetic field is nonzero. This beam is characterized by a 
transverse electric energy density profile of doughnut shape, in both the paraxial and 
nonparaxial regimes. Hence, an azimuthally polarized pulsed beam always has a zero 
intensity at the center of its transverse intensity distribution. As a result, a TE01 pulsed beam 
may have interesting applications in stimulated emission depletion (STED) microscopy 
(Deng et al., 2007). 

The LP01 pulse 
A linearly polarized beam is produced by a combination of crossed electric and magnetic 
dipoles located at an imaginary distance, which is called a LP beam. (Sheppard & Saghafi, 
1999a). Because the LP01 beam is the lowest-order member of the family of the linearly 
polarized beams, the nonparaxial Gaussian beam defined by Eq. (15) is chosen as the exact 
solution of the Helmholtz equation for the nonzero Cartesian components of the Hertz 
potentials. Applying Eqs. (11a) and (11b), the six electromagnetic components of a LP01 
pulsed beam in the x-direction can be computed (Table 6). 
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Table 6. The electromagnetic components of a LP01 pulsed beam. 

In the paraxial regime, the x-component of the electric field and the y-component of the 
magnetic field of the LP01 pulsed beam dominate the other field components, and the energy 
density profile has a Gaussian shape (it is sometimes called a TEM00 pulsed beam). In the 
nonparaxial regime, the power transferred from the transverse components of the electric 
field of the LP01 pulsed beam to its longitudinal component increases as the value of ka 
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decreases; the longitudinal component of the electric field is not cylindrically symmetric 
and, as a consequence, the focal spot becomes asymmetrically deformed and elongated in 
the direction of the polarization (here, in the x-direction). 

4.3 Isodiffracting pulses 
For isodiffracting pulses, all the frequency components have the same wavefront radius of 
curvature (Melamed & Felsen, 1998). For each traveling beam exp( )jkR R±  that constitutes 
the expression of Eq. (15), the wavefront is an oblate spheroid with a radius of curvature 
whose length is given by the real part aξ  of the complex spherical radius R . It is seen from 
Eq. (13a) that ξ  depends only on the spatial coordinates and on the parameter a. Therefore, 
the confocal parameter a of an isodiffracting pulse must be frequency independent (Heyman 
& Felsen, 2001). Note that, in the paraxial limit, it means that all the spectral components of 
an isodiffracting pulse have the same Rayleigh range Rz , as it is well known. 
Closed-form expressions for the electromagnetic fields of an isodiffracting strongly focused, 
ultrafast laser pulse can be obtained. With the isodiffracting condition, the inverse Fourier 
transform of Eq. (15) can easily be carried out. If ( )f t  is the inverse Fourier transform of 

( )F ω , then substituting Eq. (15) in Eq. (24) and performing the integration yields 

 ( , ) ( ) ( )ot f t f t
R + −
Ψ ⎡ ⎤Ψ = −⎣ ⎦r , (25) 

where 2o o jΨ ≡ Ψ  is a constant amplitude, t t R c j a c± ≡ ± + , and c is the speed of light in 
vacuum. The time t = 0 corresponds to the instant for which the pulse is in the plane of the 
beam waist, which is located at z = 0. The introduction of the complex temporal variables t±  
in Eq. (25) shows that in general there is a spatiotemporal coupling. Moreover, Eq. (25) 
contains all the information about the spatial and temporal behaviors of the pulsed beam. 
An understanding of the properties of isodiffracting pulses is particularly relevant for 
studying the spatiotemporal behavior of mode-locked laser pulses. As Eq. (25) shows, 
isodiffracting pulses have the advantage of being easily analyzed with simple closed-form 
expressions. However, if one has to characterize a nonisodiffracting pulsed beam (whose 
frequency components do not have all the same confocal parameter), the method presented 
in this chapter is still applicable, but a closed-form analytical solution may be not obtained; 
in general, numerical integrations have to be performed. 

5. The isodiffracting TM01 pulsed beam 
To explore the method proposed in this chapter, let us consider the TM01 mode-locked laser 
pulse. The TM01 beam in particular is analyzed in detail because of its practical importance 
comparatively to other TM, TE or LP beams. Quabis, Dorn and co-workers have shown that 
smaller spot sizes can be achieved with a radially polarized beam instead of a linearly 
polarized beam (Quabis et al., 2000). Because of their remarkable focusing properties, TM01 
beams are of considerable interest, for example, in high-resolution microscopy. Moreover, 
when it is strongly focused, the electric field of the TM01 pulsed beam has a significant 
longitudinal component that can be exploited in particle trapping and electron acceleration 
(Varin et al., 2005). First, some techniques to generate TM01 beams are briefly discussed; 
second, the expressions of the electromagnetic fields of a TM01 pulsed beam are presented; 
then, the focusing properties of an isodiffraction TM01 pulse are briefly explored. 
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5.1 Generation of TM01 beams 
The TM01 beam can be viewed as a coherent combination of two orthogonally polarized 
elegant Laguerre-Gaussian modes of order (0,1); the first mode is horizontally polarized and 
has a cosφ angular dependence, where φ is the azimuthal angle, and the second mode is 
vertically polarized with a sinφ azimuthal dependence (Fig. 7). The result of this 
superposition is radially polarized and its electromagnetic fields has transverse components 
that are proportional to elegant Laguerre–Gaussian modes of order (0,1). 
 

 
Fig. 7. A TM01 laser beam can be seen as a coherent superposition of two orthogonally 
polarized Laguerre-Gaussian modes of order (0,1). The arrows represent the spatial 
distribution of the instantaneous electric vector field. 

Many approaches have been demonstrated to produce TM01 beams in laboratory. To name a 
few, a TM01 beam can be generated interferometrically, outside the resonator, with a Mach–
Zehnder interferometer which allows the coherent superposition of two orthogonally 
polarized Laguerre–Gaussian beams of order (0,1) of different parity with the same beam 
waist (Tidwell et al., 1990). Radially polarized beams may be generated directly from a laser 
by inserting in the laser cavity axially-symmetric optical elements with suitable polarization 
selectivity; such elements include a conical reflector used as a resonator mirror, a conical 
Brewster window and a birefringent c-cut laser crystal (Kawauchi et al., 2008). Other 
techniques to produce pseudo-radially polarized beams involve, for instance, a polarization 
converter consisting in four half-wave plates, one in each quadrant (Dorn et al., 2003). 

5.2 Electromagnetic fields of a nonparaxial TM01 pulsed beam 
The analytical expressions for the electromagnetic fields can be obtained by computing the 
derivatives presented in Table 4 with Eq. (25): 

( )
2 2

2 2 2 2
( ) ( ) ( ) ( )sin(2 ) 3 3 1( , ) ( ) ( )

2
o

r
f t f t f t f tE t f t f t

t tR cRR c t t
θ + − + −

+ −

⎡ ⎤⎛ ⎞⎛ ⎞∂ ∂ ∂ ∂Ψ
= − − + + −⎢ ⎥⎜ ⎟⎜ ⎟⎜ ⎟ ⎜ ⎟∂ ∂ ∂ ∂⎢ ⎥⎝ ⎠ ⎝ ⎠⎣ ⎦

r  (26) 

( ) 2 22 2

2 2 2
( ) ( ) ( ) ( ) ( ) ( )3cos 1 1 sin( , ) o

z
f t f t f t f t f t f tE t

c t tR R R c t t
θ θ+ − + − + −

⎧ ⎫⎡ ⎤ ⎛ ⎞⎛ ⎞− ∂ ∂ ∂ ∂Ψ −⎪ ⎪= − + − −⎜ ⎟⎢ ⎥⎜ ⎟⎨ ⎬⎜ ⎟ ⎜ ⎟∂ ∂ ∂ ∂⎢ ⎥⎝ ⎠⎪ ⎪⎝ ⎠⎣ ⎦⎩ ⎭
r  (27) 

 
2 2

0
2 2

( ) ( ) ( ) ( )sin 1 1( , ) o f t f t f t f tH t
t t cR R t tφ

ε θ + − + −
⎡ ⎤⎛ ⎞⎛ ⎞∂ ∂ ∂ ∂Ψ

= − − +⎢ ⎥⎜ ⎟⎜ ⎟⎜ ⎟ ⎜ ⎟∂ ∂ ∂ ∂⎢ ⎥⎝ ⎠ ⎝ ⎠⎣ ⎦
r , (28) 



 Coherence and Ultrashort Pulse Laser Emission 

 

374 

decreases; the longitudinal component of the electric field is not cylindrically symmetric 
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where the complex angle θ  is still defined such as ( )cos z ja Rθ ≡ + . The resulting pulsed 
beam is isodiffracting in the sense that all the frequency components have the same confocal 
parameter a. It should be pointed out that the use of Eq. (20) as the spectral amplitude of the 
pulse is consistent with the net-force condition ( , )dt t∞

−∞∫ =E r 0  that all laser pulses must 
satisfy (Milosevic et al., 2006). Also, Eqs. (26)–(28) are consistent with the self-induced 
blueshift reported by Lin et al., which implies that, for a ultrashort pulsed beam, the 
instantaneous frequency is highest at the center of the pulse and always higher than the 
carrier frequency oω  (Lin et al., 2006). 
 

 
                                (a)                                                          (b) 

Fig. 8. The numerical calculations of the on-axis (r = 0) propagation of the pulse described by 
the real part of Eq. (27), with 2o ok a a cω= = , illustrate that the optical wave consists in the 
superposition of two counter-propagating pulses of different amplitudes. 

It is apparent from Eqs. (26)–(28) that the electric field of the pulse is made of two 
contributions: the first one is due to terms involving ( )f t  and its derivatives evaluated at 
t+ , and the second one to terms evaluated at t− . In the case of the choice I for the value of 
R  [Eq. (14a)], the terms evaluated at t+  describe two counter-propagating pulses of 
different amplitudes converging toward the plane of the beam waist (z = 0) for t < 0 and 
they vanish identically for t > 0. On the other hand, terms involving t−  are zero for t < 0 
whereas they represent the two counter-propagating pulses diverging from the plane of the 
beam waist for t > 0. In the case of the choice II for the value of R  [Eq. (14b)], the terms 
evaluated at t+  describe a pulse traveling in the +z direction for all t, while terms involving 
t−  represent a pulse of weaker amplitude traveling in the –z direction. In both case, the 
addition of these two contributions leads to Eqs. (26)–(28), which describe a strong purely 
traveling pulse superimposed to a counter-propagating traveling pulse of weaker amplitude 
for all t (Fig. 8). Such a field distribution certainly occurs when the nonparaxial pulse is 
generated by a 4π focusing system such as a parabolic mirror of large extent (see Fig. 5). 
Nonetheless, it can be verified that the amplitude of the counter-propagating pulse is very 
small compared to the amplitude of the propagating pulse even when the beam divergence 
angle is as large as 50°. Therefore, the amplitude of the counter-propagating pulse is 
negligible when the divergence angle of the pulsed beam is reasonably small.  
The analytic signal (the complex-valued) electric field of the tightly focused, ultrafast TM01 
pulse is obtained by using Eq. (21) in Eqs. (26)–(28). The expression of the physical electric 
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field is found by taking the real part of the resulting analytic signal. Some profiles of electric 
energy density, defined by 21

02( , ) ( , )W t tε=r E r , of a TM01 pulse with different propagation 
parameters are shown in Fig. 9. 
 

 
Fig. 9. The spatiotemporal shape of the electric energy density of a nonparaxial TM01 pulse is 
strongly dependent on the type of propagation regime. 

It is instructive to compare the theoretical results to experimental data in order to validate 
the approach presented in this chapter. The intensity profile of a strongly focused TM01 
pulsed beam has been obtained experimentally. The intensity distribution calculated 
numerically is in agreement with the experimental data (Fig. 10). For this experiment, a 
Ti:sapphire laser source emitting 140-fs pulses at 800 nm was used; this corresponds 
approximately to 152,4 10 rad soω = ×  and to 52 10s = × . To produce the TM01 laser beam, a 
polarization converter was employed to convert a linearly polarized Gaussian beam into a 
radially polarized beam. Then, the pulsed beam was focused by a water immersion objective 
having a 1.2 numerical aperture, which corresponds to 1ok a = . 
Very long pulses can be treated as continuous wave (CW) beams of frequency ω , for which 
the spectrum is infinitesimally narrow centered on the frequency ω . The spectrum of such a 
beam can be modeled by a Dirac delta centered on the frequency ω ; the temporal shape of 
the beam reduces to ( ) exp( )f t j tω= . Substituting this function in Eqs. (26)–(28) and 
computing the expressions of the electromagnetic fields of the nonparaxial TM01 beam, one 
can show that the results may be written as (Sheppard & Saghafi, 1999b; April, 2008b): 
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Fig. 10. The theoretical electric energy density profile in the beam waist is in agreement with 
the experimental data obtained with a Ti:Sapphire laser pulse for which 1ok a = , 

152,4 10 rad soω = ×  and 52 10s = × . (Figure courtesy Harold Dehez, COPL, Université Laval) 

 3
24( , ) exp( ) ( )sin(2 )r oE t E ka j t j kRω θ= − +r , (29) 

 0 2 2( , ) exp( ) ( ) ( ) (cos )z oE t E ka j t j kR j kR Pω θ⎡ ⎤= − + +⎣ ⎦r , (30) 

 3
12( , ) exp( ) ( )sinoH t j H ka j t j kRφ ω θ= − +r , (31) 

where 34
3o oE j k= Ψ  is a constant amplitude, 0o oH E η= , k cω=  is the wave number of the 

beam, ( )nj kR  is the spherical Bessel function of the first kind of order n, and 
1

2 4(cos ) [1 3cos(2 )]P θ θ= +  is the Legendre polynomial of degree 2. 

5.3 Focusing properties of isodiffracting TM01 pulses 
The longitudinal component of the electric field of a TM01 beam is rotationally symmetric 
and exhibits an intensity distribution with a narrow central peak. When the TM01 beam is 
tightly focused, the contribution of the longitudinal component of its electric field dominates 
the contribution of the transverse components. Therefore, the electric energy density 
distribution in the plane of the beam waist is a sharp peak (Fig. 10). Moreover, it has been 
verified that the width of the electric density energy distribution of a TM01 beam is smaller 
than the one that could be obtained with a strongly focused LP01 beam (Quabis et al., 2000). 
The propagation of ultrashort pulses can differ significantly from that of the quasi-
monochromatic light. In fact, the isodiffracting TM01 pulse exhibits interesting focusing 
properties: the width of its focal point becomes remarkably small as the duration of the 
pulse shortens (Fig. 11). 
The full-width at half-maximum (FWHM) of the electric energy density of the nonparaxial 
TM01 pulse is FWHM 0,401 ow λ=  for the long pulse in Fig. 11a, where oλ  is the carrier 
wavelength, whereas it is FWHM 0,145 ow λ=  for the single-cycle pulse in Fig. 11c. Thus, 
according to this model, it appears that the radial extent of the pulse in the beam waist 
decreases as the pulse becomes shorter. Isodiffracting, tightly focused, ultrafast TM01 pulses 
turn out to have interesting focusing properties that may be exploited for superresolution 
and may have potential applications in high-resolution microscopy. 
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Fig. 11. As the pulse duration decreases (i.e. as s decreases), the width of the electric energy 
density profile of a tightly focused TM01 pulse with koa = 1 (i.e. a beam divergence angle of 
approximately 66°) in the plane of the beam waist (z = 0) decreases. 

6. Conclusion 

To conclude, we have presented a procedure to find the expressions for the electromagnetic 
fields of ultrashort, nonparaxial electromagnetic pulses that are rigorous solutions of the 
wave equation. The three main ingredients to build such solutions are (1) the Hertz potential 
method used to efficiently find an exact solution to Maxwell’s four equations, (2) the 
complex-source/sink model employed to determine exact solutions to the Helmholtz 
equation that can be seen as the nonparaxial generalizations of the fundamental Gaussian 
beam and the higher-order Gaussian modes, and (3) the Poisson-like spectral amplitude of 
the form exp( )s

osω ω ω−  that allows the description of ultrafast pulses whose duration 
could be as short as one optical cycle. The analytical expressions for the electromagnetic 
fields found with this approach may be employed to investigate the spatiotemporal 
behavior of tightly focused, ultrafast laser pulses in free space. 
As a continuation of this work, the treatment of nonisodiffracting pulses could be explored 
as well as the detailed study of higher-order pulsed beams. Finally, it would be interesting 
to extend the work presented in this chapter to the propagation of strongly focused, 
ultrashort pulses in a dispersive and/or nonlinear medium. 
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To conclude, we have presented a procedure to find the expressions for the electromagnetic 
fields of ultrashort, nonparaxial electromagnetic pulses that are rigorous solutions of the 
wave equation. The three main ingredients to build such solutions are (1) the Hertz potential 
method used to efficiently find an exact solution to Maxwell’s four equations, (2) the 
complex-source/sink model employed to determine exact solutions to the Helmholtz 
equation that can be seen as the nonparaxial generalizations of the fundamental Gaussian 
beam and the higher-order Gaussian modes, and (3) the Poisson-like spectral amplitude of 
the form exp( )s

osω ω ω−  that allows the description of ultrafast pulses whose duration 
could be as short as one optical cycle. The analytical expressions for the electromagnetic 
fields found with this approach may be employed to investigate the spatiotemporal 
behavior of tightly focused, ultrafast laser pulses in free space. 
As a continuation of this work, the treatment of nonisodiffracting pulses could be explored 
as well as the detailed study of higher-order pulsed beams. Finally, it would be interesting 
to extend the work presented in this chapter to the propagation of strongly focused, 
ultrashort pulses in a dispersive and/or nonlinear medium. 
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1. Introduction

In this chapter, the interaction mechanisms between short laser pulses and gases,
respectively pre-ionized gases are described in detail. Ordinarily, gases are transparent
for electro-magnetic radiation. This is not valid any more when the intensity of radiation
goes beyond a certain value. This barrier depends on the pressure, the gas type, the pulse
length, the pulse repetition frequency, the beam diameter and the laser wavelength used.
In order to understand the interaction mechanisms, knowledge about the propagation of
electromagnetic radiation as well as knowledge about the absorption processes (for example:
inverse bremsstrahlung) is necessary. Further, the mathematic models for the absorption
processes and the following effects (as, for example, heating) of short laser pulses in gases
and pre-ionized gases are explained. The appearing effects such as breakdown intensity or
heating play an important role in the generation of new radiation sources. With specific laser
pulses, individual radiation sources can be created (such as UV, EUV, soft X-ray).

2. Fundamentals of ionized gas generation

An ionized gas is called plasma to lay the focus on its consistence of electrified particles. This
characteristic of plasma particles defines their major difference to a neutral gas. The most
established way to generate a plasma is the electric gas discharge, for example in a spark
or a flash of lighting. The ignition of an electric field occurs when a discharge between two
electrodes starts to generate enough charge carriers to sustain itself. Due to the usage of an
high performance laser, the so called laser induced plasmas can develop. For this, an intense
laser pulse is focused on an existing target. The target is ionized this way; it is converted
to plasma. To gain a laser induced plasma, solid targets, liquid targets or gas targets can be
used. Because of their low vapor pressure, solid targets are particularly suitable for the use in
vacuum. However it has to be ensured that a new area of the target will be hit with the laser
pulse, for the material in the focal plane of the laser is destroyedduring the plasma generation.
The emission would be strongly decreasing after some pulses, because the laser would ”drill”
a hole in the material whereby no material would be left in the focus area (1). When the laser
pulse meets the target, a shock wave is generated. This shock wave centrifuges particles out
of the surface. Furthermore, particles are released because of thermal evaporation. A smaller
amount of debris is generated when a liquid target or a gas target are used as medium. With
liquid targets, particle densities similar to those in solid targets, can be reached (4; 5). The
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of the surface. Furthermore, particles are released because of thermal evaporation. A smaller
amount of debris is generated when a liquid target or a gas target are used as medium. With
liquid targets, particle densities similar to those in solid targets, can be reached (4; 5). The
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2 Laser Pulses

liquid target is injected to the vacuum with the help of a nozzle assembly. The beam diameter
here typically amounts to 10 - 30 μm, in which the liquid target is blasted with a pressure
between 15 and 60 bar into the vacuum. Compared to solid targets, the debris appearing here
during the plasma generation is smaller - about several orders of magnitude. In general it can
be retained that a less debris is generated when smaller beam diameter is used. Ideally, the
beam diameter has the size of the laser pulse focus diameter. Because the liquid target is made
to follow up constantly through the nozzle assembly, it has to be removed from the vacuum
system to perpetuate the vacuum conditions. Gas targets can be added intermittently through
a valve. The laser pulses and gas shocks are synchronized so that the pulses are focused to a
gas cloud. The disadvantage here lies in the fact that the density of gas has a lower value than
the density of all-solids, so that an efficient absorption of laser beams is not possible.

2.1 Propagation of electromagnetic waves in a plasma
To understand the interaction between a plasma and laser beams, knowledge about the
propagation electromagnetic waves in a plasma plays an important role. Here, a two liquid
model can be used as a starting point for a precise analysis. Only the equation for the electrons
are observed here, for the ions in a high frequency light source can be considered as immotile.
For transversal verbs of small intensity, the current term is linearly simplified to J = −e0nev̄e
in the Maxwell-equations. All non-linear terms in order velocity moments can be neglected as
well. The movement of the electrons in a plasma can be writen as (6):

me
∂v̄e
∂t

= −e0�E. (1)

Using this equation, the following wave equation for electromagnetic waves in plasma arises
from the Maxwell-equations:

(
∂2

∂t2
+ ω2

p − c20∇2

)
�E = 0. (2)

The plasma frequency and the Debye length are important parameters of plasma. The plasma
frequency describes the collective electron motion and equates to the natural frequency of

electrons in a plasma. For a plane electromagnetic wave like �E = E0e
i(kx−ωt) the dispersion

relation below is following up:

ω2 = ω2
p + k2c20. (3)

It varies from the dispersion relation in vacuum in the summand ω2
p. The most important

interaction mechanism between plasma and laser field in of mild to moderate intensities ( I
< 1015 W/cm2 for 1 μm laser wave length) is the so called shock absorption. Again, the two
liquids model offers a basis for a theoretical analysis if a shock term with the shock frequency
between ions and electrons is included to the equation of motion for electrons: νei.

me
∂v̄e
∂t

= −e0�E−mνeiv̄e. (4)

Thereby, a modified dispersion relation arises (for νei << ω):

ω2 = ω2
p + k2c20 − iω2

p
νei
ω2

. (5)

The real part matches with the solution without shocks. The negative imaginary part takes
into consideration that the electromagnetic wave is damped during its dispersion in the
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low-density plasma. In the process, the wave induces electron oscillations whose energy
leads to an increase of the average electron energy because of the shocks of electrons with
ions. Because of that, the electron temperature in the plasma is raised. Furthermore, higher
ionization levels can be reached with the ions through shocks. This mechanism has a major
importance for the generation of hot plasmas and is called collisional absorption or inverse
bremsstrahlung according to the contrary process of bremsstrahlung, where kinetic electron
energy is converted to radiation energy. In Figure 1 this process is shown schematically. A
laser pulse meets a plasma with an electron density gradient. While the light wave passes the
low-density plasma, it is damped and heats the plasma with the inverse bremsstrahlung. The
wave is just able to spread up to the critical density in the plasma, there it is reflected. The
area of the reflection point is the most effective are for an energy transfer from the radiation
field to the plasma with the help of collisional absorption (7).

Fig. 1. One-dimensional illustration of the collisional absorption effect.

2.2 Collisional absorption - inverse bremsstrahlung
The absorption of laser radiation in a plasma, and thus the heating-up of the plasma, is
affected by the inverse bremsstrahlung in the regime considered here. In this process a
free electron accepts a radiation quantum of the laser beam. For reasons of the impulse
conservation this is only possible in interaction with a neutral atom or an ion. The atoms
or ions only absorb a small amount of the radiation energy and are primarily excited and
heated indirectly by collisions with the accelerated electrons. While primarily neutral atoms
exist at the beginning of the ignition, the electron-atom inverse bremsstrahlung dominates at
that time. The according absorption coefficient αea is given as

αea =
1

4π�0
· e

2νeaneλ
2
L

πmec3
. (6)

Here ne is the electron density, λL the laser wavelength and νea is the impact frequency
for impulse-exchanging collisions between electrons and neutral atoms. In an already
ignited discharge, however, the electron-ion inverse bremsstrahlung plays the decisive role
for the heating-up of the plasma. The absorption coefficient αei for electron-ion inverse
bremsstrahlung applies to

385Interaction of Short Laser Pulses with Gases and Ionized Gases



2 Laser Pulses

liquid target is injected to the vacuum with the help of a nozzle assembly. The beam diameter
here typically amounts to 10 - 30 μm, in which the liquid target is blasted with a pressure
between 15 and 60 bar into the vacuum. Compared to solid targets, the debris appearing here
during the plasma generation is smaller - about several orders of magnitude. In general it can
be retained that a less debris is generated when smaller beam diameter is used. Ideally, the
beam diameter has the size of the laser pulse focus diameter. Because the liquid target is made
to follow up constantly through the nozzle assembly, it has to be removed from the vacuum
system to perpetuate the vacuum conditions. Gas targets can be added intermittently through
a valve. The laser pulses and gas shocks are synchronized so that the pulses are focused to a
gas cloud. The disadvantage here lies in the fact that the density of gas has a lower value than
the density of all-solids, so that an efficient absorption of laser beams is not possible.

2.1 Propagation of electromagnetic waves in a plasma
To understand the interaction between a plasma and laser beams, knowledge about the
propagation electromagnetic waves in a plasma plays an important role. Here, a two liquid
model can be used as a starting point for a precise analysis. Only the equation for the electrons
are observed here, for the ions in a high frequency light source can be considered as immotile.
For transversal verbs of small intensity, the current term is linearly simplified to J = −e0nev̄e
in the Maxwell-equations. All non-linear terms in order velocity moments can be neglected as
well. The movement of the electrons in a plasma can be writen as (6):

me
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+ ω2
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)
�E = 0. (2)

The plasma frequency and the Debye length are important parameters of plasma. The plasma
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electrons in a plasma. For a plane electromagnetic wave like �E = E0e
i(kx−ωt) the dispersion
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ω2 = ω2
p + k2c20. (3)

It varies from the dispersion relation in vacuum in the summand ω2
p. The most important
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∂v̄e
∂t

= −e0�E−mνeiv̄e. (4)
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ω2 = ω2
p + k2c20 − iω2

p
νei
ω2

. (5)

The real part matches with the solution without shocks. The negative imaginary part takes
into consideration that the electromagnetic wave is damped during its dispersion in the
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low-density plasma. In the process, the wave induces electron oscillations whose energy
leads to an increase of the average electron energy because of the shocks of electrons with
ions. Because of that, the electron temperature in the plasma is raised. Furthermore, higher
ionization levels can be reached with the ions through shocks. This mechanism has a major
importance for the generation of hot plasmas and is called collisional absorption or inverse
bremsstrahlung according to the contrary process of bremsstrahlung, where kinetic electron
energy is converted to radiation energy. In Figure 1 this process is shown schematically. A
laser pulse meets a plasma with an electron density gradient. While the light wave passes the
low-density plasma, it is damped and heats the plasma with the inverse bremsstrahlung. The
wave is just able to spread up to the critical density in the plasma, there it is reflected. The
area of the reflection point is the most effective are for an energy transfer from the radiation
field to the plasma with the help of collisional absorption (7).
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free electron accepts a radiation quantum of the laser beam. For reasons of the impulse
conservation this is only possible in interaction with a neutral atom or an ion. The atoms
or ions only absorb a small amount of the radiation energy and are primarily excited and
heated indirectly by collisions with the accelerated electrons. While primarily neutral atoms
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that time. The according absorption coefficient αea is given as
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Here ne is the electron density, λL the laser wavelength and νea is the impact frequency
for impulse-exchanging collisions between electrons and neutral atoms. In an already
ignited discharge, however, the electron-ion inverse bremsstrahlung plays the decisive role
for the heating-up of the plasma. The absorption coefficient αei for electron-ion inverse
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kBTe
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where ωL is the laser frequency and n is the real part of the refractive index. The averaged
Gaunt-factor ḡ, as adjustment to relativistic and quantum mechanical effects, applies to:
In this paper, the Nd:YAG laser is considered. In that case, a more precise expression for the
Gaunt-factors can be written as:

ḡNd:YAG = 6.2× 10−3

(
Te
K

)0.42

+ 0.86. (8)

Figure 2 shows the linear absorption coefficient as a function of the plasma temperature for
different electron densities ne. These graphs clarify that, in order to achieve an effective
absorption of laser radiation, the plasma requires a high electron density and a low electron
temperature. Janulewicz et al. found that the absorption medium demands a concave
electron density distribution with the maximum on the axis, against what the temperature
distribution is to behave in reverse (2). This distribution is fulfilled in z-pinch plasmas and is
experimentally determined in (3).

Fig. 2. Linear absorption coefficient as a function of temperature for varoius electron
densities and for a wavelength of 1.06 μm.

2.3 Ignition behavior of laser based discharges
Ordinarily, gases are transparent for electromagnetic radiation. This does not apply any more
when the radiation intensity exceeds a certain value, as it can happen in an high-energy laser.
Just as it would happen in an ordinary discharge, the gas is ionized and the transmitted
laser beam is damped. The minimal intensity needed to initiate a gas breakthrough can be
found between 107 − 1011 W/cm2. This threshold depends on the pressure, the gas type, the
pulse length, the pulse repetition frequency, the beam diameter and the usedwavelength. The

386 Coherence and Ultrashort Pulse Laser Emission Interaction of Short Laser Pulses with Gases and Ionized Gases 5

ionization can be effected by one or several of the following processes. If the field intensity
is very high, the Columbo barrier is deformed and Tunnel ionization occurs. In the Tunnel
ionization, electrons can be freed up the atom during one vibration of the electric field. In
the multi photon ionization, an electron in the ground state is able to absorb several laser
photons; it can be stimulated even beyond the ionization energy. This process is almost
independent from the gas pressure. However, neither the Tunnel ionization nor the multi
photon ionization plays a role when an Nd:YAG laser with its moderate field intensity and
the small photon energy about 1.06 μm is used. The ionization is effected because of a
cascade process; therefore, free electrons are needed. These electrons can be generated with
multi photon ionization, cosmic radiation, a residual ionization accrued because of the high
repetition rate of the laser pulses, or an electric discharge ignited before (9). Due to elastics
shocks with neutral atoms, the electrons can absorb energy in the laser field and set free more
electrons when they exceed the ionization energy with inelastic shocks with atoms or ions.
These new electrons are integrated into the process as well. Referring to the cascade theory, the
ignition intensity needed has a minimum at a certain pressure; it increases with the pressure.
For the ignition intensity Iz in the focus of a laser needed to ignite a plasma in a gas, the
following relation is given (8):

Iz ≥ �0mec0EI

e20 ln2
· ω2

L + ν2ea
νea

·
{

1

τL
· ln

(
neb
ne0

)
+

D

Λ2
d

+ haνea + νve + νvi

}
. (9)

According to equation (9), the ignition threshold is proportional to the ionization energy EI

of the gas. The terms inside of the brackets do take various loss terms into consideration.
They are described in the following passage (10): If the first term is dominant here because
of a small laser pulse duration, it is called time-determined ignition. The ignition threshold
is reciprocally proportional to the laser pulse duration τL and therefore defined through the
whole energy flow. Here, neb is the electron density where the electron-ion bremsstrahlung is
much more effective than the electron-atom bremsstrahlung. In the case under consideration,
the ratio neb/ne0 accounts for 1013 (8). According to this model, a significant decrease of the
ignition intensity needed because of the higher electron density ne0 at the beginning of the
laser pulse can merely be expected in the case of a time-determined ignition. If the second
term prevails (as, for example, in small pressures or focus volume) the ignition is called a
diffusion-determined ignition. For the diffusion coefficient D it holds (8):

D =

〈
v2
〉

3νea
. (10)

Where the average quadratic speed
〈
v2
〉
of the electrons shall be such that the average electron

energy corresponds with half of the ionization energy of gas:

〈
v2
〉
=

2�Ee�
me

=
EI

me
. (11)

In case of a cylinder arrangement, the following equation is used for the diffusion length Λd

(15):

1

Λ2
d

=

(
2,405

R

)2

+
(π

L

)2
. (12)

R is taken as radius for the cylinder assumed here, L is its length. The equation (12) can be
transcribed to a laser generated cylinder volume:
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when the radiation intensity exceeds a certain value, as it can happen in an high-energy laser.
Just as it would happen in an ordinary discharge, the gas is ionized and the transmitted
laser beam is damped. The minimal intensity needed to initiate a gas breakthrough can be
found between 107 − 1011 W/cm2. This threshold depends on the pressure, the gas type, the
pulse length, the pulse repetition frequency, the beam diameter and the usedwavelength. The
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ionization can be effected by one or several of the following processes. If the field intensity
is very high, the Columbo barrier is deformed and Tunnel ionization occurs. In the Tunnel
ionization, electrons can be freed up the atom during one vibration of the electric field. In
the multi photon ionization, an electron in the ground state is able to absorb several laser
photons; it can be stimulated even beyond the ionization energy. This process is almost
independent from the gas pressure. However, neither the Tunnel ionization nor the multi
photon ionization plays a role when an Nd:YAG laser with its moderate field intensity and
the small photon energy about 1.06 μm is used. The ionization is effected because of a
cascade process; therefore, free electrons are needed. These electrons can be generated with
multi photon ionization, cosmic radiation, a residual ionization accrued because of the high
repetition rate of the laser pulses, or an electric discharge ignited before (9). Due to elastics
shocks with neutral atoms, the electrons can absorb energy in the laser field and set free more
electrons when they exceed the ionization energy with inelastic shocks with atoms or ions.
These new electrons are integrated into the process as well. Referring to the cascade theory, the
ignition intensity needed has a minimum at a certain pressure; it increases with the pressure.
For the ignition intensity Iz in the focus of a laser needed to ignite a plasma in a gas, the
following relation is given (8):
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According to equation (9), the ignition threshold is proportional to the ionization energy EI

of the gas. The terms inside of the brackets do take various loss terms into consideration.
They are described in the following passage (10): If the first term is dominant here because
of a small laser pulse duration, it is called time-determined ignition. The ignition threshold
is reciprocally proportional to the laser pulse duration τL and therefore defined through the
whole energy flow. Here, neb is the electron density where the electron-ion bremsstrahlung is
much more effective than the electron-atom bremsstrahlung. In the case under consideration,
the ratio neb/ne0 accounts for 1013 (8). According to this model, a significant decrease of the
ignition intensity needed because of the higher electron density ne0 at the beginning of the
laser pulse can merely be expected in the case of a time-determined ignition. If the second
term prevails (as, for example, in small pressures or focus volume) the ignition is called a
diffusion-determined ignition. For the diffusion coefficient D it holds (8):
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R is taken as radius for the cylinder assumed here, L is its length. The equation (12) can be
transcribed to a laser generated cylinder volume:
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Here, R is replaced by the radius of the laser beam waist wf . The length L is replaced by the
doubled Rayleigh lenght zR in the discharge volume. If the ignition is diffusion-determined
the ignition intensity scales with 1/w2

f . In the third term, charge carrier losses because of

attachment are described. Due to the low xenon attachment coefficient ha, this term can be
neglected here. Losses based on elastic materials are described with the help of the fourth
term. Here, �Ee� = EI/2 is assumed:

νve =
2me �Ee� ln2

maEI
· νea. (14)

The last term stands for the energy loss due to inelastic materials. It applies:

νvi =

(
α̃ +

β̃

Λ2
d

)
· νea. (15)

This term is important for molecular gases, for they have a huge amount of excited states. For
xenon, the material frequency νea = 2 ·108 s−1 · p can be presumed. Fig. 3 shows the behavior
of the ignition intensity for xenon dependent from the pressure, for a Nd:YAG laser with a
wavelength of λ = 1.06 μm. It is calculated with the help of equation (9). The experimentally
achieved values according to (11), for a laser pulse duration about τL= 35 ns as well as the
experimentally achieved values following the work of (12) for a laser pulse duration of τL=
10 ps were also simulated with this model. As a whole, an ignition intensity of 1016 W/cm2

is calculated for xenon with a pressure of 13 Pa, an assumed beam focus of 2wf= 50 μm and
a laser pulse duration of τL= 9 ns. These experimental determined values accord with the
simulated values very well. However we found out in the experiment that the gas ignition
was not possible below a pressure og about 750 Pa.

3. Modelling of the interaction of laser puleses and neutral gases

3.1 Influence of the target density
To identify the influence of the target density on the achievable electron temperature, a
laser pulse is coupled to a target at different target densities. The achievable maximum
electron temperature is determinded numerically. As input parameter, a fit function of the
experimentally determined laser pulse profile is used. With a repetition rate about 10 Hz, the
laser system generates short NIR laser pulses with a maximum pulse energy about 750 mJ.
The pulse width is ca. 9 ns in the FWHM. A lense with the focal width of f= 150 mm is used
for the focusing of the laser pulse; it generates a focus diameter about 50 μm. The simulation
results are shown in fig. 4. Here it is clearly to see that relevant electron temperatures cannot
be generated with a laser pulse energy about 750 mJ in the relevant low pressure area about
10 Pa. This was already shown in the experiments in section 2.3. An operating pressure
>1 kPa with a high initial particle density necessary to generate an adequate ionization and
thereby electron temperature in a laser induced plasma. Because of that, liquid targets or solid
targets are mostly used for laser induced plasmas. Another possibility to gain an efficient
ionization with low operating pressure is the use of a stronger laser pulse. For an operating
pressure of about 10 Pa, a laser pulse with the pulse energy of > 10 J is needed.
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Fig. 3. Dependence of the breakdown intensity in addition to the pressure for different pulse
duration times and a wavelength of 1.06 μm.

3.2 Influence of the laser pulse duration
The influence of the laser pulse duration on an efficient heating will be investigated in the
following passage. As input parameter for the simulations a Gauss profile of the laser pulse is
taken. Its width is varied between 0.5 - 30 ns. These simulations are carried out for different
power densities (from 0.5 TW/cm2 to 9.2 TW/cm2). Here, the laser is coupled to a Xenon
target at a gas density of 6 mg/cm3. The fact that higher electron temperatures can initially be
reached with increasing pulse rates (while the intensity stays the same) indicates a collisional
absorption (inverse bremsstrahlung) as main mechanism for the plasma heating. The reason
for this fact can be found through an observation of the electron density at the maximum
electron temperature (red circles in figure 5).The most efficient plasma heating happens with
a constant electron density at about 7·1019cm−3. This electron density is to find about one
order of magnitude below the critical electron density of the laser wave length used. Above
this electron density, the laser beam does not heat the plasma efficiently any more. With
a growing laser intensity, this electron density of 7·1019 cm−3 can be reached more quickly
because of a higher target ionization. Supposedly, the optimal pulse duration postpones from
a falling pulse intensity to shorter pulse durations.

3.3 Energy distribution and conversion efficiency
The time dependant behavior of the single shares of energy (kinetic energy, radiation energy,
intern energy) of the plasma is important for an efficient change of the laser pulse to radiation
energy of the plasma. A high amount of kinetic energy in the plasma leads to a high
contamination rate of the components (debris), a high radiation component leads to a high
conversion efficiency. For a better impact assessment, the different shares of energy for
initial electron densities ne0 are calculated in a time-resolved manner. In fig 6 one can see
the temporal relation of the energy distribution (radiation energy, kinetic energy and intern
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a laser pulse duration of τL= 9 ns. These experimental determined values accord with the
simulated values very well. However we found out in the experiment that the gas ignition
was not possible below a pressure og about 750 Pa.
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3.1 Influence of the target density
To identify the influence of the target density on the achievable electron temperature, a
laser pulse is coupled to a target at different target densities. The achievable maximum
electron temperature is determinded numerically. As input parameter, a fit function of the
experimentally determined laser pulse profile is used. With a repetition rate about 10 Hz, the
laser system generates short NIR laser pulses with a maximum pulse energy about 750 mJ.
The pulse width is ca. 9 ns in the FWHM. A lense with the focal width of f= 150 mm is used
for the focusing of the laser pulse; it generates a focus diameter about 50 μm. The simulation
results are shown in fig. 4. Here it is clearly to see that relevant electron temperatures cannot
be generated with a laser pulse energy about 750 mJ in the relevant low pressure area about
10 Pa. This was already shown in the experiments in section 2.3. An operating pressure
>1 kPa with a high initial particle density necessary to generate an adequate ionization and
thereby electron temperature in a laser induced plasma. Because of that, liquid targets or solid
targets are mostly used for laser induced plasmas. Another possibility to gain an efficient
ionization with low operating pressure is the use of a stronger laser pulse. For an operating
pressure of about 10 Pa, a laser pulse with the pulse energy of > 10 J is needed.
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Fig. 3. Dependence of the breakdown intensity in addition to the pressure for different pulse
duration times and a wavelength of 1.06 μm.

3.2 Influence of the laser pulse duration
The influence of the laser pulse duration on an efficient heating will be investigated in the
following passage. As input parameter for the simulations a Gauss profile of the laser pulse is
taken. Its width is varied between 0.5 - 30 ns. These simulations are carried out for different
power densities (from 0.5 TW/cm2 to 9.2 TW/cm2). Here, the laser is coupled to a Xenon
target at a gas density of 6 mg/cm3. The fact that higher electron temperatures can initially be
reached with increasing pulse rates (while the intensity stays the same) indicates a collisional
absorption (inverse bremsstrahlung) as main mechanism for the plasma heating. The reason
for this fact can be found through an observation of the electron density at the maximum
electron temperature (red circles in figure 5).The most efficient plasma heating happens with
a constant electron density at about 7·1019cm−3. This electron density is to find about one
order of magnitude below the critical electron density of the laser wave length used. Above
this electron density, the laser beam does not heat the plasma efficiently any more. With
a growing laser intensity, this electron density of 7·1019 cm−3 can be reached more quickly
because of a higher target ionization. Supposedly, the optimal pulse duration postpones from
a falling pulse intensity to shorter pulse durations.

3.3 Energy distribution and conversion efficiency
The time dependant behavior of the single shares of energy (kinetic energy, radiation energy,
intern energy) of the plasma is important for an efficient change of the laser pulse to radiation
energy of the plasma. A high amount of kinetic energy in the plasma leads to a high
contamination rate of the components (debris), a high radiation component leads to a high
conversion efficiency. For a better impact assessment, the different shares of energy for
initial electron densities ne0 are calculated in a time-resolved manner. In fig 6 one can see
the temporal relation of the energy distribution (radiation energy, kinetic energy and intern
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Fig. 4. Maximal reachable electron temperature in the plasma, dependent from the laser
pulse energy for different pressures (target density).

energy in the plasma) for a xenon plasma heated with an Nd:YAG laser, E=1 J and 9 ns pulse
duration, with an initial electron density of ne0=10

18 cm−3. It is obvious that about 8 % of
the laser pulse energy absorb by the plasma is emitted after 30 ns. In comparison, only 8 %
are turned to kinetic energy and 4 % are turned to intern energy of the plasma (thermic +
ionization-/ excitation energy). A huge part of the leftover intern energy is turned to kinetic
energy, which means that the plasma is cooling down and expands. The same situation in
shown in fig 7 for an initial electron density of 1019 cm−3. Here, the attention is attracted to
the fact that only 60 % are changed to radiation energy; therefore the kinetic energy increases
to 17 % and the intern energy increases to 23 %. When the initial electron density is further
increased, the radiation production decreases and the kinetic energy rises up until it reaches
the critical density. However, if the initial electron density is reduced, the radiation production
increases to a maximum, but the laser radiation is not completely coupled to the plasma. For
a better description of this discovery, an absolute conversion efficiency is determined.

4. Modelling of the interaction of laser puleses and pre-ionized gases

In order to be able to provide information concerning the propagation of electromagnetic
waves in a gas which is already ionized (pinch-plasma) and the heating connected to this,
a modeling is done with Comsol Multiphysics. Here, the laser pulse is coupled to the face
surface of a plasma assumed already generated. For the laser pulse, a Gauss profile is
assumed. Fig. 8 shows a construction drawing and the model area. The laser pulse is focused
to the electrically generated pinch-plasma through a lense. To facilitate the modeling, it is
executed in the 2D axially symmetric mode.
In order to meet statements on the temperature field of a laser-intensified plasma, the
knowledge of the spatial and temporal intensity I(r,z, t) of the short laser pulse is necessary.
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Fig. 5. Maximum reachable electron temperature of a laser induced xenon plasma (target
density 6 mg/cm3), dependent from the laser pulse duration for various laser intensities.
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Here f is the focal length of the optical system, w0 is the 1/e
2-beam radius at the lens, τp is the

laser pulse duration, z0 is the Rayleigh-length, J0 is the energy of the laser pulse and z and r
are the propagation directions, respectively. The propagation of an electromagnetic wave in a
plasma is accompanied by its absorption in accordance with the Beer-Lambert law:

391Interaction of Short Laser Pulses with Gases and Ionized Gases



8 Laser Pulses

Fig. 4. Maximal reachable electron temperature in the plasma, dependent from the laser
pulse energy for different pressures (target density).

energy in the plasma) for a xenon plasma heated with an Nd:YAG laser, E=1 J and 9 ns pulse
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Fig. 6. Time dependency of the energy distribution of a xenon plasma, heated with a
Nd-YAG laser pulse, with an initial electron density of ne0=10

18 cm−3.
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where αei is the absorption coefficient and z is the length. The main mechanism of the
absorption of probe radiation in the absence of absorption bands and lines is, as already
mentioned in 2.2, the inverse bremsstrahlung. During the quick heating-up of the electrons,
due to the laser pulse, no expansion work is achieved. The amount of heat dQL is supplied to
the electrons per time unit. Standarized to the volume, with the absorption coefficient of the
electrons for inverse bremsstrahlung αei, the heat source strength PL results:

PL(r,z, t) =
1

V

dQL

dt
= αei IL(r,z, t). (20)

The electron temperature changes agreeable to

dTe
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=
2

3nekB
αei IL(r,z, t). (21)

For the absorption coefficient αei, equation (7) is used. Because of the proportionality of the
absorption coefficient to n2e , under certain circumstances, a possible rest ionisation from the
previous laser pulse may play an important role. A high repetition rate and the effect of the
magnetic field on the remaining ionisation can have a positive influence on the absorption of
the plasma in this issue.
For the thermal conduction out of the central area of the discharge the continuity equation
obtains:
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where κ is the thermal conductivity. The temporal change of the electron temperature due to
thermal conduction obtains:
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Here e0 ist the elementary charge of an electron. The term lnΛ describes the so-called
Coulomb-logarithm, which applies to
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Fig. 8. (a) 3D scheme of the experimental setup. The laser pulse is focused onto the
pre-ionized gas. (b) 2D scheme of the simulation setup. The red box shows the area modeled
by the simulations.

4.1 Influence of the electron density
The coupling of laser beams and with that the heating of the plasma is strongly dependent
from the absorption coefficient for inverse bremsstrahlung, i.e. from the electron density.
The influence of the initial electron density on the reachable temperatures, respectively the
propagation of laser radiation in the plasma is quantitatively simulated with the help of
Comsol Multiphysics. Here, the laser pulse is coupled to the cross sectional area of the plasma
cylinder with the help of a focusing optic. The focus diameter amounts 50 μm here. In this
simulation, it is possible to give a constant, homogenous electron density to the plasma due
to the smaller diameter of the laser beam in comparison with the pinch diameter. As an input
parameter for the simulation, the initial electron density ne is used. Fig. 9 shows the temporal
and spacial temperature development in plasma at an initial electron density about 1017 cm−3.
Here one can see that the value chosen for the electron density is too small. The laser beam
pervades the plasma almost unhampered (without absorption); only a small heating of the
plasma occurs (about maximal 10 eV). With an increase of the initial electron density the
absorption coefficient increases as well, so the laser beam can heat the plasmamore efficiently.
The maximum heating with the laser pulse is reached at an initial electron density of ne =
7·1019 cm−3. Fig. 10 shows that a laser beam can propagate exactly to its focal level, to the
area of the highest intensity. Here, a local heating of the electrons up to 100 eV occurs. Another
increase of the electron density, only an untimely absorption of the laser pulse would occur.
This situation is shown in fig. 11 for an initial electron density of ne = 7· 1020 cm−3. Here one
can see that, due to the high electron density, the laser radiation is absorbed strongly from the
dense plasma and cannot spread completely. Themaximum temperature reached is generated
far before the area with the highest power density (focal area).
Fig. 12 shows a quantitative diagram of the dependency of the electron temperature reached
with different electron densities and laser pulses. It is obvious that the optimal heating can
be reached with a plasma electron density of 1/10 of the cut-off density of the particular laser
wave length. This behavior was already found in section 3. If there is a higher electron density
in the plasma, the laser beam cannot enter the plasma in an optimal way and thereby not heat
it efficiently (16). As a result it can be said that knowledge concerning the occurring electron
density in the plasma (development of free electrons thorough electric stimulation and the
generation of free electrons with the laser pulse) is of major importance to gain an efficient
plasma heating with a laser beam.
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Fig. 9. Time development of the temperature distribution of a laser heated plasma with an
initial electron density of ne= 1017 cm−3. The interrupted line symbolizes the focal area.
Here, a maximum electron temperature of about 10 eV is reached.

4.2 Influence of the distance of time between laser pulse and pinch-plasma
The distance of time between the generation of a pinch-plasma and the laser pulse plays a
key role for an efficient combination of the two methods. Here, the basic differences for the
result can be generated here. If on one hand the laser pulse is brought to the plasma exactly
at the time of the pinch moment, the plasma is experiencing a further heating. On the other
hand, the plasma can emit a double pulse generated in the extreme ultraviolett spectrum
(EUV) when the laser pulse is timely staggered with the pinch moment. These guesses are to
be examined with the help of simulations. For HELIOS-CR has only limited possibilities to
simulate laser and pinch-plasma combination, some simplifications and assumptions are to be
made. The basic idea is it to describe the pinch plasma as a pre-pulse with a defined energy.
This pre-pulse is used o generate the plasma. The main pulse (laser pulse), timely staggered,
is used to heat the plasma. The plasma expands isotherm during the radiation process and
adiabatic without radiation, whichmeans that it is possible to influence the density profile and
the temperature of the plasma with a timing of the pre-pulse and the main pulse and phase
them to the highest conversion efficiency for the desired wavelength. The pinch-plasma is
described as a pre-pulse with a duration about 10 ns (time duration of the pinch) and an
energy of 600 mJ as Gau intensity profile. The main pulse follows after a variable temporal
shift with a pulse duration of 9 ns and an energy of 750 mJ. Figure 13 shows the temporal
development of electron density temperature and density for three different, timely staggered
laser pulses. In the figures 13a and 13d, the laser pulse follows the pinch moment with about
100 ns. Here, the plasma is not heated to a point above the temperature generated by the
pinch-plasma (maximal 19 eV) because the plasma did already cool down after about 20-30 ns.
However the laser pulse causes another plasma heating up to 16 eV. This way, two sequenced
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This pre-pulse is used o generate the plasma. The main pulse (laser pulse), timely staggered,
is used to heat the plasma. The plasma expands isotherm during the radiation process and
adiabatic without radiation, whichmeans that it is possible to influence the density profile and
the temperature of the plasma with a timing of the pre-pulse and the main pulse and phase
them to the highest conversion efficiency for the desired wavelength. The pinch-plasma is
described as a pre-pulse with a duration about 10 ns (time duration of the pinch) and an
energy of 600 mJ as Gau intensity profile. The main pulse follows after a variable temporal
shift with a pulse duration of 9 ns and an energy of 750 mJ. Figure 13 shows the temporal
development of electron density temperature and density for three different, timely staggered
laser pulses. In the figures 13a and 13d, the laser pulse follows the pinch moment with about
100 ns. Here, the plasma is not heated to a point above the temperature generated by the
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However the laser pulse causes another plasma heating up to 16 eV. This way, two sequenced

395Interaction of Short Laser Pulses with Gases and Ionized Gases



14 Laser Pulses

Fig. 10. Time development of the temperature distribution of a laser heated plasma with an
initial electron density of ne=7 · 1019 cm−3. The interrupted line symbolizes the focal area.
Here, a maximum electron temperature of about 100 eV is reached.

radiation pulses in the extreme ultraviolet spectral range can be generated. In the figures 13c
and 13f, the laser pulse is coupled to the plasma simultaneous to the pinch moment. This
generates a further plasma heating. The maximum temperature that can be reached is about
38 eV for this special case. These results do point out the importance of the time difference Δt
between the pinch moment and the laser pulse coupling. On the one hand, a further plasma
heating is possible, and on the other hand, two two sequenced radiation pulses in the extreme
ultraviolet spectral range can be generated.

5. Experimental investigation

For all experimental investigation methods, an active mode locked Nd:YAG laser with two
additional amplifier stages is used. It generates pulses with a half-width about 9 ns at maximal
0.8 J pulse energy. The laser runs at a maximum repetition frequency of 10 Hz, or it operates
with single pulses. For the experiments, the pinch plasma has a voltage about 7 kV. The
total capacity is about 46 nF at a total inductivity of 9.2 nH. The total energy of the hollow
cathode triggered Z-pinch adds up to 1.1 J. Fig 14 shows a scheme of the experimental setup
for a synchronization of the laser pulse and the hollow cathode triggered Z-pinch discharge.
Due to the unsteady ignitions of the Z-pinch discharges, somemeasures for a synchronization
of the laser pulse with the hollow cathode triggered Z-pinch discharges are necessary. The
additional laser pulse heating of the plasma needs a fast reproducible laser triggering with
a close relation to the pinch moment. To hit the plasma in a compacted state (durability
about 10 ns) with the laser, a sufficiently strong and jitter free trigger signal is necessary
about 100 ns before the main discharge occurs. For the avalanche breakdown of the hollow
cathode triggered Z-pinch has a huge jitter of 50 μs, the laser pulse timing cannot be carried
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Fig. 11. Time development of the temperature distribution of a laser heated plasma with an
initial electron density of ne=10

20 cm−3. The interrupted line symbolizes the focal area. Here,
a maximum electron temperature of about 30 eV is reached.

out with the 4-Channel Delay-Generator. The trigger event has to emerge from discharge
course to be hit. The trigger signal cannot be generated by the control elements of the hollow
cathode triggered Z-pinch because of the unavoidable delay caused by the 4-Channel Delay
Generator, some meters of coaxial cable and the laser electronics itself. Through, one of the
hollow cathode discharge characteristics modeled (13) and experimentally approved (14) is
the fact that it emits an intense electron beam shortly before the avalanche breakdown occurs.
Because of that, a Faraday cup is used in the experiment to collect the discharges. It is added
close to the anode bore. The electric potential of the Faraday cup becomes negative because of
the appearance of the intense electron beam. When a high-impedance resistor (ordinarily 109

- 1011 Ω) is used, a measurable voltage increases. This voltage gives a sufficient signal about
100-200 ns 1 before the main discharge occurs, with a jitter about maximal 5 ns.

5.1 Laser-induced re-heating of pre-ionized gases
Figure 15 shows the experimentally determined xenon spectra with and without laser pulse
heating. The laser pulse is coupled to the plasma about 90 ns after the avalanche breakdown.
The spectra show that the spectrum intensity duplicates, but no new lines are generated with
the laser pulse heating. The reason for this is that the pinch-plasma did already cool down
because of the expansion. It seems that the laser pulse can only effect another plasma heating.
According to this, two hot plasmas with a time delay (Δt≈ 90 ns) and almost similar electron
temperature and radiation power emerge. Due to the exposure time of the CCD camera
(t=20 ms), two radiation events are integrated to the extreme ultraviolet spectral range; with
that a higher intensity can be reached. This behavior of the timely delayed laser plasma

1dependent from the gas used: N2, O2, Xe, Ar, CO2
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1dependent from the gas used: N2, O2, Xe, Ar, CO2
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Fig. 12. Development of the electron temperature in plasma, dependent from the electron
density during the plasma heating with the Nd-YAG laser pulse. The red circles show the
values simulated in Fig. 9 - 11.

coupling was already simulated in section 4.2. The timely delayed EUV radiation pulses
can be used as starting points for new application fields, such as, for example, the ”pump
and probe methods”. Figure 15 shows the experimentally determined extreme ultraviolet
spectra of a xenon z-pinch plasma combined with a short laser pulse. The time difference
between the z-pinch plasma (in pinched state) and the incident laser pulse is about 100 ns. As
a consquence the laser does not hit the plasma at peak compression but rather the residuals of
the discharge. As shown the intensity over the whole spectral range increases at about a factor
of two compared to the sole z-pinch plasma, whereas the sole laser without a discharge has no
effect (green line). The spectra are taken from a single shot each. A comparison of the spectral
line intensities of each spectra, as shown in (16), leads to an estimated electron temperature of
Te ≈ 70 eV in both cases.

5.2 Laser-induced additional heating of pre-ionized gases
Figure 16 shows an experimentally determined spectrum order. Here, the pinch-plasma is
run at a repetition rate of 1 Hz and one spectrum is taken, respectively. After 20 pulses, a laser
pulse is additionally coupled to the plasma (20 pulses). The timely delay between avalanche
breakdown and laser pulse here indeed only amounts to about 10-20 ns. The figure shows that
the additional plasma heating occurs as desired. Furthermore one can see that not every laser
pulse causes an additional plasma heating because of timely instabilities of the laser pulses.
The newly generated spectral lines do mostly derive from helium-like nitrogen-ions. The
strongest lines in the 1s3d and 1s4d change-over at 17.3865 nm and 13.0286 nm. A comparison
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of the intensity ratio of the lines from different ionization stage with simulated spectra gives
an electron temperature about 57 eV in the plasma. When this temperature is reached, the
intensity of the emitting line in the water window at 2.786 nm is about 50 times higher than
the strongest line at 16.255 nm. This shows that it was possible to generate an efficient emitter
in the area of the water window.
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Fig. 12. Development of the electron temperature in plasma, dependent from the electron
density during the plasma heating with the Nd-YAG laser pulse. The red circles show the
values simulated in Fig. 9 - 11.

coupling was already simulated in section 4.2. The timely delayed EUV radiation pulses
can be used as starting points for new application fields, such as, for example, the ”pump
and probe methods”. Figure 15 shows the experimentally determined extreme ultraviolet
spectra of a xenon z-pinch plasma combined with a short laser pulse. The time difference
between the z-pinch plasma (in pinched state) and the incident laser pulse is about 100 ns. As
a consquence the laser does not hit the plasma at peak compression but rather the residuals of
the discharge. As shown the intensity over the whole spectral range increases at about a factor
of two compared to the sole z-pinch plasma, whereas the sole laser without a discharge has no
effect (green line). The spectra are taken from a single shot each. A comparison of the spectral
line intensities of each spectra, as shown in (16), leads to an estimated electron temperature of
Te ≈ 70 eV in both cases.

5.2 Laser-induced additional heating of pre-ionized gases
Figure 16 shows an experimentally determined spectrum order. Here, the pinch-plasma is
run at a repetition rate of 1 Hz and one spectrum is taken, respectively. After 20 pulses, a laser
pulse is additionally coupled to the plasma (20 pulses). The timely delay between avalanche
breakdown and laser pulse here indeed only amounts to about 10-20 ns. The figure shows that
the additional plasma heating occurs as desired. Furthermore one can see that not every laser
pulse causes an additional plasma heating because of timely instabilities of the laser pulses.
The newly generated spectral lines do mostly derive from helium-like nitrogen-ions. The
strongest lines in the 1s3d and 1s4d change-over at 17.3865 nm and 13.0286 nm. A comparison
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of the intensity ratio of the lines from different ionization stage with simulated spectra gives
an electron temperature about 57 eV in the plasma. When this temperature is reached, the
intensity of the emitting line in the water window at 2.786 nm is about 50 times higher than
the strongest line at 16.255 nm. This shows that it was possible to generate an efficient emitter
in the area of the water window.
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Fig. 13. Simulated time dependence of a laser heated xenon pinch plasma for different delay
times of the laser pulse for the electron temperature (a-c) and electron density (d-f).
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Fig. 14. Experimental setup for a synchronization of the Z-pinch discharge and the laser pulse

Fig. 15. Experimentally determained EUV spectra of a xenon z-pinch plasma (black) and a
combined laser pulse reheated z-pinch plasma (red). In comparison the sole laser pulse does
not create any EUV radiation, because the charge carrier density is to low for the breakdown
of the discharge (green).
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Fig. 16. Experimentally determined emission spectra of a nitrogen plasma with and without
laser pulse heating. The spectra are continuously gathered at a repetition rate about 1 Hz (20
pulses are taken with and without laser pulse, respectively). The charging voltage is about
7 kV at a gas pressure about 6 Pa.
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1. Introduction     
Laser-driven acceleration of particle beams is a burgeoning field of research, based on the 
possibility of creating ultra-large electric fields in plasma, largely exceeding current limits of 
conventional acceleration technology. Research in this area has led to very significant 
progression regarding the acceleration of electrons and ions. Laser-driven ion sources have 
unique properties: high brightness (about 1013 protons/ions per shot), high current (in kilo-
Ampere range), ultra-low emittance, and short pulse duration (less than 1 ps), opening 
prospects for a broad range of applications. Recent advances in the laser technology have 
led to even further enhancements in the provision of extremely short and high-intensity 
pulses, which can further improve the accelerated ion beam specifications particularly 
regarding maximum ion energy and ion flux which are demanding most of the potential 
applications. These developments have stimulated an emergence of advanced diagnostics 
for measuring complex plasma effects. 
The absorption mechanisms of laser radiation at the target are the basic processes, which 
indeed defines the whole ion acceleration scenario. For laser intensities, where the classical 
normalized momentum of electrons quivering in the laser electric field: a = 8.53×10−10 (μm) 
I1/2 (W/cm2) > 1, the electrons become relativistic and the effect of the laser magnetic field is 
no longer negligible. The perpendicular component of the Lorentz force ev×B couples with 
the electric force to drive the electrons in the laser propagation direction (Wilks et al., 1992, 
Lefebvre & Bonnaud, 1997, Kruer & Estabrook, 1985) in contrast to inverse bremsstrahlung 
and resonance absorption, which causes the quiver motion of the electrons in the laser field. 
The ponderomotive force drives the electrons with a step- or plateau-like density profile and 
has a strong directionality along the laser propagation direction. Electron temperatures 
about 1 MeV have been measured (Malka & Miquel, 1996). The laser energy transfer to the 
hot electrons can also be out carried by fast plasma waves through the nonlinear 
ponderomotive force (Tajima & Dawson, 1979) and by laser field itself (Pukhov et al., 1999).  
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Fig. 16. Experimentally determined emission spectra of a nitrogen plasma with and without
laser pulse heating. The spectra are continuously gathered at a repetition rate about 1 Hz (20
pulses are taken with and without laser pulse, respectively). The charging voltage is about
7 kV at a gas pressure about 6 Pa.
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Whereas the ions from the target front will be accelerated normal to the target front surface 
in the ambipolar expansion of the plasma, the hot electron component created directly by 
the laser pulse in the plasma plume will propagate through the target. It has typically a 
divergence between 5°-50°, density of the order of the critical density (1020 – 1021 cm−3) and a 
temperature of the order of the laser ponderomotive potential.  
The free motion of this hot electron beam through the target requires a return current that 
locally compensates the flow of the hot electrons (Passoni et al., 2004). It will be provided by 
the target material (for metallic target – conduction electrons, insulators - the background 
free electron population created by field and thermal ionization). Since the density of the 
background electron population in both cases is of the order of the solid density, much 
bigger than the fast electron density, the required velocity for current neutralization is small 
and their temperature is much lower than that of the hot electrons (Tikhonchuk, 2002). 
Finally the physical parameters and dynamics of these two electron populations will define 
the electrostatic sheath field which is created at the vacuum – solid interface and accelerates 
ions to high energies.  
The ions are created and accelerated either at the target rear surface (Snavely et al., 2000, 
Mackinnon et al., 2001, Hegelich et al., 2002) through the self-consistent electrostatic 
accelerating field generated by fast electrons escaping in vacuum (so-called target normal 
sheath acceleration—TNSA mechanism) or at the target front surface, illuminated by the 
laser (Clark et al., 2000a, Maksimchuk et al., 2000, Clark et al., 2000b). Particle-in-cell (PIC) 
simulations suggest a variety of mechanisms that may be responsible for acceleration at the 
front surface: formation of multiple collisionless electrostatic shocks (Denavit, 1992, Silva et 
al., 2004, Wei et al., 2004); a solitary wave produced by shock-wave decay in a plasma slab 
(Zhidkov et al., 2002); or a mechanism wherein the ponderomotive pressure of the short 
laser pulse displaces the background electrons, and the ions are accelerated by the 
electrostatic field of the propagating double layer (Shorokhov & Pukhov, 2004). However, 
all these mechanisms are relying on ion acceleration in the electrostatic field created due to 
charge displacement driven by the laser field. 
These scenarios are not mutually exclusive. Their relative contributions depend strongly 
upon the particular target and laser parameters and can contribute to the generation of 
electrons and, in turn, to ion acceleration mechanisms. Particle-in-cell (PIC) simulations by 
Wilks et al., (2001), and Pukhov, (2001), and observations by Zepf et al., (2003), and Karsch 
et al., (2003), show that ions can be produced at the target front and the rear sides 
simultaneously, even if the generation processes are quite different. Here the laser pulse 
contrast has a profound effect on accelerated ions and their cut-off energy (Mackinnon et al., 
2002, Kaluza et al., 2004, Lindau et al., 2005).  
The acceleration is most effective on light ions (specifically protons), which are usually 
present on target surfaces in the form of contaminants like hydrocarbons and water, or can 
be present among the constituents of the solid target (e.g. as in plastic targets). The heaviest 
ion population of the target provides a positive charge, which offers much more inertia and 
makes the charge separation responsible for the huge accelerating field. Part of this heavy 
population can also be effectively accelerated, on a longer time scale, if the protons are not 
enough to acquire most of the energy contained in the electric field, or if protons are 
removed before the arrival of the laser pulse. 
The complex, non-linear nature of laser-driven plasma dynamics and ion acceleration 
phenomena requires the development of an innovative diagnostic complex allowing 
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simultaneous measurements of different plasma parameters (using visible- and XUV-light, 
X-rays, Gamma-rays, ion and electrons) with high temporal, spectral and spatial resolution 
together with laser pulse parameters. This requirement is especially important because of 
both: shot-to-shot fluctuations of laser pulse parameters and inherent shot-to-shot variations 
in the local target parameters, which can derogate the whole plasma dynamics.  
In laser-matter interaction studies one of the important research tasks is to investigate the 
energy distributions of emerging charged particles, in which the different laser energy 
absorption mechanisms are hidden and the energy redistribution among the plasma 
components become apparent. As a basic diagnostic the Thomson spectrometer has been 
widely and successfully used for analyzing the energy spectra of laser accelerated charged 
particles. In Fig.1 a typical experimental setup of laser plasma interaction experiments with 
Thomson parabola spectrometers and, as an example, spectral traces recorded with absolute 
calibrated micro-channel-plate (MCP) detector (Ter-Avetisyan, et al., 2005) are shown. 
 

 
Fig. 1. a) A typical experimental setup of laser plasma interaction experiments with 
Thomson parabola spectrometers and, as an example, b) measured accelerated ion spectra 
from heavy water droplet irradiated at 35 fs,  ∼1 J, ∼1019 W/cm2 intensity is shown. 

Several modifications of the basic spectrometer design allow a comprehensive and precise 
analysis of ion acceleration. In particular, (i) the simultaneous measurement of ion and 
electron spectra in the same direction allow to understand the measured particularities in 
the ion spectra resulting from the evolution of a two-electron component (hot and cold) 
plasma (Ter-Avetisyan et al., 2004a). (ii) The complexity of the temporal (Ter-Avetisyan, et 
al., 2005) and spatial characteristics (Schreiber et al., 2006) of laser driven ion source could be 
demonstrated by precise measurement of the proton/ion trajectories, and its applicability 
for proton deflectometry (Ter-Avetisyan et al., 2008, Sokollik et al., 2008), and (iii) proton 
source tomography revealed detailed properties of the laser driven ion source (Ter-
Avetisyan et al., 2009a). Latest is crucial in view of planning proton beam steering systems. 
The comprehensive set of on-line diagnostics, which are complementary each other and can 
be used simultaneously, is a very powerful tool for laser plasma interaction studies. In each 
experiment only various diagnostics would allow unambiguous demonstration of ion 
acceleration processes in their whole complexity, providing a set of data also for theoretical 
interpretation.  
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2. Specific features of accelerated ion and electron dynamic 
2.1 Dips in ion emission spectrum and electron dynamics 
Several physical mechanisms have been considered for the appearance of high-energy 
electrons, and have been proposed as a way to understand the generation of ions with 
kinetic energies of several tens of MeV during the short laser-pulse interaction with dense 
plasmas, (Malka & Miquel, 1996, Clark et al., 2000b, Forslund & Brackbill, 1982, Fews et al., 
1994, Beg et al., 1997, Gitomer et al., 1986). A theory has been developed (Wickens et al., 
1978, Wickens &.Allen, 1979) for the free expansion of the laser plasma with hot (Th) and 
cold (Tc) electron temperature components, as a way to treat these non-equilibrium effects 
and to describe the ion energy distribution. It was shown that the energy fraction carried by 
fast ions depends on the temperature and concentration of the electrons in the plasma. This 
leads to an ion-emission velocity spectrum whose most notable feature is a pronounced dip 
in the distribution (Kishimoto et al., 1983). The slopes of the upper (-(M/ZkTc) 1/2) and lower 
(-(M/ZkTh) 1/2) asymptotes in the ion velocity spectrum makes possible a determination of the 
effective absolute hot- and cold-electron temperatures (Wickens &.Allen, 1981). (Here, M is 
ion mass, Z is charge state, kT is cold- or hot-electron energy).  
The dip in the velocity distribution corresponds to an internal electrostatic sheath appearing 
due to hot- and cold-electron isothermal expansion, where ions are strongly accelerated in a 
small region. This dip develops in a region of self–similar flow where the ions experience 
rapid acceleration due to an abrupt increase in the electric field. This increase occurs at the 
location in the expanding plasma where most of the cold electrons are reflected, 
corresponding to a step in the ion charge density (Wickens &.Allen, 1981). The depth of the 
dip as a function of the peak field is a sensitive function of the hot-to-cold electron 
temperature ratio Th /Tc in the ion spectra, while the position in the spectrum depends on the 
hot-to-cold electron density ratio nh /nc.  
In a very short pulse (35 fs) and high intensity laser plasma several groups of electrons with 
different temperatures can be generated (Zhidkov et al., 2001), which could then cause 
multiple dips in the ion energy spectra. No hint of this has been observed so far, and 
therefore detailed measurements of the ion and electron spectra are required to find 
correlations between these processes.  
Here we report on precise measurements of the spectral density distribution of the ion 
emission from plasmas created by 35 fs laser pulses at intensities of (0.8 - 1.2)×1019 W/cm2. A 
pulse from a multi-TW Ti: Sapphire laser (Kalachnikov et al., 2002) with a maximum energy 
of 750 mJ, was focused with an f/2.5 off-axis parabolic mirror onto water droplets of ~ 20 
µm diameter (Hemberg et al., 2000). Measurements were made of ion spatial and energy 
distributions, X-ray spectral properties, the electron spectrum emitted, and the correlation of 
maximum electron energies with the cut-off energies of proton and deuteron spectra.  
The ion energies have been measured with a Thomson parabola spectrometer, into which 
the ions enter through a 200 µm aperture. The ions are detected by a 40 mm MCP coupled to 
a phosphor screen. The signal from the phosphor screen is imaged with a charge-coupled 
device (CCD– camera). An 241Am α -particle source (energy 5.4 MeV) with known emittance 
is used to calibrate the setup (Ter-Avetisyan, et al., 2005). This sensitive, calibrated detection 
technique allows the measurement of an ion spectrum from a single laser shot in absolute 
terms. 
A typical camera picture taken with a single laser shot, showing ion traces from a heavy 
water droplet, is depicted in Fig.2 and the deduced deuteron spectra is shown in the inset.  
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Fig. 2. Color image from the MCP-phosphorous screen of an emitted ion spectra (deuterons 
and oxygen ions, right blob – “zero” point: radiation impact along spectrometer axis) from a 
heavy water droplet taken from a single laser shot in backward (1350 to laser propagation) 
direction with the Thomson spectrometer. In inset the deuteron spectrum is plotted. 

The most interesting features in the picture are the clearly visible dips along the deuteron 
trace. As mentioned before, the same feature has been observed for proton emission from 
water droplets, and has been observed in backward (135° to the laser axis) as well as in 
forward (laser propagation direction) emission. The occurrence of the spectral dips was 
reproducible in the experiment, although the exact position, depth, and fine structure varied 
from shot to shot due to small variations in the laser parameters and beam alignment in our 
setup. This is, to our knowledge, the first observation of these dips in ultra-short (sub 50 fs) 
high intensity laser-plasma interaction experiments. 
The generated hot electron spectrum was measured with a GAFchromic film (HD-810) in a 
direction transverse to the laser axis using a 0.27 T magnet spectrometer. The film is 
sensitive to electrons above 10 keV due to its layer characteristic (Busch, et al., 2003). The 
measured time-integrated hot electron spectrum (Fig.3a) shows a maximum at an energy of 
about 0.7 MeV with a tail expanding to 2 or 3 MeV.  
From the measured electron spectra, one can deduce a hot electron component with a 
temperature of (0.63 ± 0.03) MeV. This fits well with the energy the electrons can acquire 
from the ponderomotive force Fp of the laser pulse (Kruer & Estabrook, 1985): 

/p pF dU dz= − , 14 2 2( ) 9.33 10 ( / ) ( )pU eV I W cm mλ μ−= × , where pU  is the ponderomotive 
energy. This gives a potential energy of 0.6 MeV for our laser intensity, proving a rather 
efficient laser energy transfer to the electrons. Because up to 20% of the laser energy can be 
absorbed in energetic electrons (Wilks et al., 1992), a significant number of electrons with 
energies of several hundreds of keV is produced. The electron impact ionization cross 
section at the energies 400-500 keV is about 10-19 cm-2 (http://physics.nist.gov/cgi-
bin/Ionization/table.pl?ionization=H2O), therefore these highly energetic electrons can 
cross the target without being significantly slowed. A space-charge field accumulated in the 
droplet captures the hot electrons with energies below about 200 keV (low energy cut off in 
Fig.3a). The potential due to these electrons and the estimated electron density is sufficient 
to create electrostatic acceleration fields of the order of 1 MV/μm (Busch, et al., 2003) which, 
in turn, can accelerate ions to MeV energies. Electrostatic or magnetic fields around the 
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2. Specific features of accelerated ion and electron dynamic 
2.1 Dips in ion emission spectrum and electron dynamics 
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effective absolute hot- and cold-electron temperatures (Wickens &.Allen, 1981). (Here, M is 
ion mass, Z is charge state, kT is cold- or hot-electron energy).  
The dip in the velocity distribution corresponds to an internal electrostatic sheath appearing 
due to hot- and cold-electron isothermal expansion, where ions are strongly accelerated in a 
small region. This dip develops in a region of self–similar flow where the ions experience 
rapid acceleration due to an abrupt increase in the electric field. This increase occurs at the 
location in the expanding plasma where most of the cold electrons are reflected, 
corresponding to a step in the ion charge density (Wickens &.Allen, 1981). The depth of the 
dip as a function of the peak field is a sensitive function of the hot-to-cold electron 
temperature ratio Th /Tc in the ion spectra, while the position in the spectrum depends on the 
hot-to-cold electron density ratio nh /nc.  
In a very short pulse (35 fs) and high intensity laser plasma several groups of electrons with 
different temperatures can be generated (Zhidkov et al., 2001), which could then cause 
multiple dips in the ion energy spectra. No hint of this has been observed so far, and 
therefore detailed measurements of the ion and electron spectra are required to find 
correlations between these processes.  
Here we report on precise measurements of the spectral density distribution of the ion 
emission from plasmas created by 35 fs laser pulses at intensities of (0.8 - 1.2)×1019 W/cm2. A 
pulse from a multi-TW Ti: Sapphire laser (Kalachnikov et al., 2002) with a maximum energy 
of 750 mJ, was focused with an f/2.5 off-axis parabolic mirror onto water droplets of ~ 20 
µm diameter (Hemberg et al., 2000). Measurements were made of ion spatial and energy 
distributions, X-ray spectral properties, the electron spectrum emitted, and the correlation of 
maximum electron energies with the cut-off energies of proton and deuteron spectra.  
The ion energies have been measured with a Thomson parabola spectrometer, into which 
the ions enter through a 200 µm aperture. The ions are detected by a 40 mm MCP coupled to 
a phosphor screen. The signal from the phosphor screen is imaged with a charge-coupled 
device (CCD– camera). An 241Am α -particle source (energy 5.4 MeV) with known emittance 
is used to calibrate the setup (Ter-Avetisyan, et al., 2005). This sensitive, calibrated detection 
technique allows the measurement of an ion spectrum from a single laser shot in absolute 
terms. 
A typical camera picture taken with a single laser shot, showing ion traces from a heavy 
water droplet, is depicted in Fig.2 and the deduced deuteron spectra is shown in the inset.  
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and oxygen ions, right blob – “zero” point: radiation impact along spectrometer axis) from a 
heavy water droplet taken from a single laser shot in backward (1350 to laser propagation) 
direction with the Thomson spectrometer. In inset the deuteron spectrum is plotted. 
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trace. As mentioned before, the same feature has been observed for proton emission from 
water droplets, and has been observed in backward (135° to the laser axis) as well as in 
forward (laser propagation direction) emission. The occurrence of the spectral dips was 
reproducible in the experiment, although the exact position, depth, and fine structure varied 
from shot to shot due to small variations in the laser parameters and beam alignment in our 
setup. This is, to our knowledge, the first observation of these dips in ultra-short (sub 50 fs) 
high intensity laser-plasma interaction experiments. 
The generated hot electron spectrum was measured with a GAFchromic film (HD-810) in a 
direction transverse to the laser axis using a 0.27 T magnet spectrometer. The film is 
sensitive to electrons above 10 keV due to its layer characteristic (Busch, et al., 2003). The 
measured time-integrated hot electron spectrum (Fig.3a) shows a maximum at an energy of 
about 0.7 MeV with a tail expanding to 2 or 3 MeV.  
From the measured electron spectra, one can deduce a hot electron component with a 
temperature of (0.63 ± 0.03) MeV. This fits well with the energy the electrons can acquire 
from the ponderomotive force Fp of the laser pulse (Kruer & Estabrook, 1985): 

/p pF dU dz= − , 14 2 2( ) 9.33 10 ( / ) ( )pU eV I W cm mλ μ−= × , where pU  is the ponderomotive 
energy. This gives a potential energy of 0.6 MeV for our laser intensity, proving a rather 
efficient laser energy transfer to the electrons. Because up to 20% of the laser energy can be 
absorbed in energetic electrons (Wilks et al., 1992), a significant number of electrons with 
energies of several hundreds of keV is produced. The electron impact ionization cross 
section at the energies 400-500 keV is about 10-19 cm-2 (http://physics.nist.gov/cgi-
bin/Ionization/table.pl?ionization=H2O), therefore these highly energetic electrons can 
cross the target without being significantly slowed. A space-charge field accumulated in the 
droplet captures the hot electrons with energies below about 200 keV (low energy cut off in 
Fig.3a). The potential due to these electrons and the estimated electron density is sufficient 
to create electrostatic acceleration fields of the order of 1 MV/μm (Busch, et al., 2003) which, 
in turn, can accelerate ions to MeV energies. Electrostatic or magnetic fields around the 
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target will influence the directionality of ion emission. However, for our spherical target, we 
expect a relatively isotropic ion emission distribution, which can be shown by 
measurements (Busch, et al., 2003, Karsch et al., 2003).  
A strong correlation between the maximum ejected electron energies and the deuteron 
cutoff energies could be directly established (Fig.3b) with the help of a re-designed Thomson 
spectrometer allowing to measure in one laser shot the emitted ion and electron spectrum in 
a same direction. For that the second MCP detector was added to that side of the 
spectrometer where the electrons are deflected. In Fig.3b, a variation in the maximum 
energies of the ejected electrons by only a factor of 1.2 changes the deuteron cutoff energy by 
a factor of about 5. This extreme sensitivity emphasizes the predominant role of the energy 
transfer to the electrons for the ion acceleration.  
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Fig. 3. Electrons, ions and x-rays emitted of heavy water micro droplet. a) Hot electron 
energy distribution (superposition of ∼50 000 shots). Slope fits to an exponential decay with 
a temperature T= 630 keV parameter. b) Correlated maximum energies of emitted electrons 
and deuterons in same laser shot. c) X-ray emission spectra from heavy water droplet. 

The space charge field built up by the trapped hot electrons in the target is responsible for 
ion acceleration properties (Fig.3a), therefore, these electrons have been studied further in 
details. According to a simple bremsstrahlung model (Griem, 1964), hard X-ray emission 
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from the plasma is defined by the electron density distribution inside the target. For highly 
energetic electrons crossing the droplet, the target is “thin”, so their bremsstrahlung is 
weaker and the spectral intensity is constant (Blochin, 1957).  
A calibrated X-ray CCD-camera operating in a single-photon detection mode was used for 
energy-dispersive X-ray measurement (Ter-Avetisyan, et al., 2003). In the experiments, the 
CCD-camera was mounted at an angle of 90° to the laser propagation direction and at a 
distance of 100 cm from the plasma source. A 200 nm Zr filter and a beam aperture was used 
to block the optical light and the scattered X-rays. The resolution of our spectral diagnostics 
is about 0.5 keV. A typical X-ray spectrum is shown in Fig.3c. The slope of the distribution 
shows the existence of multi-temperature components, and can be fitted assuming three 
different effective temperatures of about (7±0.3) keV, (20±4) keV, and (33±12) keV.  
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Fig. 4. Single shot proton a) and deuteron b) spectrum with typical dips along the trace: 
squares – experiment, line – simulation (parameter cf. text) 

Recently, a fluid model based on a single electron temperature approximation was applied 
successfully for high intensity laser-driven ion acceleration (Mora, 2003). Accurate results 
could be obtained for the structure of the ion front, the ion energy spectrum, and the cutoff 
ion energy. In the present letter, on the other hand we explain the dips in the emitted ion 
spectrum (Fig.2) by relying on the fact that we have an electron spectrum characterized by 
several electron temperatures. This is the precondition for an application of the fluid model 
(Wickens et al., 1978, Wickens &.Allen, 1979, Kishimoto et al., 1983). Figures 4a and 4b 
compare experimental proton and deuteron energy distributions with calculations based on 
the theory of Wilkens et al. (1978). A reasonable fit for the depth and position of the dip in 
the proton spectrum (Fig.4a) is obtained when the hot-to-cold electron temperature ratio Th 
/Tc is assumed to be about 9.8, and the hot-to-cold electron density ratio nh/nc is about 
1/100. Individual electron temperatures Tc = 7.5 keV and Th = 74 keV compare quite well to 
the range of temperatures derived from the X-ray emission. Here, Th is lower by a factor of 
about 2, but this can be due to the restricted linearity range (< 50 keV) in the X-ray 
measurement. Also, if one takes into account that bulk ion energy scales with the hot 
electron temperature as Eion= 4.5 Th (Wickens &.Allen, 1979), a mean ion energy Eion=330 
keV would be derived, in remarkably good agreement with the ion temperature inferred 
from the ion slope (Fig.4a). This is somewhat different from the original model where the 
ion energy is predicted to be similar to the hot cf. cold electron energies. A sharp proton 
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target will influence the directionality of ion emission. However, for our spherical target, we 
expect a relatively isotropic ion emission distribution, which can be shown by 
measurements (Busch, et al., 2003, Karsch et al., 2003).  
A strong correlation between the maximum ejected electron energies and the deuteron 
cutoff energies could be directly established (Fig.3b) with the help of a re-designed Thomson 
spectrometer allowing to measure in one laser shot the emitted ion and electron spectrum in 
a same direction. For that the second MCP detector was added to that side of the 
spectrometer where the electrons are deflected. In Fig.3b, a variation in the maximum 
energies of the ejected electrons by only a factor of 1.2 changes the deuteron cutoff energy by 
a factor of about 5. This extreme sensitivity emphasizes the predominant role of the energy 
transfer to the electrons for the ion acceleration.  
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Fig. 3. Electrons, ions and x-rays emitted of heavy water micro droplet. a) Hot electron 
energy distribution (superposition of ∼50 000 shots). Slope fits to an exponential decay with 
a temperature T= 630 keV parameter. b) Correlated maximum energies of emitted electrons 
and deuterons in same laser shot. c) X-ray emission spectra from heavy water droplet. 

The space charge field built up by the trapped hot electrons in the target is responsible for 
ion acceleration properties (Fig.3a), therefore, these electrons have been studied further in 
details. According to a simple bremsstrahlung model (Griem, 1964), hard X-ray emission 
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from the plasma is defined by the electron density distribution inside the target. For highly 
energetic electrons crossing the droplet, the target is “thin”, so their bremsstrahlung is 
weaker and the spectral intensity is constant (Blochin, 1957).  
A calibrated X-ray CCD-camera operating in a single-photon detection mode was used for 
energy-dispersive X-ray measurement (Ter-Avetisyan, et al., 2003). In the experiments, the 
CCD-camera was mounted at an angle of 90° to the laser propagation direction and at a 
distance of 100 cm from the plasma source. A 200 nm Zr filter and a beam aperture was used 
to block the optical light and the scattered X-rays. The resolution of our spectral diagnostics 
is about 0.5 keV. A typical X-ray spectrum is shown in Fig.3c. The slope of the distribution 
shows the existence of multi-temperature components, and can be fitted assuming three 
different effective temperatures of about (7±0.3) keV, (20±4) keV, and (33±12) keV.  
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Fig. 4. Single shot proton a) and deuteron b) spectrum with typical dips along the trace: 
squares – experiment, line – simulation (parameter cf. text) 

Recently, a fluid model based on a single electron temperature approximation was applied 
successfully for high intensity laser-driven ion acceleration (Mora, 2003). Accurate results 
could be obtained for the structure of the ion front, the ion energy spectrum, and the cutoff 
ion energy. In the present letter, on the other hand we explain the dips in the emitted ion 
spectrum (Fig.2) by relying on the fact that we have an electron spectrum characterized by 
several electron temperatures. This is the precondition for an application of the fluid model 
(Wickens et al., 1978, Wickens &.Allen, 1979, Kishimoto et al., 1983). Figures 4a and 4b 
compare experimental proton and deuteron energy distributions with calculations based on 
the theory of Wilkens et al. (1978). A reasonable fit for the depth and position of the dip in 
the proton spectrum (Fig.4a) is obtained when the hot-to-cold electron temperature ratio Th 
/Tc is assumed to be about 9.8, and the hot-to-cold electron density ratio nh/nc is about 
1/100. Individual electron temperatures Tc = 7.5 keV and Th = 74 keV compare quite well to 
the range of temperatures derived from the X-ray emission. Here, Th is lower by a factor of 
about 2, but this can be due to the restricted linearity range (< 50 keV) in the X-ray 
measurement. Also, if one takes into account that bulk ion energy scales with the hot 
electron temperature as Eion= 4.5 Th (Wickens &.Allen, 1979), a mean ion energy Eion=330 
keV would be derived, in remarkably good agreement with the ion temperature inferred 
from the ion slope (Fig.4a). This is somewhat different from the original model where the 
ion energy is predicted to be similar to the hot cf. cold electron energies. A sharp proton 



 Coherence and Ultrashort Pulse Laser Emission 

 

410 

cutoff energy occurs at about 1.3 MeV. Notice that the analytical velocity distribution 
derived in (Wilkens et al. 1978) breaks down if the temperature ratio Th /Tc exceeds 9.9. In 
order to overcome this problem, a more complex electron velocity distribution was included 
in (Kishimoto et al., 1983) [33].                   
For a heavy water droplet, presented in Fig.4b where the cutoff energy occurs at about 0.55 
MeV, the model with a hot-to-cold electron temperature ratio Th /Tc =7.7 and an electron 
density ratio nh /nc=1/25 fits the measurement quite well. The individual temperatures are 
Tc =11 keV and Th = 85 keV. The model shows how small changes in Te and ne have large 
effects on spectral slopes. 
From the structure of the emitted ion spectrum such important parameters as hot- and cold-
electron temperatures and their density ratio can be determined. Due to the short laser pulse 
the hot electron population shows a multi-temperature behaviour. This, in turn, can cause 
multi-dips in the ion spectrum. It is worth noting that the results demonstrated here could 
open a way to tailor the ion spectra (Nishihara at al., 2001) from short pulse laser-driven 
plasmas by choosing proper electron distributions appropriate to particular applications. 

2.2 Laser pulse contrast and electron dynamic 
Two different laser energy absorption mechanisms at the front side of a laser-irradiated foil 
have been found to occur, such that two distinct relativistic electron beams with different 
properties are produced. One beam arises from the ponderomotively driven electrons 
propagating in the laser propagation direction, and the other is the result of electrons driven 
by resonance absorption normal to the target surface. These properties become evident at 
the rear surface of the target, where they give rise to two spatially separated sources of ions 
with distinguishable characteristics when ultra-short (40 fs) high-intensity laser pulses 
irradiate a foil at 45° incidence. The two, clearly distinguishable branches of electron 
trajectories have been measured by Čerenkov diagnostics. This correlates with proton 
emission from two separated sources, which have been resolved with a high-spatial-
resolution Thomson spectrometer (Schreiber et al., 2006). The crucial parameters of the 
experiment are the laser pulse intensity and the contrast ratio.  
In the experiments, a 40 fs pulse from a multi-TW Ti: Sapphire laser was focused onto a thin 
(6 µm) aluminum foil target at 45° with an intensity of about 2x1019 W/cm2. The temporal 
contrast of the laser pulse was characterized by a scanning third-order cross correlator with 
a dynamic range of 1010, having a resolution of 150 fs and a scanning range of ± 200 ps. The 
pulse shape several ns before the main pulse was controlled by a fast photodiode with 
temporal resolution of about 300 ps. In typical operating conditions, the amplified 
spontaneous emission (ASE) pedestal of the laser pulse, several picoseconds before the pulse 
peak, was at a level of (0.8 - 5)×10-7 relative to the peak intensity. This is termed “low” 
contrast. The ASE pedestal could be reduced by driving the Ti: Sapphire laser amplifiers in 
specific delayed pump modes. This led to a reduction of pulse energy by up to 550 mJ, but it 
permitted an improvement of the ASE level down to (1 – 3)×10-8, which is referred to as 
“high” contrast. In both cases, no pre-pulses were observed. 
The Čerenkov method, applied as an electron diagnostic, uses the partial conversion of the 
electron bunch energy into a flux of photons in a medium where the electron velocity is 
higher than the light velocity (Stein et al., 2004). A 50 µm tesa foil (polypropylene with 
chemical composition (- C3H6 -)n, index of refraction - 1.49) used as a Čerenkov radiator was 
attached with very thin Acrylat glue to the target rear, and imaged with an objective (f = 8 
cm) and a magnification of about 15 to a gated charge-coupled device (CCD) camera. It is 
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assumed that a 50 µm path length in this low Z substance has a negligible effect on the 
energy and main direction of the electrons. Propagating through the foil, the electron beam 
undergoes filamentation (Manclossi et al., 2006), but nonetheless with unaltered beam 
directions emerging from the target. To block any light from the laser pulse and its 
harmonics, a 6 mm Schott BG18 filter and a 3 mm VG8 filter were inserted into the beam 
path. These filters yield a spectral window centered at 510 nm with a half width of 70 nm.  A 
weak and uniformly distributed background signal from transition radiation is omitted as a 
result. For the medium and the geometry used, the detected Čerenkov light is associated 
with electrons in the 180 – 240 keV energy interval.  
Measurements of the ion energies were carried out with a Thomson spectrometer (Ter-
Avetisyan et al., 2005). In order to achieve high spatial resolution, we set up a Thomson 
spectrometer in a 1:12 imaging mode (Schreiber et al., 2006), providing spatial resolution of 
about 20 µm. This estimation takes into account the laminarity of the proton beam, and is 
measured from the spreading of a spectral trace which is a consequence of the divergence of 
the proton beamlet intercepted by a screen with a 30 µm pinhole.    
The Čerenkov medium behind the target made it impossible to use both diagnostics 
simultaneously for the single laser shot. Therefore, correlations between the data sets are 
statistically relevant. Due to a 10 Hz repetition rate of the Ti:Sapphire laser, and using on-
line detection systems for both diagnostics, the statistical uncertainties could be minimized.  
Figure 5 shows spatially resolved CCD pictures of Čerenkov radiation behind the 6 µm Al 
target at 45o laser incidence (a - c), and it shows the evolution of the Čerenkov signal as a 
function of target thickness (d). The arrows inserted in the pictures show the target 
irradiation and Čerenkov emission geometry. In the pictures, one of the two components of 
the hot electron current produced is identified as a consequence of hot electrons driven 
along the target normal due to resonance absorption, and the other component along the 
laser propagation axis is due to the ponderomotive force. Whereas in Fig.5a both electron 
components make a comparable contribution to the resulting Čerenkov emission, resonantly 
and ponderomotively driven electrons are dominant in Figs.5b and 5c, respectively. The 
appearances of the emission patterns are statistical, and correlated with the statistics of the 
laser pulse contrast shot-to-shot fluctuation data.  
 

 
Fig. 5. CCD pictures of Čerenkov radiation (arrows show emission direction) at 45o laser 
incidence resulting from electrons propagating: (a) in the laser direction and normal to the 
target; or (b) perpendicular to the laser direction only; and (c) in the laser direction only. (d) 
Čerenkov light distributions as a function of Al-target thickness.  
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cutoff energy occurs at about 1.3 MeV. Notice that the analytical velocity distribution 
derived in (Wilkens et al. 1978) breaks down if the temperature ratio Th /Tc exceeds 9.9. In 
order to overcome this problem, a more complex electron velocity distribution was included 
in (Kishimoto et al., 1983) [33].                   
For a heavy water droplet, presented in Fig.4b where the cutoff energy occurs at about 0.55 
MeV, the model with a hot-to-cold electron temperature ratio Th /Tc =7.7 and an electron 
density ratio nh /nc=1/25 fits the measurement quite well. The individual temperatures are 
Tc =11 keV and Th = 85 keV. The model shows how small changes in Te and ne have large 
effects on spectral slopes. 
From the structure of the emitted ion spectrum such important parameters as hot- and cold-
electron temperatures and their density ratio can be determined. Due to the short laser pulse 
the hot electron population shows a multi-temperature behaviour. This, in turn, can cause 
multi-dips in the ion spectrum. It is worth noting that the results demonstrated here could 
open a way to tailor the ion spectra (Nishihara at al., 2001) from short pulse laser-driven 
plasmas by choosing proper electron distributions appropriate to particular applications. 

2.2 Laser pulse contrast and electron dynamic 
Two different laser energy absorption mechanisms at the front side of a laser-irradiated foil 
have been found to occur, such that two distinct relativistic electron beams with different 
properties are produced. One beam arises from the ponderomotively driven electrons 
propagating in the laser propagation direction, and the other is the result of electrons driven 
by resonance absorption normal to the target surface. These properties become evident at 
the rear surface of the target, where they give rise to two spatially separated sources of ions 
with distinguishable characteristics when ultra-short (40 fs) high-intensity laser pulses 
irradiate a foil at 45° incidence. The two, clearly distinguishable branches of electron 
trajectories have been measured by Čerenkov diagnostics. This correlates with proton 
emission from two separated sources, which have been resolved with a high-spatial-
resolution Thomson spectrometer (Schreiber et al., 2006). The crucial parameters of the 
experiment are the laser pulse intensity and the contrast ratio.  
In the experiments, a 40 fs pulse from a multi-TW Ti: Sapphire laser was focused onto a thin 
(6 µm) aluminum foil target at 45° with an intensity of about 2x1019 W/cm2. The temporal 
contrast of the laser pulse was characterized by a scanning third-order cross correlator with 
a dynamic range of 1010, having a resolution of 150 fs and a scanning range of ± 200 ps. The 
pulse shape several ns before the main pulse was controlled by a fast photodiode with 
temporal resolution of about 300 ps. In typical operating conditions, the amplified 
spontaneous emission (ASE) pedestal of the laser pulse, several picoseconds before the pulse 
peak, was at a level of (0.8 - 5)×10-7 relative to the peak intensity. This is termed “low” 
contrast. The ASE pedestal could be reduced by driving the Ti: Sapphire laser amplifiers in 
specific delayed pump modes. This led to a reduction of pulse energy by up to 550 mJ, but it 
permitted an improvement of the ASE level down to (1 – 3)×10-8, which is referred to as 
“high” contrast. In both cases, no pre-pulses were observed. 
The Čerenkov method, applied as an electron diagnostic, uses the partial conversion of the 
electron bunch energy into a flux of photons in a medium where the electron velocity is 
higher than the light velocity (Stein et al., 2004). A 50 µm tesa foil (polypropylene with 
chemical composition (- C3H6 -)n, index of refraction - 1.49) used as a Čerenkov radiator was 
attached with very thin Acrylat glue to the target rear, and imaged with an objective (f = 8 
cm) and a magnification of about 15 to a gated charge-coupled device (CCD) camera. It is 
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assumed that a 50 µm path length in this low Z substance has a negligible effect on the 
energy and main direction of the electrons. Propagating through the foil, the electron beam 
undergoes filamentation (Manclossi et al., 2006), but nonetheless with unaltered beam 
directions emerging from the target. To block any light from the laser pulse and its 
harmonics, a 6 mm Schott BG18 filter and a 3 mm VG8 filter were inserted into the beam 
path. These filters yield a spectral window centered at 510 nm with a half width of 70 nm.  A 
weak and uniformly distributed background signal from transition radiation is omitted as a 
result. For the medium and the geometry used, the detected Čerenkov light is associated 
with electrons in the 180 – 240 keV energy interval.  
Measurements of the ion energies were carried out with a Thomson spectrometer (Ter-
Avetisyan et al., 2005). In order to achieve high spatial resolution, we set up a Thomson 
spectrometer in a 1:12 imaging mode (Schreiber et al., 2006), providing spatial resolution of 
about 20 µm. This estimation takes into account the laminarity of the proton beam, and is 
measured from the spreading of a spectral trace which is a consequence of the divergence of 
the proton beamlet intercepted by a screen with a 30 µm pinhole.    
The Čerenkov medium behind the target made it impossible to use both diagnostics 
simultaneously for the single laser shot. Therefore, correlations between the data sets are 
statistically relevant. Due to a 10 Hz repetition rate of the Ti:Sapphire laser, and using on-
line detection systems for both diagnostics, the statistical uncertainties could be minimized.  
Figure 5 shows spatially resolved CCD pictures of Čerenkov radiation behind the 6 µm Al 
target at 45o laser incidence (a - c), and it shows the evolution of the Čerenkov signal as a 
function of target thickness (d). The arrows inserted in the pictures show the target 
irradiation and Čerenkov emission geometry. In the pictures, one of the two components of 
the hot electron current produced is identified as a consequence of hot electrons driven 
along the target normal due to resonance absorption, and the other component along the 
laser propagation axis is due to the ponderomotive force. Whereas in Fig.5a both electron 
components make a comparable contribution to the resulting Čerenkov emission, resonantly 
and ponderomotively driven electrons are dominant in Figs.5b and 5c, respectively. The 
appearances of the emission patterns are statistical, and correlated with the statistics of the 
laser pulse contrast shot-to-shot fluctuation data.  
 

 
Fig. 5. CCD pictures of Čerenkov radiation (arrows show emission direction) at 45o laser 
incidence resulting from electrons propagating: (a) in the laser direction and normal to the 
target; or (b) perpendicular to the laser direction only; and (c) in the laser direction only. (d) 
Čerenkov light distributions as a function of Al-target thickness.  
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The evolution of the Čerenkov signal as a result of target thickness is shown in Fig.5d. With 
a 3 μm target the two components are merged together, while at 6 μm they are clearly 
separated and at the target thickness is 15 μm, further broadening of the electron beams 
propagating inside the target occurs, and blurs the Čerenkov emission. In the experiments 
reported in Ref. (Stein et al., 2004), these two groups of separately moving hot electrons at 
the target rear side also were observed. Here we investigate the dynamics of the hot electron 
populations, and the consequences for the ion acceleration processes at “low” and “high” 
laser pulse contrasts.  
 

 
Fig. 6. A CCD picture of a proton spectrum at 45o laser incidence on a 6 µm Al target, 
measured in the direction of the target normal. The inset shows proton spectra from a 3 µm 
target thickness at similar irradiation conditions.   
The resonantly and ponderomotively driven electron populations at the target rear side create 
two spatially separated electrostatic fields, from where the ions/protons can be accelerated. 
Therefore, one can expect ion emission from two spatially separated sources if the laser pulse 
contrast is between 10-8–10-7, where both laser energy absorption mechanisms are equivalent. 
Indeed, the CCD picture of the proton spectrum in Fig.6, measured in the direction of the 
target normal, shows two parallel proton parabolas, thus confirming the existence of the two 
sources of proton emission. The lower trace results from the source created by electrons from 
resonance absorption, and the upper one from the source created by ponderomotively driven 
electrons. The appearance of the second source (or second proton trace) is in good agreement 
with the detection of two electron populations by Čerenkov diagnostics (Fig.5a). This feature is 
never observed at normal laser incidence on the target. Figure 6 also shows that the parabolas 
are not perfect. This coincides with the previous findings (Schreiber et al., 2006) that the source 
position could be variable. Note that the two parallel traces in Fig.6 change in a similar 
manner, while the proton spectrum of a 3 µm thick target (inset of Fig.6) shows an 
independent character, which indicates a complex source dynamics. 
In order to see the differences in the electron acceleration processes and the implications for 
the following ion acceleration, we performed two-dimensional (2D) particle-in-cell (PIC) 
simulations of laser irradiation onto targets with different scales of pre-plasmas. The targets 
are 2 µm thick and have densities of 40 nc. The pre-plasma is assumed to have an exponentially 
decreasing profile with two scale lengths. For the overdense region where the density is higher 
than 4 nc, the scale length is 0.1 µm. For the lower density region resulting from an expanding 
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corona plasma, the scale lengths are 0.3 µm for the small pre-plasma case and 3.5 µm for the 
large pre-plasma case. The initial electron temperature is 1 keV, and ions are kept immobile. 
The targets are irradiated by p-polarized laser pulses from the left boundary with wavelengths 
of 1µm. The laser pulses ramp up in five laser cycles, and sustain a peak intensity of 2×1019 
W/cm2 that is uniform in the y-direction. The pulse duration is 40 fs. The boundary conditions 
are absorbing in the x-direction, and periodic in the y-direction.  
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Fig. 7. Electron momentum distribution observed in PIC simulation at the target rear surface 
for a) “small” L = 0.3 µm scale length pre-plasma case, and for b) L = 3.5 µm “large” scale 
length pre-plasma case. Laser pulses irradiate the target from the left boundary.  
The differences resulting from the dominant acceleration processes are seen from the 
angular distribution of accelerated electrons. In Fig.7, the angular electron momentum 
distributions observed in the PIC simulation at the target rear surface are shown for the a) 
“small” L=0.3 µm scale-length pre-plasma case, and for the b) L=3.5 µm “large” scale-length 
pre-plasma case. In the small pre-plasma case, ponderomotive acceleration and vacuum 
heating play dominant roles in energy absorption by electrons. Due to vacuum heating, 
laser energy is absorbed by low energy bulk electrons that are mainly accelerated in the 
target-normal direction. High energy electrons generated by ponderomotive acceleration 
propagate in the laser irradiation direction, and are reflected back toward the target at the 
specular angle, as can be seen clearly in the figure. For the large pre-plasma case, high 
energy electrons are mainly accelerated by resonance absorption in the target normal 
direction and are reflected back also in the normal direction. 
These high energy electrons induce a strong magnetic field around the critical surface. In the 
small pre-plasma case, a magnetic field with uniform intensity is induced along the critical 
surface. This surface magnetic field prevents low energy electrons from propagating into the 
target, and makes them flow along the surface (Nakamura et al., 2004). In the large pre-
plasma case, a magnetic field is formed via Weibel instability (Weibel, 1959), which is in the 
target-normal direction. The surface field tends to make electrons flow along the surface, 
which leads to a uniform structure of the interaction surface. The target-normal magnetic 
field acts to collimate electron jets and return currents that are periodic along the surface. As 
a result, the critical density surface is rather smooth in the small pre-plasma case and 
modulated in the large pre-plasma case. 
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The evolution of the Čerenkov signal as a result of target thickness is shown in Fig.5d. With 
a 3 μm target the two components are merged together, while at 6 μm they are clearly 
separated and at the target thickness is 15 μm, further broadening of the electron beams 
propagating inside the target occurs, and blurs the Čerenkov emission. In the experiments 
reported in Ref. (Stein et al., 2004), these two groups of separately moving hot electrons at 
the target rear side also were observed. Here we investigate the dynamics of the hot electron 
populations, and the consequences for the ion acceleration processes at “low” and “high” 
laser pulse contrasts.  
 

 
Fig. 6. A CCD picture of a proton spectrum at 45o laser incidence on a 6 µm Al target, 
measured in the direction of the target normal. The inset shows proton spectra from a 3 µm 
target thickness at similar irradiation conditions.   
The resonantly and ponderomotively driven electron populations at the target rear side create 
two spatially separated electrostatic fields, from where the ions/protons can be accelerated. 
Therefore, one can expect ion emission from two spatially separated sources if the laser pulse 
contrast is between 10-8–10-7, where both laser energy absorption mechanisms are equivalent. 
Indeed, the CCD picture of the proton spectrum in Fig.6, measured in the direction of the 
target normal, shows two parallel proton parabolas, thus confirming the existence of the two 
sources of proton emission. The lower trace results from the source created by electrons from 
resonance absorption, and the upper one from the source created by ponderomotively driven 
electrons. The appearance of the second source (or second proton trace) is in good agreement 
with the detection of two electron populations by Čerenkov diagnostics (Fig.5a). This feature is 
never observed at normal laser incidence on the target. Figure 6 also shows that the parabolas 
are not perfect. This coincides with the previous findings (Schreiber et al., 2006) that the source 
position could be variable. Note that the two parallel traces in Fig.6 change in a similar 
manner, while the proton spectrum of a 3 µm thick target (inset of Fig.6) shows an 
independent character, which indicates a complex source dynamics. 
In order to see the differences in the electron acceleration processes and the implications for 
the following ion acceleration, we performed two-dimensional (2D) particle-in-cell (PIC) 
simulations of laser irradiation onto targets with different scales of pre-plasmas. The targets 
are 2 µm thick and have densities of 40 nc. The pre-plasma is assumed to have an exponentially 
decreasing profile with two scale lengths. For the overdense region where the density is higher 
than 4 nc, the scale length is 0.1 µm. For the lower density region resulting from an expanding 
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corona plasma, the scale lengths are 0.3 µm for the small pre-plasma case and 3.5 µm for the 
large pre-plasma case. The initial electron temperature is 1 keV, and ions are kept immobile. 
The targets are irradiated by p-polarized laser pulses from the left boundary with wavelengths 
of 1µm. The laser pulses ramp up in five laser cycles, and sustain a peak intensity of 2×1019 
W/cm2 that is uniform in the y-direction. The pulse duration is 40 fs. The boundary conditions 
are absorbing in the x-direction, and periodic in the y-direction.  
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Fig. 7. Electron momentum distribution observed in PIC simulation at the target rear surface 
for a) “small” L = 0.3 µm scale length pre-plasma case, and for b) L = 3.5 µm “large” scale 
length pre-plasma case. Laser pulses irradiate the target from the left boundary.  
The differences resulting from the dominant acceleration processes are seen from the 
angular distribution of accelerated electrons. In Fig.7, the angular electron momentum 
distributions observed in the PIC simulation at the target rear surface are shown for the a) 
“small” L=0.3 µm scale-length pre-plasma case, and for the b) L=3.5 µm “large” scale-length 
pre-plasma case. In the small pre-plasma case, ponderomotive acceleration and vacuum 
heating play dominant roles in energy absorption by electrons. Due to vacuum heating, 
laser energy is absorbed by low energy bulk electrons that are mainly accelerated in the 
target-normal direction. High energy electrons generated by ponderomotive acceleration 
propagate in the laser irradiation direction, and are reflected back toward the target at the 
specular angle, as can be seen clearly in the figure. For the large pre-plasma case, high 
energy electrons are mainly accelerated by resonance absorption in the target normal 
direction and are reflected back also in the normal direction. 
These high energy electrons induce a strong magnetic field around the critical surface. In the 
small pre-plasma case, a magnetic field with uniform intensity is induced along the critical 
surface. This surface magnetic field prevents low energy electrons from propagating into the 
target, and makes them flow along the surface (Nakamura et al., 2004). In the large pre-
plasma case, a magnetic field is formed via Weibel instability (Weibel, 1959), which is in the 
target-normal direction. The surface field tends to make electrons flow along the surface, 
which leads to a uniform structure of the interaction surface. The target-normal magnetic 
field acts to collimate electron jets and return currents that are periodic along the surface. As 
a result, the critical density surface is rather smooth in the small pre-plasma case and 
modulated in the large pre-plasma case. 
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Fig. 8. Ion density distribution for a) large (L = 3.5 µm) and b) small (L = 0.3 µm) pre-plasma 
cases. Laser irradiation is from the left boundary, where the spot size is 15 μm, and the spot 
centre corresponds to y = 8.5 µm at the left boundary. Two arrows in b) indicate the trace of 
the laser spot centre and the target-normal projection of the spot centre. 

These different electron acceleration processes lead to differences in the lateral distributions 
of the rear side sheath field and proton acceleration as follows. The target size is 2 µm in 
thickness and 50 µm in width. The targets consist of 50% protons and 50% C4+. Laser 
conditions are the same as above except that the laser pulses have a spot size of 15 µm with 
a super-Gaussian distribution. The boundary conditions are absorbing in the x- and y-
directions. Ion density profiles at 150 fs after the pulse has ended are shown in Fig.8.  
For the large pre-plasma case, the ion distribution is symmetric with respect to the laser axis 
passing through the laser focal point at the critical surface. Since a large part of the hot 
electrons propagate in the target-normal direction, the sheath field structure is similar to the 
normal incidence case. For the small pre-plasma case, however, the proton distribution is 
non-uniform and asymmetric. As is seen in previous simulations, very energetic electrons 
are accelerated in the laser propagation direction, and lower energy electrons are generated 
in the target-normal direction via vacuum heating. These two components result in two 
acceleration fronts of protons, which are clearly seen in Fig.8b and detected in the 
experiment. The distance between the two acceleration points depends on target thickness 
and size of pre-plasma. In PIC simulation, the target is thinner and the density is lower than 
in the experiments. Thus the separation distance is considered to be larger than is visible in 
PIC simulation. Also, in Fig.8 we show the angular distributions for pre-plasma scales of 0.3 
and 3.5 µm in order to see clear differences, but similar results are seen at much smaller 
differences also. The important thing is that the dominant acceleration process changes 
when the scale length becomes smaller than the wavelength. 
A PIC simulation of the experimental parameters shows that the dominant electron 
acceleration process depends on the profile of the pre-plasma. For plasmas where the scale 
length of the pre-plasma is larger than the laser wavelength, a plasma wave is resonantly 
excited at the critical density surface, which results in the generation of fast electrons 
propagating in the target-normal direction (Estabrook & Kruer, 1978). If the pre-plasma 
scale length is smaller than the laser wavelength, a well-collimated electron beam is 
accelerated by ponderomotive forces in the propagation direction of the laser (Wilks et al., 
1992, Kruer & Estabrook, 1985). Correspondingly, protons are accelerated in a target-normal 

Characterisation and Manipulation of Proton Beams Accelerated  
by Ultra-Short and High-Contrast Laser Pulses   

 

415 

direction from two spatially separated sources. The laser intensity and the contrast 
determine the laser absorption process and thus they control the entire acceleration scenario. 
PIC simulations confirm these findings. 

2.3 Energy resolved spatial characteristics of laser accelerated protons 
As we have seen, interactions of relativistic-intensity laser pulses with targets with and 
without pre-plasmas are significantly different from the perspective of the dominant 
electron acceleration processes and the energy coupling to plasmas. 
To clarify the proton acceleration process that is uniquely observed for small pre-pulses, 
oblique irradiation, and in thin targets we incorporate particle diagnostics which provide a 
microscopic measurement of the proton acceleration with PIC simulations. We found that 
the laser-accelerated proton source drifts on the rear surface of the target in the direction of 
projection of the laser wave vector onto the surface. The drift of the proton source is 
explained by the lateral movement of the sheath field. This moving proton source leads to 
the observation of a limited range of proton energies at any given point along the target 
surface. 
The proton source was investigated with an experimental setup and geometry similar to 
those in section 1.2. The ion emission spectrum was measured with an absolutely calibrated 
Thomson parabola spectrometer (Ter-Avetisyan et al., 2005) set up in magnifying imaging 
mode (Schreiber et al., 2006). The spectrum is imaged through a 30 μm pinhole, located at a 
distance of 5 cm from the source, on a detector screen 75 cm behind the pinhole, at 45° laser 
incidence on a 13 μm aluminum target; see Fig.9.  
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Fig. 9. a), b), c) CCD picture of the proton spectrum at 450 laser incidence on a target 
measured in the direction of target normal with a magnified imaging ratio of 1:15. The ideal 
parabola trace is the solid line in the figure a) inset. b) Proton spectrum from a Mylar target. 
c) Proton spectrum from Al target when proton beam passes through two pinholes. d) 
Schematic figure of the geometry of two pinhole measurement. 
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Fig. 8. Ion density distribution for a) large (L = 3.5 µm) and b) small (L = 0.3 µm) pre-plasma 
cases. Laser irradiation is from the left boundary, where the spot size is 15 μm, and the spot 
centre corresponds to y = 8.5 µm at the left boundary. Two arrows in b) indicate the trace of 
the laser spot centre and the target-normal projection of the spot centre. 

These different electron acceleration processes lead to differences in the lateral distributions 
of the rear side sheath field and proton acceleration as follows. The target size is 2 µm in 
thickness and 50 µm in width. The targets consist of 50% protons and 50% C4+. Laser 
conditions are the same as above except that the laser pulses have a spot size of 15 µm with 
a super-Gaussian distribution. The boundary conditions are absorbing in the x- and y-
directions. Ion density profiles at 150 fs after the pulse has ended are shown in Fig.8.  
For the large pre-plasma case, the ion distribution is symmetric with respect to the laser axis 
passing through the laser focal point at the critical surface. Since a large part of the hot 
electrons propagate in the target-normal direction, the sheath field structure is similar to the 
normal incidence case. For the small pre-plasma case, however, the proton distribution is 
non-uniform and asymmetric. As is seen in previous simulations, very energetic electrons 
are accelerated in the laser propagation direction, and lower energy electrons are generated 
in the target-normal direction via vacuum heating. These two components result in two 
acceleration fronts of protons, which are clearly seen in Fig.8b and detected in the 
experiment. The distance between the two acceleration points depends on target thickness 
and size of pre-plasma. In PIC simulation, the target is thinner and the density is lower than 
in the experiments. Thus the separation distance is considered to be larger than is visible in 
PIC simulation. Also, in Fig.8 we show the angular distributions for pre-plasma scales of 0.3 
and 3.5 µm in order to see clear differences, but similar results are seen at much smaller 
differences also. The important thing is that the dominant acceleration process changes 
when the scale length becomes smaller than the wavelength. 
A PIC simulation of the experimental parameters shows that the dominant electron 
acceleration process depends on the profile of the pre-plasma. For plasmas where the scale 
length of the pre-plasma is larger than the laser wavelength, a plasma wave is resonantly 
excited at the critical density surface, which results in the generation of fast electrons 
propagating in the target-normal direction (Estabrook & Kruer, 1978). If the pre-plasma 
scale length is smaller than the laser wavelength, a well-collimated electron beam is 
accelerated by ponderomotive forces in the propagation direction of the laser (Wilks et al., 
1992, Kruer & Estabrook, 1985). Correspondingly, protons are accelerated in a target-normal 
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direction from two spatially separated sources. The laser intensity and the contrast 
determine the laser absorption process and thus they control the entire acceleration scenario. 
PIC simulations confirm these findings. 

2.3 Energy resolved spatial characteristics of laser accelerated protons 
As we have seen, interactions of relativistic-intensity laser pulses with targets with and 
without pre-plasmas are significantly different from the perspective of the dominant 
electron acceleration processes and the energy coupling to plasmas. 
To clarify the proton acceleration process that is uniquely observed for small pre-pulses, 
oblique irradiation, and in thin targets we incorporate particle diagnostics which provide a 
microscopic measurement of the proton acceleration with PIC simulations. We found that 
the laser-accelerated proton source drifts on the rear surface of the target in the direction of 
projection of the laser wave vector onto the surface. The drift of the proton source is 
explained by the lateral movement of the sheath field. This moving proton source leads to 
the observation of a limited range of proton energies at any given point along the target 
surface. 
The proton source was investigated with an experimental setup and geometry similar to 
those in section 1.2. The ion emission spectrum was measured with an absolutely calibrated 
Thomson parabola spectrometer (Ter-Avetisyan et al., 2005) set up in magnifying imaging 
mode (Schreiber et al., 2006). The spectrum is imaged through a 30 μm pinhole, located at a 
distance of 5 cm from the source, on a detector screen 75 cm behind the pinhole, at 45° laser 
incidence on a 13 μm aluminum target; see Fig.9.  
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Fig. 9. a), b), c) CCD picture of the proton spectrum at 450 laser incidence on a target 
measured in the direction of target normal with a magnified imaging ratio of 1:15. The ideal 
parabola trace is the solid line in the figure a) inset. b) Proton spectrum from a Mylar target. 
c) Proton spectrum from Al target when proton beam passes through two pinholes. d) 
Schematic figure of the geometry of two pinhole measurement. 
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The striking features of this figure are that the whole low-energy part of the spectrum is 
shifted from the ideal parabolic trace calculated according to our geometry, whereas the 
high-energy part obeys the calculated parabolic trace (solid line in Fig.9a inset) assuming 
that the ions are emitted from a fixed ion source, and finally that the trace of the low-energy 
part shows strong oscillations.  
The imaging factors of the setup include the geometry and the emitted proton beam 
characteristics, such as partial beam divergence. In Fig.9a it is found that the trace spread 
decreases with increasing proton energy. The trace spread and the partial beam divergence 
calculated for the present geometry (distance from the source to the detector) decrease from 
0.13 to 0.11 mrad when the proton energy increases from 0.2 to 3 MeV. Therefore, in the 
present geometry, the image covers only the diameter of an 18 μm area on the target with a 
magnification factor of about 15. The observed phenomena are attributed to the continuous 
movement of the proton emission source up to about 20 μm. When electron beam 
filamentation occurs during electron propagation inside the target, as it is the case for 
insulators (Manclossi et al., 2006, Fuchs et al., 2003), several proton emission points and, 
correspondingly, multiple parabolic traces would be measured. The proton spectra from 13 
and 20 μm Mylar targets taken at a relatively low laser pulse contrast (∼10−7) indicate many 
separate proton emission points on the target. In Fig.9b is given, as an example, a proton 
spectrum from a 20 μm Mylar target. Here the energy scale is calculated assuming that the 
source point is in the middle of the right blob in Fig.9b.  
The continuous proton spectrum in Fig.9a suggests that one proton source point is 
continuously moving on the surface. In order to give additional proof of this assumption, a 
second pinhole with a diameter of 150 μm was installed at 35 cm behind the first pinhole 
(see Fig.9d), in order to detect only the protons emitted from an area of 20 μm diameter with 
straight trajectories along this axis. Particles that are emitted from the other parts of the 
source and even have passed the first pinhole will be blocked by the second one. A 
continuous decrease of the size of the second pinhole led to truncation of the spectrum and 
finally only the high-energy part of the spectrum remains, which lies on the expected ideal 
parabolic trace as shown in Fig.9c, indicating that they are accelerated from the indicated 
point source. Here, another interesting point is that the source position from which the high 
energy protons are emitted does not emit the low-energy ones in the same direction. It has 
to be mentioned that these phenomena are observed only at 45° laser irradiation case.  
2D PIC simulations were carried out to see the temporal evolution of the sheath field on the 
rear surface. The simulation conditions are as follows. The targets are 13 μm in thickness 
and 70 μm in width with density of 40 nc, where nc denotes the critical density for the laser 
wavelength of 0.8 μm, and consist of electrons and Al3+ ions. The proton source is a 
contaminant layer, which is modelled as a buried proton layer at the rear surface with 
thickness of 0.1 μm and density of 1nc, i.e., the 0.1 μm layer from the rear surface is 
composed of 39 nc of Al3+ and 1nc of protons, with 40 nc electrons. The electrons initial 
temperature is set at 1 keV, and the ions are initially cold. The system size is 50 μm in the x 
direction and 70 μm in the y direction and the cell number is 2245 × 3369. 12 particles are 
used in one mesh for each species and the total number of particles is about 8×107. The 
density profile of the pre-plasma is assumed to be exponential with two scale lengths. For 
the overdense region where the density is higher than 3 nc the scale length is 0.1 μm. For the 
lower-density region, lower than 3 nc, the scale length is 0.5 or 3.5 μm. A p-polarized laser 
pulse whose spot diameter is 10 μm irradiates the target from the left boundary with the 
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incident angle of 45°. The laser pulse ramps up in five laser cycles and sustains its peak 
intensity of 2×1019 W/cm2 for a duration of 40 fs. The laser axis irradiates the target surface 
at y ≅ 17 μm. On the boundaries, particles are reflected back to the system by reducing their 
energy to the thermal one, and the electromagnetic fields are damped at the boundaries.  
 

 
Fig. 10. Temporal evolution of the electron energy density and the longitudinal electric field. 
The electron energy density is normalized by ncmc2, and observed at a) 140 fs, and c) 220 fs. 
The electric field is normalized by laser electric field, and observed at b) 140 fs, and d) 220 fs. 
The target width is 13 µm and is located at 10 µm < x < 23 µm. The black line in b) indicates 
the laser axis.  
The temporal evolution of the longitudinal electric field Ex and electron energy density 
distribution for the small pre-plasma case (0.5 μm length scale in the lower-density region) 
are shown in Fig.10. The region where electron energy density is high moves upward; this 
direction of movement is explained as follows. The high-energy electrons are accelerated in 
the laser propagation direction by ponderomotive acceleration for the small-pre-plasma 
case. When they exit from the rear surface, very energetic electrons escape from the target, 
but a large number of the electrons are dragged back and reinjected into the target toward 
the front side. As a result, electrons move upward, being trapped along the target and 
therefore the sheath field also moves in the same direction, as is seen in Fig.10, which results 
in the movement of the proton acceleration point.  
There are two components of the sheath fields showing different time evolutions. The 
sheath field induced by electrons accelerated in the target-normal direction by vacuum 
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heating is symmetric around the target-normal position and expands radially, quickly 
reducing its magnitude. Another component is generated by electrons accelerated by 
ponderomotive acceleration, with greater magnitude than the previous one, since the 
ponderomotively accelerated electrons have much higher energy than target-normal 
electrons as is shown in Fig.11 and also in Ref. (Sheng et al., 2000).  
At the early time of irradiation, a rather symmetrically expanded sheath field is induced. 
Shortly thereafter, a stronger sheath field localized at the ponderomotive position (y ∼ 29 
μm) is induced, while the symmetric field is weakened by diffusion (Fig.10d). The sheath 
field is strongest at the ponderomotive position and has a size comparable to the laser spot 
size. 
The temporal evolutions of the maximum of the sheath field intensities at different positions 
are compared in Fig.12a, where the ponderomotive position (y ∼ 29 μm), and 11 and 22 μm 
upward to the position (i.e., y = 41 and 52 μm) are chosen. As is seen from the figure, the 
intensity of the sheath field decreases as it propagates upward with velocity roughly close to 
the speed of light. The energy spectra of accelerated protons observed at those positions 
with 2 μm width are shown in Fig.12b. In the figure, the time delay of the proton 
acceleration due to the sheath movement is taken into account. It is seen that protons with 
the highest energies (2.3 ≤ E ≤ 3.0 MeV) are accelerated at the ponderomotive position by the 
strong sheath field, and protons accelerated in the upper position by the weakened field 
have lower energies. 

    
Fig. 11. Angular distribution of laser-accelerated electrons for scale length of preplasma a) 
0.5 and b) 3.5 µm. 

Since the lateral movement of the region of high electron energy density is due to the lateral 
movement of ponderomotively accelerated electrons, the scale length of the pre-plasma is 
crucial for the drift since the dominant acceleration process depends on the scale length. The 
angular distributions of electron momentum inside the targets are compared for two 
different scale lengths, i.e., 0.5 and 3.5 μm, shown in Figs.11a and 11b. In the small-pre-
plasma case, the high-energy electrons are well collimated and accelerated along the laser 
propagation direction by the ponderomotive acceleration. On the other hand, in the large-
pre-plasma case, the electrons are dominantly accelerated toward the target-normal 
direction by the resonance absorption. In this case, the electrons propagating away from the 
rear surface return to the target in every direction like a fountain, which results in the 
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symmetric expansion of the sheath field. As a result, in the large pre-plasma case, directional 
lateral drift of the sheath field and proton source movement are not observed.  
The target thickness is also an important parameter. The lateral movement of the sheath 
field becomes less effective as the target thickness increases, since the electron energy 
density at the target surface decreases due to the expansion of the high-energy electrons into 
the target. Therefore, the target thickness is chosen to be comparable to or less than the laser 
pulse length for effective lateral drift of the sheath field. Also, the laser intensity is required 
to be relativistic so that the ponderomotive acceleration becomes dominant, generating a 
directional electron beam toward the laser propagation direction. A number of experiments 
on laser-proton acceleration have been carried out with similar parameters in terms of the 
laser intensity, irradiation angle, pulse duration, and target material and thickness (Hegelich 
et al., 2002, Fuchs et al., 2006, Cowan et al., 2004). But lateral drift of the sheath field has not 
been observed. The critical difference is the level of ASE. In the above cited experiments, the 
ASE level is mentioned as ∼ 4×1012 W/cm2, and in our experiments the ASE is reduced to 
~1×1011 W/cm2 by use of a specifically delayed pump mode with a comparable duration. 
 
 

 
Fig. 12. a) Temporal evolutions of maxima of sheath field intensity at different positions  
y = 30, 41, and 52 µm. b) Proton energy spectra observed at three positions chosen the same 
as in a). The observation timings are delayed for the upper position such that t = 400, 440, 
and 480 fs at y = 30, 41, and 52 µm, respectively, since there is a time delay before the sheath 
field reaches and starts to accelerate protons. 
Thus the amount of energy of the ASE is lowered by roughly 1/40 in our experiments, 
which leads to the estimated scale length being lowered by 1/6. In the numerical 
simulations by Fuchs et al., (2006), which show good agreement with the experimental 
results, the scale length is set at 3 μm, which is consistent with the scale length of 0.5 μm in 
our experimental conditions. Finally, we want to mention the oscillation in the parabolic 
trace for the low-energy part. This might be attributable to the complex electron transport 
coupled to self-induced electric and magnetic fields on the rear surface. In the above 
simulations, a magnetic field of ∼30 MG and electric field of ∼1 TV/m are observed, induced 
by the lateral transport of high-energy electrons with an estimated current of roughly tens of 
kiloamperes. This surface current would be disturbed by a Weibel-like instability (Weibel, 
1959), whose wave vector lies dominantly in the z direction, which is not taken into account 
in a two-dimensional (2D) simulation. Its understanding and consideration of 3D effects are 
left for future work. 
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in a two-dimensional (2D) simulation. Its understanding and consideration of 3D effects are 
left for future work. 



 Coherence and Ultrashort Pulse Laser Emission 

 

420 

In conclusion, we have shown a scenario of proton acceleration by a fast-moving rear 
surface sheath field. This is observed as a directional shift of a single parabolic line, 
indicating that the proton emission point is drifting along the surface, which is proved by a 
two-pinhole measurement. This drift is confirmed by 2D PIC simulations which clarify the 
mechanism and conditions for the drift. The drift is only observed when intense laser pulses 
obliquely irradiate targets with small pre-plasmas. In this case, ponderomotively accelerated 
electrons propagate along the target and induce a commoving sheath field. This drift of the 
acceleration position leads to a selection of the protons by their energies as a function of the 
observation point, which might shed light on the control of laser accelerated proton energy. 

3. Tomography of an ultrafast laser driven proton source 
3.1 Correlation of spectral, spatial and angular characteristics of proton source 
Even if the measurements discussed in previous sections show a clear feature of the source, 
however, those are measurements of the ion emission from a very small area as compared to 
the whole source extension, which is about a few hundred μm. The complete scenario of the 
ion acceleration phenomena in its complexity could be given only if the source 
characteristics as a whole or at least a more extended part of it are investigated. Such 
understanding is especially important for modelling and ion beam tracing.  
In order to image a broader area of the source the principle of tomography was employed. 
Tomography is an imaging method. The object is imaged section by section (or sectioning). 
In this work we apply sectional imaging of the proton source by using an array of pinholes 
in combination with a Thomson spectrometer (Ter-Avetisyan et al., 2009a). A technique 
which provides sectional images of an object is usually referred to as a tomography, and, in 
principle, the superposition of tomographic cross sections coupled to a reconstruction 
algorithm allows the visualization of the internal structure of an object.  
Because the laser accelerated proton beam is laminar (Borghesi, et al., 2004) and 
irregularities at small scale do not disrupt the general beam characteristic it is sufficient to 
substitute the entrance pinhole of the spectrometer with a multi-pinhole array. It is installed 
perpendicular to the dispersion direction: parallel to magnetic and electric fields. This way 
the proton beam is divided into small beam-lets and the obtained spectral images combine 
the simultaneous record of many independent spectrometers which have the same 
dispersion constant (Fig.13). Because the source has a finite size and the emission is laminar 
the spectrometers record the ion spectra corresponding to different emission zones of the 
source according to their emission angle. This detection principle allows the reconstruction 
of the source, which we call here proton source tomography. It gives an energy resolved 
topographic picture of the source.  
In the experiment 40 fs pulses from a multi 10 TW Ti: Sapphire laser system were focused 
down to a 10 µm perfectly round spot onto a 5 µm Ti target.  The maximum laser intensity 
was about 2 × 1019 W/cm2.  The ASE pedestal of the laser pulse, several picoseconds before 
the pulse peak, was at a level of 10-8 relative to the peak intensity.  
The proton emission spectrum was measured with a Thomson parabola spectrometer 
calibrated in absolute terms (see more details in Ter-Avetisyan et al., 2005). The applied 
magnification (Schreiber et al., 2006), provides additionally high spatial resolution. The 
spectra were obtained from 21 beam-lets produced with a row of 21 pinholes having 30 µm 
in diameter each and a period of d = 530 µm (Fig.13). 
This pinhole mask is positioned parallel to target surface at a distance of a = 85 mm, parallel 
to the magnetic and electric fields of the Thomson spectrometer, and lie in the plane of laser  
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Fig. 13. Experimental set up. Figure inset shows imaging geometry: ions propagate along  
Z-axis, energy dispersion is along Y-axis, and analyzed emission coordinate is along X-axis. 
XY detector plane is flipped in YZ cartoon plane. Shift of pinholes (ri) and all distances are 
known from the geometry (cf. text). VSp1, VSp2, and VSx, are the virtual source points for 
protons with different energies (Ep1 > Ep2) and x-rays, respectively. 
beam polarization (p-polarized). A magnetic field of about 0.33 T between 4 cm separated 
poles was applied in the spectrometer. The spectrum was imaged on the MCP detector 
coupled to the phosphor screen located at a distance of b = 120 mm, c = 275 mm from the 
pinholes (Fig.14a). All precautions mentioned in (Ter-Avetisyan et al., 2004b) have been 
taken for the measurements. Additionally, a careful scan of the magnetic field distribution in 
all three dimensions between the magnetic poles and outside was carried out. The derived 
instrument function was conformed with an additional test experiment to exclude any 
artifact on the spectral traces caused by field inhomogeneities. 
At this geometry α = 2.3o is the largest possible angle of protons entering the spectrometer. 
The restriction comes mainly due to the finite size of MCP detector. The magnetic field 
disperses the protons acting on their zv  velocity component perpendicular to magnetic field 
which is coszv v vα= × ≅ . Therefore a possible difference in dispersion for protons passing 
through different pinholes is negligible and well below our resolution limit. It was not 
necessary to apply the electric field in order to separate the ions because of the ultra-short 
and high temporal contrast of the laser pulse, a pure proton beam was produced (Schnürer 
et al., 2007, Nickles et al., 2007).  
A typical spectral image is shown in Fig.14a. As mentioned, this picture combines in 
principle the record of many independent spectrometers (in our case - 21) located under a 
different angle to the source and having the same dispersion constant and  the bright spots 
in the right side of the figure are formed by energetic photons passing through pinholes and 
representing the axis of the spectrometers. The φo in the right side of Fig.14a are the tilt 
angles of the measured spectra from the spectrometers axes. The spectrum along the 
“central axis” has a 0o tilt. The spectrometers axes can be exactly defined with the measured 
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magnification (Schreiber et al., 2006), provides additionally high spatial resolution. The 
spectra were obtained from 21 beam-lets produced with a row of 21 pinholes having 30 µm 
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The restriction comes mainly due to the finite size of MCP detector. The magnetic field 
disperses the protons acting on their zv  velocity component perpendicular to magnetic field 
which is coszv v vα= × ≅ . Therefore a possible difference in dispersion for protons passing 
through different pinholes is negligible and well below our resolution limit. It was not 
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different angle to the source and having the same dispersion constant and  the bright spots 
in the right side of the figure are formed by energetic photons passing through pinholes and 
representing the axis of the spectrometers. The φo in the right side of Fig.14a are the tilt 
angles of the measured spectra from the spectrometers axes. The spectrum along the 
“central axis” has a 0o tilt. The spectrometers axes can be exactly defined with the measured 
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Fig. 14. (a) The imaged spectra through a row of pinholes are shown. Because the figure is 
symmetric to φo = 0 line, on one half of the figure the dependence on the tilted angle φo from 
axes is given (right upper side) and on the other half the numbering of the traces (right low 
side);  (b) Energy of the emitted protons as function of target coordinate in the beamlets 
from 1st up to 8th is depicted; (c) Proton emission angle in each beam-let depending on 
proton energies; (d) emission angle of protons with 0.5, 1, 2, 3, 4 MeV energies dependent on 
emission target coordinate. 

energetic photons which are registered over a whole angle of ± 4.6o from a source with an 
extension of about 20 µm. This means that initially the laser drives the hot electrons through 
the target with a divergence angle of about 45°. Having the axis of each pinhole-
spectrometer and the angle of departure of the proton trace from this axis, the coordinate of 
the proton emission at the target surface and the emission angle can be calculated. 
The striking features of Fig.14a are: (i) A clear spectral trace from each pinhole is observed. 
There are no crossing lines. This confirms that the beams of different energies are strongly 
laminar. (ii) The spectral traces are tilted from their axes. The “central” trace lies exactly on 
its spectrometer axis. Symmetrically, on both sides of the “central” trace all spectral traces 
have a tilt which increases with the distance to the central point with the angle φo. Because of 
the good symmetry in the following figures we will show the spectra located only on one 
side from “central axes” in order to do not overload them. 
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The analysis of the experimental data and the reconstruction of proton trajectories are 
straightforward. With the position of the pinholes along the linear array and the measured 
coordinates of the “zero points” both the target coordinate and the angle of the emitted 
protons could be calculated. This was done for different energies contributing to the spectral 
trace and by applying a simple geometrical relation. However, the scan of the magnetic field 
showed that the magnetic field lines are slightly curved in x,y and x,z planes and the 
existence of By and Bz components tilt the spectral traces. The protons will be deflected in ± x 
direction due to both ( )z yv B×  and ( )y zv B× , where the vz and vy velocity component 
appears inside the magnet due to the dispersion. This was verified in a test experiment 
where a single proton beam was injected at ten different positions inside the magnet. The 
resulting instrument function was determined and used to unfold the measured raw data. 
In Fig.14b the emitted proton energy is depicted as a function of the target coordinate 
derived from the 1st up to the 8th beam-let. It can be seen, that at the same target coordinate 
protons are emitted with different energies, while protons with the same energy arise from 
different target coordinates. As higher the energy of protons as smaller the region from 
where the emission occurs.  
The proton emission coordinate as a function of the emitted proton energies (Fig.14b) of the 
thi  beamlet can be fitted with an exponential function as:  

 exp( /0.93)
iE i i ix m n E= = × −  (1) 

where im  and in  are implicit functions of the target coordinates in relation to the pinhole i ; 
im  is the target coordinate from where the high energy protons have passed through the 

pinholes and therefore it is defined by the geometry of the pinhole array. It can be found 
that im  is a parabolic function of the period (d) of the pinhole array: 

2( ) 0.018 0.038 0.003im mm d d= − − − , where 0.018 mm is the target coordinate from where the 
high energy protons have passed through the pinhole number zero. 
Similarly, in  is also defined by the pinhole array but it shows how strong the target 
emission coordinate changes with the energy of the protons which are passing through a 
same pinhole. The in  is also a parabolic function of the pinhole array period: 

2( ) 0.06 0.11 0.01in mm d d= − − − . Therefore, the relation between these two parameters is: 
0.36i im n= × .  

The proton trajectory in each beamlet depends on proton energy as shown in Fig.14c. The 
related emission angle of the protons is continuously changing with its kinetic energy. At 
the same angle only protons with different energies are emitted. Additionally, protons with 
low energy are emitted at a smaller angle compared to protons with high energy. The 
emission along the symmetry axis of the source is unique; the protons emitted under 0o to 
the target normal are bearing any energy according to the spectral distribution. 
The dependence of the proton emission angle on energy (Fig.14c) in different beamlets can 
be fitted with an exponential function as:  

 , exp( /0,93)
in E n n iEθ α β= − × −  (2) 

where nα  is the emission angle of measured highest energy protons passing the nth pinhole. 
The nα  is a linear function from the pinhole array period: 0,02 0.65n dα = − + , showing a 
linear increase of the emission angle of high energy protons with the target coordinate and 
0.02o is the opening angle of the beam which is passing through the pinhole number 0 



 Coherence and Ultrashort Pulse Laser Emission 

 

422 

         

0
2
4
6
8

10

100

-0.8 -0.6 -0.4 -0.2 0.0

78
56

234
1

 

 

photon source

beamlets 

target coordinate (mm)

en
er

gy
 (M

eV
)

φ o

  pinholes 
number 

0.5 1 2 3 4 

0 

2.6o 

4.6o 

proton energy (MeV) 

 2 
4 
6 
8 

3.6o 

 
                                              (a)                                                            (b) 

-0.8 -0.6 -0.4 -0.2 0.0 0.2 0.4 0.6 0.8
0.0

0.5

1.0

1.5

2.0

2.5

3.0
MeV

0.5
1
2
3
4

 

θ 
(e

m
is

si
on

 a
ng

le
)

target (mm)
0 1 2 3 4

0.0

0.5

1.0

1.5

2.0

2.5

3.0

 

 

pi
on

ho
le

s 
nu

m
be

r

8
7
6
5
4
3
2
1

"zero" points

θo  e
m

is
si

on
 a

ng
le

energy (MeV)  
 

                                                    (c)                                                         (d) 

Fig. 14. (a) The imaged spectra through a row of pinholes are shown. Because the figure is 
symmetric to φo = 0 line, on one half of the figure the dependence on the tilted angle φo from 
axes is given (right upper side) and on the other half the numbering of the traces (right low 
side);  (b) Energy of the emitted protons as function of target coordinate in the beamlets 
from 1st up to 8th is depicted; (c) Proton emission angle in each beam-let depending on 
proton energies; (d) emission angle of protons with 0.5, 1, 2, 3, 4 MeV energies dependent on 
emission target coordinate. 

energetic photons which are registered over a whole angle of ± 4.6o from a source with an 
extension of about 20 µm. This means that initially the laser drives the hot electrons through 
the target with a divergence angle of about 45°. Having the axis of each pinhole-
spectrometer and the angle of departure of the proton trace from this axis, the coordinate of 
the proton emission at the target surface and the emission angle can be calculated. 
The striking features of Fig.14a are: (i) A clear spectral trace from each pinhole is observed. 
There are no crossing lines. This confirms that the beams of different energies are strongly 
laminar. (ii) The spectral traces are tilted from their axes. The “central” trace lies exactly on 
its spectrometer axis. Symmetrically, on both sides of the “central” trace all spectral traces 
have a tilt which increases with the distance to the central point with the angle φo. Because of 
the good symmetry in the following figures we will show the spectra located only on one 
side from “central axes” in order to do not overload them. 
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The analysis of the experimental data and the reconstruction of proton trajectories are 
straightforward. With the position of the pinholes along the linear array and the measured 
coordinates of the “zero points” both the target coordinate and the angle of the emitted 
protons could be calculated. This was done for different energies contributing to the spectral 
trace and by applying a simple geometrical relation. However, the scan of the magnetic field 
showed that the magnetic field lines are slightly curved in x,y and x,z planes and the 
existence of By and Bz components tilt the spectral traces. The protons will be deflected in ± x 
direction due to both ( )z yv B×  and ( )y zv B× , where the vz and vy velocity component 
appears inside the magnet due to the dispersion. This was verified in a test experiment 
where a single proton beam was injected at ten different positions inside the magnet. The 
resulting instrument function was determined and used to unfold the measured raw data. 
In Fig.14b the emitted proton energy is depicted as a function of the target coordinate 
derived from the 1st up to the 8th beam-let. It can be seen, that at the same target coordinate 
protons are emitted with different energies, while protons with the same energy arise from 
different target coordinates. As higher the energy of protons as smaller the region from 
where the emission occurs.  
The proton emission coordinate as a function of the emitted proton energies (Fig.14b) of the 
thi  beamlet can be fitted with an exponential function as:  

 exp( /0.93)
iE i i ix m n E= = × −  (1) 

where im  and in  are implicit functions of the target coordinates in relation to the pinhole i ; 
im  is the target coordinate from where the high energy protons have passed through the 

pinholes and therefore it is defined by the geometry of the pinhole array. It can be found 
that im  is a parabolic function of the period (d) of the pinhole array: 

2( ) 0.018 0.038 0.003im mm d d= − − − , where 0.018 mm is the target coordinate from where the 
high energy protons have passed through the pinhole number zero. 
Similarly, in  is also defined by the pinhole array but it shows how strong the target 
emission coordinate changes with the energy of the protons which are passing through a 
same pinhole. The in  is also a parabolic function of the pinhole array period: 

2( ) 0.06 0.11 0.01in mm d d= − − − . Therefore, the relation between these two parameters is: 
0.36i im n= × .  

The proton trajectory in each beamlet depends on proton energy as shown in Fig.14c. The 
related emission angle of the protons is continuously changing with its kinetic energy. At 
the same angle only protons with different energies are emitted. Additionally, protons with 
low energy are emitted at a smaller angle compared to protons with high energy. The 
emission along the symmetry axis of the source is unique; the protons emitted under 0o to 
the target normal are bearing any energy according to the spectral distribution. 
The dependence of the proton emission angle on energy (Fig.14c) in different beamlets can 
be fitted with an exponential function as:  

 , exp( /0,93)
in E n n iEθ α β= − × −  (2) 

where nα  is the emission angle of measured highest energy protons passing the nth pinhole. 
The nα  is a linear function from the pinhole array period: 0,02 0.65n dα = − + , showing a 
linear increase of the emission angle of high energy protons with the target coordinate and 
0.02o is the opening angle of the beam which is passing through the pinhole number 0 
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(Fig.13). The parameter nβ  shows how strong the emission angle of protons changes if they 
are passing through the same pinhole with different energies. The nβ  is the parabolic 
function of the pinhole array period (d) and can be expressed as 20.04 0.07 0.005n d dβ = − − + . 
It means that going with increasing distance to the centre and from one pinhole to the next 
one the angle increases in respect to a similar change of the energy.  
The emission angles of protons with the same energy but with different emission 
coordinates in relation to the 16 beamlets which are symmetrically located on both sides of 
the “central axes” are shown in Fig.14d. For each proton energy the data can be fitted with 
the Lorentz function and it can be found that the width of the source ( xΔ ) is an exponential 
function of the proton energies: 0.5~x E−Δ .  
With these relations one can reconstruct the proton trajectories as they are emerging from 
the target. One can see in Fig.15a, where as an example 0.5 and 4 MeV proton trajectories are 
shown, that protons with a same energy are accelerated as an expanding laminar beam.  The 
emission angle increases with the target coordinate (or the distance from the source centre) 
and higher energies belong to a large emission angle if the same target region is analyzed. 
Additionally, the measured high energy protons are emitted from a smaller target region 
than the lower energetic once.  
 

 
Fig. 15. a) Reconstructed proton trajectories as they are emerging from the target. As an 
example are shown 0.5 and 4 MeV proton trajectories. b) Simulated angular spread of 
proton emission depending on proton energy for 40 fs and 500 fs laser pulses. 
The discussion above makes clear, that each beam-let is formed by an unique combination of 
energy, target coordinate and emission angle of the protons. The low energy protons are 
emitted with a smaller angle than the high energetic ones (Fig.15a). At first glance this 
observation seems to be in contradiction with a statement in (Cowan et al., 2004) that the 
angular envelope of the protons with increasing proton energy is decreasing. There are two 
things which make a decisive comparison to other experiments and its conclusions difficult. 
First, there are no data known to us from the literature with a similar resolution in order to 
make a direct comparison concerning the emission of the central part of the beam as we 
performed. Second, due to the present limitation of the observed range of angles we did not 
look to the maximum extension of the source as a function of energy. The latter one is in 
other works mainly attributed to the source size. If one calculates the ratio between the 
emission coordinates (source size) and the emission angle as a function of the ion kinetic 
energy one finds a qualitative similar functional dependence of our data and those from 
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other work. Nevertheless a final conclusion for different experimental parameters realized 
in different work should be drawn from data with similar resolution. However, the 
discussed features unambiguously follow directly from the experimental findings. Also 
recent experiments showed (Roth et al., 2005) that the highest energy protons are emitted in 
the central, high density portion of the sheath distribution, which agrees with the present 
results (Fig.14b). Nevertheless, it is likely that both the used long pulse (350 - 850 ps) and 
high laser energy (20 - 30 J) (Cowan et al., 2004), in contrast to our ultra-short pulse (40 fs) 
with “low” energy (0.7 J), and more importantly the high temporal laser pulse contrast (10-7 
- 10-8) (Nickles et al., 2007) are the decisive parameters for the proton source formation and 
emission characteristics of the accelerated particles.  
In order to look particularly to proton acceleration scenarios in case of long and high energy 
laser pulses in comparison to short and low energy laser pulses 2D particle-in-cell (PIC) 
simulations were performed. The simulation box had a size of 150 μm × 150 μm. The 10 μm 
thick and 150 µm long target was located at the coordinate 12.0 < x(μm) < 22.0. The pre-
plasma was set 0.5 µm in front of the target and composed of Al3+ cold ions and 500 eV 
electrons with a density 20 nc. The nc denotes the critical density. A proton contamination 
layer was buried within a distance of 0.5 µm from the rear surface. The laser with a 
wavelength of 0.8 µm and focused to 10 µm was irradiating the target under 0o. The laser 
pulse durations were set as 40 fs and 500 fs and had Gaussian profiles both in space and 
time. The electromagnetic field was damped at the boundary of the simulation box, and the 
particles were reflected with thermal energy.  
The simulation results of the proton energy dependence on the emission angle are shown in 
Fig.15b. The full simulation time was 900 fs for the short, and 1400 fs for the long laser pulse.  
The difference is apparent: For the 500 fs laser pulse irradiation the angular spread of the 
accelerated protons is gradually increasing with decreasing proton energies, as it was 
observed in (Cowan et al., 2004). This is in contrast to the case of the 40 fs laser pulse 
irradiation where the higher energetic protons have the largest angular spread, and the 
emission angle decreases with the proton energy. In the long pulse case, the sheath field 
accelerates protons for roughly 500 fs, where the acceleration is described by hydrodynamic 
plasma evolution (Mora, 2003). In short pulse case the maximum sheath field is sustained 
only about 40 fs while protons are about to be accelerated. When the proton acceleration 
starts, the sheath field is still expanding and the accelerating front has a large curvature, 
which results in larger angular spread for higher energetic protons. The simulated energies 
and the angular spreads are quite comparable to that presented here and to the 
experimental results in (Cowan et al., 2004).  
Additionally, results of simulation for the angular behaviour of protons emitted from 
different target coordinates are similar to those shown in Fig.15b for both 40 fs and 500 fs 
laser irradiation cases. Therefore, one can conclude, that the observed features in the present 
experiments is an unique property of the ultrashort and high contrast laser pulse 
acceleration scenario.  
On base of the found interconnections between the target coordinate, emission angle and 
energy of emitted protons, one can constitute the following rules: 
- The proton emission is directed to the target normal and it is symmetric to the laser 

axis. 
- Protons with different energies are emitted such that: as higher the proton energy as 

smaller the source size but as bigger the emission angle in relation to the source size  
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(Fig.13). The parameter nβ  shows how strong the emission angle of protons changes if they 
are passing through the same pinhole with different energies. The nβ  is the parabolic 
function of the pinhole array period (d) and can be expressed as 20.04 0.07 0.005n d dβ = − − + . 
It means that going with increasing distance to the centre and from one pinhole to the next 
one the angle increases in respect to a similar change of the energy.  
The emission angles of protons with the same energy but with different emission 
coordinates in relation to the 16 beamlets which are symmetrically located on both sides of 
the “central axes” are shown in Fig.14d. For each proton energy the data can be fitted with 
the Lorentz function and it can be found that the width of the source ( xΔ ) is an exponential 
function of the proton energies: 0.5~x E−Δ .  
With these relations one can reconstruct the proton trajectories as they are emerging from 
the target. One can see in Fig.15a, where as an example 0.5 and 4 MeV proton trajectories are 
shown, that protons with a same energy are accelerated as an expanding laminar beam.  The 
emission angle increases with the target coordinate (or the distance from the source centre) 
and higher energies belong to a large emission angle if the same target region is analyzed. 
Additionally, the measured high energy protons are emitted from a smaller target region 
than the lower energetic once.  
 

 
Fig. 15. a) Reconstructed proton trajectories as they are emerging from the target. As an 
example are shown 0.5 and 4 MeV proton trajectories. b) Simulated angular spread of 
proton emission depending on proton energy for 40 fs and 500 fs laser pulses. 
The discussion above makes clear, that each beam-let is formed by an unique combination of 
energy, target coordinate and emission angle of the protons. The low energy protons are 
emitted with a smaller angle than the high energetic ones (Fig.15a). At first glance this 
observation seems to be in contradiction with a statement in (Cowan et al., 2004) that the 
angular envelope of the protons with increasing proton energy is decreasing. There are two 
things which make a decisive comparison to other experiments and its conclusions difficult. 
First, there are no data known to us from the literature with a similar resolution in order to 
make a direct comparison concerning the emission of the central part of the beam as we 
performed. Second, due to the present limitation of the observed range of angles we did not 
look to the maximum extension of the source as a function of energy. The latter one is in 
other works mainly attributed to the source size. If one calculates the ratio between the 
emission coordinates (source size) and the emission angle as a function of the ion kinetic 
energy one finds a qualitative similar functional dependence of our data and those from 
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other work. Nevertheless a final conclusion for different experimental parameters realized 
in different work should be drawn from data with similar resolution. However, the 
discussed features unambiguously follow directly from the experimental findings. Also 
recent experiments showed (Roth et al., 2005) that the highest energy protons are emitted in 
the central, high density portion of the sheath distribution, which agrees with the present 
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with “low” energy (0.7 J), and more importantly the high temporal laser pulse contrast (10-7 
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emission characteristics of the accelerated particles.  
In order to look particularly to proton acceleration scenarios in case of long and high energy 
laser pulses in comparison to short and low energy laser pulses 2D particle-in-cell (PIC) 
simulations were performed. The simulation box had a size of 150 μm × 150 μm. The 10 μm 
thick and 150 µm long target was located at the coordinate 12.0 < x(μm) < 22.0. The pre-
plasma was set 0.5 µm in front of the target and composed of Al3+ cold ions and 500 eV 
electrons with a density 20 nc. The nc denotes the critical density. A proton contamination 
layer was buried within a distance of 0.5 µm from the rear surface. The laser with a 
wavelength of 0.8 µm and focused to 10 µm was irradiating the target under 0o. The laser 
pulse durations were set as 40 fs and 500 fs and had Gaussian profiles both in space and 
time. The electromagnetic field was damped at the boundary of the simulation box, and the 
particles were reflected with thermal energy.  
The simulation results of the proton energy dependence on the emission angle are shown in 
Fig.15b. The full simulation time was 900 fs for the short, and 1400 fs for the long laser pulse.  
The difference is apparent: For the 500 fs laser pulse irradiation the angular spread of the 
accelerated protons is gradually increasing with decreasing proton energies, as it was 
observed in (Cowan et al., 2004). This is in contrast to the case of the 40 fs laser pulse 
irradiation where the higher energetic protons have the largest angular spread, and the 
emission angle decreases with the proton energy. In the long pulse case, the sheath field 
accelerates protons for roughly 500 fs, where the acceleration is described by hydrodynamic 
plasma evolution (Mora, 2003). In short pulse case the maximum sheath field is sustained 
only about 40 fs while protons are about to be accelerated. When the proton acceleration 
starts, the sheath field is still expanding and the accelerating front has a large curvature, 
which results in larger angular spread for higher energetic protons. The simulated energies 
and the angular spreads are quite comparable to that presented here and to the 
experimental results in (Cowan et al., 2004).  
Additionally, results of simulation for the angular behaviour of protons emitted from 
different target coordinates are similar to those shown in Fig.15b for both 40 fs and 500 fs 
laser irradiation cases. Therefore, one can conclude, that the observed features in the present 
experiments is an unique property of the ultrashort and high contrast laser pulse 
acceleration scenario.  
On base of the found interconnections between the target coordinate, emission angle and 
energy of emitted protons, one can constitute the following rules: 
- The proton emission is directed to the target normal and it is symmetric to the laser 

axis. 
- Protons with different energies are emitted such that: as higher the proton energy as 

smaller the source size but as bigger the emission angle in relation to the source size  
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- Protons with the same energy are emitted from different target coordinates such that: as 
far away from the centre as larger the emission angle 

- Protons which are emitted from the same target coordinate but with different energies 
obey to the following: as higher the energy as larger the emission angle. 

3.2 Correlation of spectral, spatial and angular characteristics of proton source 
The measurements discussed in section I.4 were made around the central symmetry axis of 
the source. Due to the limited size of the detector only protons with 0.5 to 4 MeV energies 
emitted within a 2-3 degree angle were analysed. In order to acquire an understanding 
about the whole source behaviour, broader proton energy ranges have to be covered. 
Additionally, it is of interest and necessary to explore to what extent the measured proton 
source properties near the central symmetry axis are applicable to the whole and much more 
extended proton source. Particularly in view of planning proton beam steering systems it is 
necessary to know up to which point the measured energy dependence of the angular 
emission characteristic is preserved. 
Here, the investigation of the source emission characteristics was extended at larger angles 
from the central symmetry axis and in a rather large range of proton kinetic energies from 
0.06 MeV up to 4 MeV.  
The measurement of the proton emission spectrum was carried out similar to section 3.1 
Being restricted by the size of the detector a good compromise between the requirements of 
high magnification and of an extended spectral range was found by locating the pinhole 
array at a distance of about a = 30 mm from the target surface and the detector screen at b = 
195, c = 255 mm from the pinholes (Fig.13). The inset of Fig.13 shows the imaging geometry 
which allowed a complete characterisation of the source in the whole spectral range. 
In our previous section 3.1 the pinhole array was aligned in such a way that the central 
symmetry axis of the plasma crossed the central pinhole. In the measurements reported here 
we applied an imaging geometry with higher magnification and, distinctively, the pinhole 
array was shifted along the Y axis (i.e. parallel to the target surface and away from the ion 
beam central axis) (see inset of Fig.13). This shift, of about 2 mm, gave a corresponding shift 
of about 40 mm for the positions of  the “zero” points on the detector. The observation angle 
extended up to 4.77 degrees relative to central symmetry axis of the plasma. In fact, with this 
geometry we imaged a source area centred at about 70 µm from the source centre.  
The respective spectral traces cover the high energy part of the spectra (Fig.16a) in the same 
way as in section 3.1 but extend the source imaging region to cover energies down to 0.2 
MeV protons. Fig.16a looks very similar to Fig.14a in section 3.1 where a lower 
magnification was applied. The data analysis confirmed that the observed spatial and 
angular characteristics of the emitted protons are exactly the same as in the case of axis-
symmetric detection (section 3.1) and can be treated in a similar manner. The tilts of the 
spectra from their axes are still symmetric relative to the zero degree trace (i.e. the trace due 
to the pinhole on-axis with the interaction point). For the 45° incidence on target as 
employed in the experiment the focus is elliptically shaped and has two main symmetry 
axes and therefore one should expect the source area to show also this elliptical symmetry. 
We have measured along the short main axis of the elliptically shaped source area. As a 
result also the tilts of the trajectories for the corresponding energies from the main axis are 
symmetric relative to the “central” trace. The data analysis was carried out by treating the 
signal observed as the result of 21 independent spectrometers as defined by the pinholes.  
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Fig. 16. a) Spectral traces of a row of pinhole images: On the right side of the figure the tilt 
angle φo of the spectral traces from the central symmetry axes corresponding to φo = 0 line 
(target normal) and respective numbers of beam-lets (in brackets) are given. b) Proton 
emission angle in each beam-let depending on proton energies in beamlets from 1st up to 
4th is depicted. c) Emitted proton energy as function of target coordinates in beamlets from 
1st up to 4th. d) Emission angle of protons with 0.2, 0.5, 1, 2, 3, and 4 MeV energies 
dependent on target emission coordinate is exhibited.  
Each spectrometer axis was defined by the coordinate of the “zero” point and the coordinate 
of the corresponding pinhole (Fig.13). If protons within the observed energy range are all 
emitted from the same source point the projection of their spectrum on the X-axis of the 
detector (Fig.13) should be a point, i.e. the line describing the spectrum should be along the 
Y axis. The measurement showed instead that the lines described by the spectra in the 
detector plane are tilted with respect to the Y axis i.e. the projection on the X axis is different 
for different energies (Fig.16a). From the X coordinate of the projection for a particular 
energy the corresponding pinhole coordinate and assuming straight propagation of the 
particles, the coordinate on the target surface from where the corresponding proton is 
emitted (inset of Fig.13) can be calculated. 
The “zero” points coupled with the position of the corresponding pinhole, are used as a 
reference to define the axes of the spectrometers. When using MCP detectors, the “zero” 
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- Protons with the same energy are emitted from different target coordinates such that: as 
far away from the centre as larger the emission angle 

- Protons which are emitted from the same target coordinate but with different energies 
obey to the following: as higher the energy as larger the emission angle. 

3.2 Correlation of spectral, spatial and angular characteristics of proton source 
The measurements discussed in section I.4 were made around the central symmetry axis of 
the source. Due to the limited size of the detector only protons with 0.5 to 4 MeV energies 
emitted within a 2-3 degree angle were analysed. In order to acquire an understanding 
about the whole source behaviour, broader proton energy ranges have to be covered. 
Additionally, it is of interest and necessary to explore to what extent the measured proton 
source properties near the central symmetry axis are applicable to the whole and much more 
extended proton source. Particularly in view of planning proton beam steering systems it is 
necessary to know up to which point the measured energy dependence of the angular 
emission characteristic is preserved. 
Here, the investigation of the source emission characteristics was extended at larger angles 
from the central symmetry axis and in a rather large range of proton kinetic energies from 
0.06 MeV up to 4 MeV.  
The measurement of the proton emission spectrum was carried out similar to section 3.1 
Being restricted by the size of the detector a good compromise between the requirements of 
high magnification and of an extended spectral range was found by locating the pinhole 
array at a distance of about a = 30 mm from the target surface and the detector screen at b = 
195, c = 255 mm from the pinholes (Fig.13). The inset of Fig.13 shows the imaging geometry 
which allowed a complete characterisation of the source in the whole spectral range. 
In our previous section 3.1 the pinhole array was aligned in such a way that the central 
symmetry axis of the plasma crossed the central pinhole. In the measurements reported here 
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array was shifted along the Y axis (i.e. parallel to the target surface and away from the ion 
beam central axis) (see inset of Fig.13). This shift, of about 2 mm, gave a corresponding shift 
of about 40 mm for the positions of  the “zero” points on the detector. The observation angle 
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We have measured along the short main axis of the elliptically shaped source area. As a 
result also the tilts of the trajectories for the corresponding energies from the main axis are 
symmetric relative to the “central” trace. The data analysis was carried out by treating the 
signal observed as the result of 21 independent spectrometers as defined by the pinholes.  
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Fig. 16. a) Spectral traces of a row of pinhole images: On the right side of the figure the tilt 
angle φo of the spectral traces from the central symmetry axes corresponding to φo = 0 line 
(target normal) and respective numbers of beam-lets (in brackets) are given. b) Proton 
emission angle in each beam-let depending on proton energies in beamlets from 1st up to 
4th is depicted. c) Emitted proton energy as function of target coordinates in beamlets from 
1st up to 4th. d) Emission angle of protons with 0.2, 0.5, 1, 2, 3, and 4 MeV energies 
dependent on target emission coordinate is exhibited.  
Each spectrometer axis was defined by the coordinate of the “zero” point and the coordinate 
of the corresponding pinhole (Fig.13). If protons within the observed energy range are all 
emitted from the same source point the projection of their spectrum on the X-axis of the 
detector (Fig.13) should be a point, i.e. the line describing the spectrum should be along the 
Y axis. The measurement showed instead that the lines described by the spectra in the 
detector plane are tilted with respect to the Y axis i.e. the projection on the X axis is different 
for different energies (Fig.16a). From the X coordinate of the projection for a particular 
energy the corresponding pinhole coordinate and assuming straight propagation of the 
particles, the coordinate on the target surface from where the corresponding proton is 
emitted (inset of Fig.13) can be calculated. 
The “zero” points coupled with the position of the corresponding pinhole, are used as a 
reference to define the axes of the spectrometers. When using MCP detectors, the “zero” 
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points can be due to X-rays (Ter-Avetisyan et al., 2009b) and neutral particles (Busch, et al., 
2003, McKenna et al., 2007) which are undeflected by the magnetic field in the spectrometers.  
The data analysis shows that the trend observed in section 3.1 of the proton emission angle 
decreasing with decreasing proton energy is preserved in these measurements (Fig.16b). 
Additionally, higher energy protons are emitted from a smaller target region (Fig.16c) with 
higher divergence (Fig.16d) while the proton source for lower energies becomes larger and 
has a lower divergence. These trends confirm the assumption that “each source point 
behaves similarly” which allows one to characterise the general source behaviour 
independently from the specific area of the source under observation. Therefore a similar 
approach for the calculation of the proton emission trajectories (section 3.1) has been applied.  

 
Fig. 17. Reconstructed proton trajectories as they are emerging from the target. As an 
example a) proton trajectory passing through 1 and -1 pinholes are shown. The virtual 
source position in front of the target is deduced by linear interpolation of the proton 
trajectory lines (dashed lines). b) The virtual source position in front of the target for 
different proton energies is shown. 
The trajectories of protons with different energies, which pass for example through the 
pinholes +1 and -1 are deduced from the spectral traces and shown in Fig.17a. One can 
adopt a virtual source concept to describe the behaviour of a laminar ion source, as 
discussed in (Borghesi, et al., 2004). If one assumes that the propagation of the proton beam 
after the acceleration process is ballistic and there is no ion interaction within the beam, the 
proton trajectories are straight lines (inset of Fig.13) and one can trace back these trajectories 
to a virtual source (VSp) in front of the target as shown in Fig.17a (dash lines).  
The virtual source position in front of the target changes for different proton energies 
(Fig.17b), which means that the protons with different energies are emitted with a different 
curvature of the accelerating sheath field. In the inset of Fig.13 the virtual source points for 
protons with different energies, where Ep1 > Ep2, are shown. This hints at a change of the 
sheath field curvature during the acceleration process.  
As a next step measurements with a larger displacement of the observation axis were 
realized (i.e. the pinhole array was shifted sideways so that the central pinhole was further 
away from the interaction axis). This set of measurements was aimed to explore the 
emission characteristics far from the source centre. Furthermore, the measurement was 
extended to protons with even lower energy. A displacement of the observation axis of 
about 1 mm from the central source axis was set, which corresponds (for the central pinhole 
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of the array) to an observation angle of about 4.88 degree relative to the central symmetry 
axis of the plasma. The measured proton spectra are shown in Fig.18a. 
Due to the limited size of the detector the “zero points” are not visible in this case. As the 
“zero point” coordinates are needed for the trajectory reconstruction now the deflecting 
electric field of the Thomson spectrometer was switched on in separate shots to perform an 
energy calibration by using deflection of protons in an applied electric field. From the 
parabolic traces the corresponding “zero points” were extrapolated and these extrapolated 
coordinates have been used to analyze the measurements for the respective pinhole and 
spectrometer setting. The proton emission angle depends on proton energies as shown in 
Fig.18b. The data show clearly (Fig.18b) the continuous decrease of the proton emission 
angles relative to target normal with decreasing proton energies. This tendency holds down 
to proton energies of about 0.14 MeV which are emitted along the target normal; therefore 
one can say that they are “collimated”. The proton beam at energies lower than 0.14 MeV is  
 

           
Fig. 18. a) The imaged spectra through a row of pinholes are shown. On the right side the 
numbers of beam-lets are given. b) Proton emission angle in each beam-let depending on 
proton energies in beam-lets is depicted. c) Emitted proton energy as function of target 
coordinate and (d) emission angle of protons with 0.06, 0.08, 0.1, 0.15, 0.2, 0.25 and 0.3 MeV 
energies dependent on emission coordinate is exhibited. θ0 = 0 is the angle of target normal. 
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approach for the calculation of the proton emission trajectories (section 3.1) has been applied.  
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curvature of the accelerating sheath field. In the inset of Fig.13 the virtual source points for 
protons with different energies, where Ep1 > Ep2, are shown. This hints at a change of the 
sheath field curvature during the acceleration process.  
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realized (i.e. the pinhole array was shifted sideways so that the central pinhole was further 
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emission characteristics far from the source centre. Furthermore, the measurement was 
extended to protons with even lower energy. A displacement of the observation axis of 
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of the array) to an observation angle of about 4.88 degree relative to the central symmetry 
axis of the plasma. The measured proton spectra are shown in Fig.18a. 
Due to the limited size of the detector the “zero points” are not visible in this case. As the 
“zero point” coordinates are needed for the trajectory reconstruction now the deflecting 
electric field of the Thomson spectrometer was switched on in separate shots to perform an 
energy calibration by using deflection of protons in an applied electric field. From the 
parabolic traces the corresponding “zero points” were extrapolated and these extrapolated 
coordinates have been used to analyze the measurements for the respective pinhole and 
spectrometer setting. The proton emission angle depends on proton energies as shown in 
Fig.18b. The data show clearly (Fig.18b) the continuous decrease of the proton emission 
angles relative to target normal with decreasing proton energies. This tendency holds down 
to proton energies of about 0.14 MeV which are emitted along the target normal; therefore 
one can say that they are “collimated”. The proton beam at energies lower than 0.14 MeV is  
 

           
Fig. 18. a) The imaged spectra through a row of pinholes are shown. On the right side the 
numbers of beam-lets are given. b) Proton emission angle in each beam-let depending on 
proton energies in beam-lets is depicted. c) Emitted proton energy as function of target 
coordinate and (d) emission angle of protons with 0.06, 0.08, 0.1, 0.15, 0.2, 0.25 and 0.3 MeV 
energies dependent on emission coordinate is exhibited. θ0 = 0 is the angle of target normal. 
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convergent and in the detector plane one can see the crossing of trajectories at about 0.12 
MeV (Fig.18b). For such low proton energies the source size becomes as large as a few mm 
(Fig.18c). Concerning this largely extended source area we thus found that the beam 
becomes converging (Fig.18d) as much as the proton energy decreases. On basis of this 
measurement geometry the proton trajectories are calculated and traced back to the target 
surface (cf. Fig.19a). 
To our knowledge this is the first observation showing that a proton beam driven by an 
ultra-short laser pulse consists of a divergent, a “collimated” and a converging component, 
with the divergence varying continuously as a function of energy.  
The structure of the transverse electric field obtained in 2D PIC simulations performed at the 
conditions as in section 3.1 gave some qualitative indication of possible reasons for the 
observed divergence-to-convergence behaviour of the proton beam.  The simulation starts at 
t= 0 and the laser peak reaches the target surface at t = 120 fs. The structure of the transverse 
electric field is plotted in Fig.19b. The bell-shaped red lines (4 are visible) represent iso-
density contour plots of protons in the accelerated bunch.  
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Fig. 19. a)Reconstructed proton trajectories as they are emerging from the target with the 
energies 0.06, 0.08, 0.1, 0.15, 0.2, 0.25 and 0.3 MeV and passing through the 1st, 2nd, and 3rd 
 pinholes are shown. b) 2D PIC simulation results: transverse component of sheath field at 
t= 500 fs (the parameters of the simulation are explained in the text). 
The protons propagate from the left to the right. At the ion front we observe transverse field 
components which are opposite with respect to the y = 75 symmetry line:  the field is 
directed up for y > 75 (red colour code) and down for y < 75 (colour code blue). The 
transverse field is most intense at the acceleration front which causes radial deflection and 
angular spreading of the higher energy protons. Behind the ion front we observe weaker 
field strength and finally a change in the field polarity (at x < 25): For the region y > 75 we 
observe now light blue coded areas (i.e. field directed down) and for y < 75 yellow ones 
(field directed up), respectively. Thus the slower protons, which are behind the fast ion 
front, experience a transverse field component which can in principle result in converging 
trajectories, as observed in the experiment for rather low energetic protons.  
The situation might be different in the case of ions accelerated by long (ps) laser pulses, 
where the longitudinal momentum gained by the ions is higher and transverse fields may be 
less effective in spreading the high energy ions. 
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Summarizing the emission properties of a proton beam accelerated by a high contrast ultra-
short laser pulse have to be understood as follows. A target source point emits protons 
within a broad range of energies. Taken two energies E1 and E2 such that 2 1E E< ,  the 
relation of the proton emission angles is 

1 1E Eθ θ< . Any point located at a distance d from 
the target rear surface and located within the total beam cone will be crossed by the 
trajectories of ions with different energies which are stemming from different target-source 
coordinates. This means, only a certain target area (S) is contributing to the ion spectrum 
which is measured at some point in the beam cone and at a certain distance from the target 
rear surface. As a result, the spectrum of the protons in that point can be controlled by 
changing the proton source area. It might be that our results apply also to the results of Ref. 
Schwoerer et al., (2006), where a proton beam with a small energy spread was detected 
when the proton source area was restricted. 
The data also indicates that the proton beam is emitted from the target so that for high 
energies it is divergent and becomes convergent for low energies (below 0.2 MeV). 2D PIC 
simulations provide indications on how the effect of field components transverse to the 
beam propagation axis could lead to these features. It will be interesting to test in future 
experiments how this behavior will scale if the cut-off energies in the ion beam are 
significantly enhanced using a laser driver providing much higher energy and intensity. 
Additionally comparative investigations with longer driver pulses may clarify whether (as it 
is likely) the divergence behavior measured here is an exclusive feature of short pulse 
interactions. 

4. Conclusion 
In this article recent studies of phenomena in relativistic proton acceleration have been 
reviewed. Experimental results have shown unique properties of protons accelerated by 
ultrashort laser pulses, which opens prospects for a broad range of applications (Borghesi et 
al., 2006).  
Significant advances in laser technology are likely to expect for the next years, leading to 
further enhancement of both the intensity of the extremely short pulses and the average 
power. These developments will surely stimulate the elaboration of new ideas and more 
advanced diagnostic developments for measuring the effects not even thought of today. All 
of this will open up new research areas, pushing current activities to new frontiers, and 
generate further excitement in the field of laser-matter physics. 
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convergent and in the detector plane one can see the crossing of trajectories at about 0.12 
MeV (Fig.18b). For such low proton energies the source size becomes as large as a few mm 
(Fig.18c). Concerning this largely extended source area we thus found that the beam 
becomes converging (Fig.18d) as much as the proton energy decreases. On basis of this 
measurement geometry the proton trajectories are calculated and traced back to the target 
surface (cf. Fig.19a). 
To our knowledge this is the first observation showing that a proton beam driven by an 
ultra-short laser pulse consists of a divergent, a “collimated” and a converging component, 
with the divergence varying continuously as a function of energy.  
The structure of the transverse electric field obtained in 2D PIC simulations performed at the 
conditions as in section 3.1 gave some qualitative indication of possible reasons for the 
observed divergence-to-convergence behaviour of the proton beam.  The simulation starts at 
t= 0 and the laser peak reaches the target surface at t = 120 fs. The structure of the transverse 
electric field is plotted in Fig.19b. The bell-shaped red lines (4 are visible) represent iso-
density contour plots of protons in the accelerated bunch.  
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Fig. 19. a)Reconstructed proton trajectories as they are emerging from the target with the 
energies 0.06, 0.08, 0.1, 0.15, 0.2, 0.25 and 0.3 MeV and passing through the 1st, 2nd, and 3rd 
 pinholes are shown. b) 2D PIC simulation results: transverse component of sheath field at 
t= 500 fs (the parameters of the simulation are explained in the text). 
The protons propagate from the left to the right. At the ion front we observe transverse field 
components which are opposite with respect to the y = 75 symmetry line:  the field is 
directed up for y > 75 (red colour code) and down for y < 75 (colour code blue). The 
transverse field is most intense at the acceleration front which causes radial deflection and 
angular spreading of the higher energy protons. Behind the ion front we observe weaker 
field strength and finally a change in the field polarity (at x < 25): For the region y > 75 we 
observe now light blue coded areas (i.e. field directed down) and for y < 75 yellow ones 
(field directed up), respectively. Thus the slower protons, which are behind the fast ion 
front, experience a transverse field component which can in principle result in converging 
trajectories, as observed in the experiment for rather low energetic protons.  
The situation might be different in the case of ions accelerated by long (ps) laser pulses, 
where the longitudinal momentum gained by the ions is higher and transverse fields may be 
less effective in spreading the high energy ions. 
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1 1E Eθ θ< . Any point located at a distance d from 
the target rear surface and located within the total beam cone will be crossed by the 
trajectories of ions with different energies which are stemming from different target-source 
coordinates. This means, only a certain target area (S) is contributing to the ion spectrum 
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beam propagation axis could lead to these features. It will be interesting to test in future 
experiments how this behavior will scale if the cut-off energies in the ion beam are 
significantly enhanced using a laser driver providing much higher energy and intensity. 
Additionally comparative investigations with longer driver pulses may clarify whether (as it 
is likely) the divergence behavior measured here is an exclusive feature of short pulse 
interactions. 

4. Conclusion 
In this article recent studies of phenomena in relativistic proton acceleration have been 
reviewed. Experimental results have shown unique properties of protons accelerated by 
ultrashort laser pulses, which opens prospects for a broad range of applications (Borghesi et 
al., 2006).  
Significant advances in laser technology are likely to expect for the next years, leading to 
further enhancement of both the intensity of the extremely short pulses and the average 
power. These developments will surely stimulate the elaboration of new ideas and more 
advanced diagnostic developments for measuring the effects not even thought of today. All 
of this will open up new research areas, pushing current activities to new frontiers, and 
generate further excitement in the field of laser-matter physics. 
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1. Introduction 
We have been investigating the inuence of atmospheric turbulence on the propagation of a 
picosecond laser pulse. The gure of merit of presented results is the time of propagation, its 
absolute delay and jitter. Phase wavefront deformation or beam prole changes were not 
studied. The correlation of the atmospheric turbulence with the propagation delay 
uctuation was measured. The research was motivated by the needs of highly precise laser 
ranging of ground, air, and space objects; and highly precise and accurate time transfer 
ground-to-space and ground-to-ground by means of picosecond optical laser pulse. 
Firstly for comparison, lets briey summarize the effects of a turbulent atmosphere to 
continuous laser beam. The total effect of atmospheric turbulences on a continuous laser 
beam propagation is a highly complex subject. Atmospheric turbulences can be dened as 
random spatial variations in the refraction index of the atmosphere resulting in a distortion 
of the spatial phase fronts of the propagating signal. Spatial phase front distortion induces 
the variable path of light energy and thus all effects described later on. Variations of the 
refraction index are caused by the turbulent motion of the atmosphere due to the variations 
in temperature and gradients in the water vapour. Following (Degnan, 1993), the optically 
turbulent atmosphere produces three effects on low power laser beams: 1) beam wander, 2) 
beam spread and 3) scintillations. Severe optical turbulence can result in a total beam break-
up. Beam wander refers to the random translation of the spatial centroid of the beam and is 
generally caused by the larger turbulent eddies through which the beam passes. In 
astronomical community it is usually referred as seeing. Beam spread is a short term growth 
in the effective divergence of the beam produced by smaller eddies in the beam path. The 
two effects are often discussed together in terms of a “long term” and “short term” beam 
spread. The “long term” beam spread includes the effects of beam wander, whereas the 
“short term” beam spread does not. For more details, see (Degnan, 1993). Maximum 
turbulence occurs at mid-day in the desert (low moisture) under clear weather conditions. 
For the usual laser wavelength of 532 nm one can expect 2.4-4.6 cm for the coherence length 
at zenith angles of 0° and 70° respectively. At the tripled Nd:YAG wavelength (355 nm) the 
corresponding values are 3.1 and 1.6 cm (Degnan, 1993). Turbulence induced beam 
spreading will only have a signicant impact on beam divergence (and hence signal level) if 
the coherence length is on the order of, or smaller than, the original effective beam waist 
radius. Since a typical 150 μrad beam implies an effective waist radius of 2.26 mm, the effect 
of beam spread on signal level for such systems is relatively small, i.e. a few percent. 
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1. Introduction 
We have been investigating the inuence of atmospheric turbulence on the propagation of a 
picosecond laser pulse. The gure of merit of presented results is the time of propagation, its 
absolute delay and jitter. Phase wavefront deformation or beam prole changes were not 
studied. The correlation of the atmospheric turbulence with the propagation delay 
uctuation was measured. The research was motivated by the needs of highly precise laser 
ranging of ground, air, and space objects; and highly precise and accurate time transfer 
ground-to-space and ground-to-ground by means of picosecond optical laser pulse. 
Firstly for comparison, lets briey summarize the effects of a turbulent atmosphere to 
continuous laser beam. The total effect of atmospheric turbulences on a continuous laser 
beam propagation is a highly complex subject. Atmospheric turbulences can be dened as 
random spatial variations in the refraction index of the atmosphere resulting in a distortion 
of the spatial phase fronts of the propagating signal. Spatial phase front distortion induces 
the variable path of light energy and thus all effects described later on. Variations of the 
refraction index are caused by the turbulent motion of the atmosphere due to the variations 
in temperature and gradients in the water vapour. Following (Degnan, 1993), the optically 
turbulent atmosphere produces three effects on low power laser beams: 1) beam wander, 2) 
beam spread and 3) scintillations. Severe optical turbulence can result in a total beam break-
up. Beam wander refers to the random translation of the spatial centroid of the beam and is 
generally caused by the larger turbulent eddies through which the beam passes. In 
astronomical community it is usually referred as seeing. Beam spread is a short term growth 
in the effective divergence of the beam produced by smaller eddies in the beam path. The 
two effects are often discussed together in terms of a “long term” and “short term” beam 
spread. The “long term” beam spread includes the effects of beam wander, whereas the 
“short term” beam spread does not. For more details, see (Degnan, 1993). Maximum 
turbulence occurs at mid-day in the desert (low moisture) under clear weather conditions. 
For the usual laser wavelength of 532 nm one can expect 2.4-4.6 cm for the coherence length 
at zenith angles of 0° and 70° respectively. At the tripled Nd:YAG wavelength (355 nm) the 
corresponding values are 3.1 and 1.6 cm (Degnan, 1993). Turbulence induced beam 
spreading will only have a signicant impact on beam divergence (and hence signal level) if 
the coherence length is on the order of, or smaller than, the original effective beam waist 
radius. Since a typical 150 μrad beam implies an effective waist radius of 2.26 mm, the effect 
of beam spread on signal level for such systems is relatively small, i.e. a few percent. 
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Atmospheric turbulence produces a uctuation in the received intensity at a point detector. 
During satellite laser ranging aperture averaging, which occurs at both the target retro-
reectors and at the ground receiving telescope, tends to reduce the magnitude of the 
uctuations. Thus the round trip propagation geometry must be considered when 
evaluating theoretical scintillation levels. The effect of scintillation is signicant under 
conditions of strong turbulence. 
In contrast with above mentioned, we have been investigating the inuence of atmospheric 
turbulence on the propagation of a picosecond laser pulse. In this case, the uctuation 
should be not described as a coherence length, but typically as a time jitter of absolute delay 
of laser pulse propagated trough the atmosphere. The research was motivated by the needs 
of highly precise laser ranging of ground, air and space objects. The ground targets laser 
ranging with picosecond single shot resolution revealed the fact, that the resulting precision 
in inuenced, among others, by the atmospheric index of refraction uctuations. The 
inuence of the atmospheric refraction index uctuations on the star image is known for a 
long time, it is called seeing (Bass, 1992). It has been studied for more than a century. It 
represents a serious limitation in the astronomical images acquisition. The angular 
resolution of large astronomical telescope is limited by the seeing, its inuence is much 
larger in comparison to a diffraction limit. Recently, numerous techniques exist for seeing 
compensation by means of adaptive optics (Roddier, 1998) active and nowadays also 
passive. 
The interesting point of view is the comparison of propagation delay between microwave 
and optical region. Due to the refractive index and its variations within the troposphere, the 
microwave signal is also naturally delayed as the optical laser pulse propagated. Typically, 
the total delay of the radio signal is divided into “hydrostatic” and “wet” components. The 
hydrostatic delay is caused by the refractivity of the dry gases in the troposphere and by the 
nondipole component of the water vapour refractivity. The main part, or about 90 % of the 
total delay, is caused by the hydrostatic delay and can be very accurately predicted for most 
of the ranging applications using surface pressure data. The dipole component of the water 
vapour refractivity is responsible for the wet delay and amounts to about 10% of the total 
delay. This corresponds to 5-40 cm (above 1 ns) for the very humid conditions. The mapping 
function is used to transform the zenith troposphere delay to the slant direction. In recent 
years, the so-called Niell Mapping Function served as a standard for processing microwave 
measurements. It was built on one year of radiosonde proles primarily from the northern 
hemisphere (Niell, 1996). Compared to the microwave technique, the main advantages of 
the SLR measurements are the insensitivity to the rst and higher order ionospheric 
propagation effects, and the relatively high accuracy with which water vapour distribution 
can be modelled. Ions are too heavy and sluggish to respond to optical frequencies in the 
300 to 900 THz band. Laser wavelengths in the visible and ultraviolet bands are typically far 
from strong absorption feature in the water vapour spectrum. Signal delay due to the water 
vapour in atmosphere is signicantly different in the optical versus the microwave band. 
The ratio is about 67, meaning that the typical “wet component” in the zenith direction of 
about 5-40 cm (above 1 ns) for the microwave band (GPS) corresponds to the delay of about 
0.1-0.6 cm (2 ps) for optical band. Since the effect is relatively small, about 80 % of the delay 
can be modelled by means of surface pressure, temperature and humidity measured on the 
station. Recently GNSS-based measurements offered new and promising possibilities, the 
global IGS network and dense regional GNSS networks developed all around the world 
provide high temporal information on the integrated atmospheric water vapour. 
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Fig. 1. Results of two wavelength ranging experiment (Hamal et al., 1988); pulse temporal 
proles recorded by the linear streak camera (a) and delay histograms from indoor (b) and 
outdoor (c) ranging. 

In contrast to astronomical imaging trough turbulent atmosphere, the picosecond pulse 
propagation and its distortion in a time domain has been studied just recently, once the 
picosecond lasers, detection and timing techniques became available. The effect has been 
observed for the rst time (Hamal et al., 1988), when laser pulses 10 picoseconds long at the 
wavelength of 1079 nm and 539 nm were propagated different atmospheric path length two 
way, see gure 1. The pulses were transmitted simultaneously using passively mode locked 
Nd:YAP laser, part of the energy was converted to the second harmonic, pulses were 
propagated to the ground target formed by corner cube retroreector at distances ranging 
from 1 to 200 meters. The returned optical signal was analysed using a linear streak camera. 
The streak camera together with image processing enabled to monitor simultaneously the 
returned signal beam direction uctuations and uctuations of the time interval between the 
two wavelength pulses. The timing resolution of the technique was high – typically 
0.5 picosecond. The experiments showed the dependence of the pulse propagation delay 
uctuation on both propagation distance and atmospheric uctuation conditions. The 
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proles recorded by the linear streak camera (a) and delay histograms from indoor (b) and 
outdoor (c) ranging. 
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propagation delay uctuations caused by the turbulent atmosphere were in the range of 0 to 
1.5 ps for the propagation length 1 to 200 meter two way. 
The experiment described above provided encouraging results, however, the technique 
(Hamal et al., 1988) was not suitable for routine measurements over longer baselines. 

2. Theoretical models 
The atmospheric turbulence – mixing of air of different temperatures, which causes random 
and rapidly changing uctuations of air refractive index and hence unpredictable 
uctuations from standard models of atmospheric range correction. We tried to estimate the 
atmospheric contribution to the ranging jitter using 
1. an existing numerical modeling code (physical optics approach) 
2. an analytical model developed by C. S. Gardner (geometric optics approach). 
We used the commercial version of the General Laser Analysis and Design (GLAD) code 
(AOR, 2004). GLAD is an extensive program for modelling of diffractive propagation of 
light through various media and optical devices. The light is considered to be 
monochromatic and coherent (or partially coherent). The electromagnetic eld in GLAD is 
described by its two-dimensional transversal distribution. Two arrays of complex numbers 
(one for each polarization state) represent the intensity and phase at each point in x and y 
axis. The propagation is done by the angular spectrum method. That means the eld 
distribution is decomposed into a summation of plane waves, these plane waves are 
propagated individually and then resumed into resulting distribution. A user species a 
starting distribution at rst and then applies aberrations, apertures, etc., and nally 
performs diffractive propagation of the distribution to some distance. At the end, the 
resulting distribution can be analysed. Using GLAD, we developed a model of atmospheric 
light propagation according to recommendations in GLAD Theoretical Description (AOR, 
2004). It consists of alternating steps of random aberration and diffractive propagation 
applied to the initial plane wave. 
After many attempts with different input parameters this model gives always pathlength 
RMS only several micrometers, i.e. negligible. What is even more surprising, the computed 
pathlength RMS does not signicantly increase with L0, as was expected from theory, 
although the wavefront size was always selected large enough (10 × L0) to model even the 
lowest-frequency aberrations. Therefore we have found this model not well describing the 
satellite laser ranging signal delay although the far eld intensity prole has been modeled 
correctly. The origin of the problem has not been identied. The GLAD atmospheric model 
and its results correspond well to the ”adaptive optics problem”; the corrections applied in 
adaptive optics are of the order of micrometers, just the values predicted by the model. 
It is interesting discrepancy between wavefront shift necessary to correct the beam position 
and absolute propagation delay even of corrected laser beam. 
In ref. (Gardner, 1976) derived analytical formulae that allow us to predict the turbulence-
-induced random pathlength uctuations, directly for the case of satellite laser ranging, or 
generally for propagation delay. He also computed some concrete results and predicted that 
the RMS path deviations could reach millimeters, and at some extreme situations even 
several centimeters. However, Gardner used a very rough model of Cn2 height dependence, 
which resulted in larger values of Cn2 than are recently observed. We evaluated the 
Gardner’s formulae using the recent model of Cn2 height prole. For ground-to-space paths, 
we have selected the Hufnagel-Valley (Bass, 1992) model. This approach is predicting 
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Fig. 2. The ideal (dotted) and real (solid) path of laser beam from source S (retro-reector, 
start, articial star) to detector. 

realistic values of the atmospheric seeing induced range uctuation of the order of 
millimeters. 
It allows us to predict the turbulence-induced random uctuations of optical path length, i.e. 
the turbulence-induced ranging jitter: 

 2 2 5/3
026.3 ( 0)turb n eC L Lσ ξ= ⋅ = ⋅ ⋅  (1) 

(eq. 20 in the Gardner’s article, using the Greenwood-Tarazano spectral model of 
turbulence). σ turb is the turbulence-induced ranging jitter, Cn2(ξ= 0) is turbulence strength at 
the beginning of the beam path (ξ is the distance from the observatory measured along the 
beam propagation path), L0 is the turbulence outer scale (must be estimated) and Le is 
effective pathlength given by 
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That means if we want to predict the turbulence-induced ranging jitter on a given path, we 
have to know integral of the turbulence strength Cn2 along the path, and the outer scale L0. 
The integral can be determined from measurement of astronomical seeing (FWHM of long 
exposure stellar image prole). To derive the relation between seeing and turbulence-
induced ranging jitter, we used the two following relations 
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Fig. 2. The ideal (dotted) and real (solid) path of laser beam from source S (retro-reector, 
start, articial star) to detector. 

realistic values of the atmospheric seeing induced range uctuation of the order of 
millimeters. 
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where FWHM represents the value of seeing, r0 is Fried’s parameter, λ is wavelength of the 
seeing measurement, k is optical wavenumber equal to 2π/λ, and L is one-way target 
distance. Using these relations, we were able to derive a relation allowing us to predict the 
turbulence-induced ranging jitter from the seeing measurement: 

 5/6 1/6 5/6
01.28turb L FWHMσ λ= ⋅ ⋅ ⋅  (5) 

for a slant path to space, and 

 5/6 1/6 5/6
02.11turb L FWHMσ λ= ⋅ ⋅ ⋅  (6) 

for a horizontal path. In the case of slant path to space, a star located at the same elevation as 
the ranging target can be used to measure the seeing FWHM. In the case of horizontal path, 
a ground-based point light source can be used, located in the same direction and the same 
distance as the ranging target (otherwise a correction for different distances must be 
applied). 

3. Experimental setup 
The experimental part was carried out at the Satellite Laser Ranging (SLR) station in Graz, 
Austria. The site is located 400 meters above the sea level. The laser ranging system consists 
of Nd:YAP diode-pumped laser with second harmonic generation (wavelength 532 nm, 
pulse width 8 ps), 10 cm transmitter telescope and 50 cm receiver telescope. The echo signal 
is detected by C-SPAD (Kirchner et al., 1997) (single photon avalanche detector with time 
walk compensation) and the time intervals are measured using event timer ET (Kirchner, 
Koidl, 2000). The laser operates at 2 kHz repetition rate, giving us sufcient sampling rate 
for the atmospheric inuence investigation. The single shot precision of the whole system is 
1 mm RMS (tested by ground target ranging). Such high repetition rate and ranging 
precision were necessary for the investigation of the turbulence inuence, since the expected 
turbulence-induced jitter was of the order of one millimeter (maximum) and the uctuation 
frequencies were expected up to 1 kHz. 
We used three different types of laser ranging ground-based cube-corner retroreector, a 
mobile retroreector mounted on an airplane, and Earth orbiting satellites equipped by 
corner cube retroreectors, see gure 3. In parallel, the atmospheric seeing was measured 
for a horizontal path of 4.3 km and a star in elevation close the satellite path. The standard 
Differential Image Motion Monitor (DIMM) technique (Beaumont, 1997) was employed. 
The ground-based target was a cube-corner retroreector mounted on a mast located 
4.3 kilometers from the observatory. The laser beam path was horizontal and led over a hilly 
terrain covered with forests and meadows, with average height above the surface about 
50 meters. 
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Fig. 3. Laser ranging to different targets and simultaneous seeing measurement to monitor 
atmospheric condition. 
In the case of satellite ranging, we selected two satellites with low signature (not spreading 
the laser pulse in time) and high return energy, which leads to the best achievable ranging 
precision: ERS-2 and Envisat. We analyzed selected segments of their passes corresponding 
to different elevation above the horizon. Unfortunately, the laser ranging to an airplane 
based retro reector did not provide sufciently high quality data due to difculties of 
optical tracking of such a target. 
The typical measurement series consisted of hundred thousand of range measurements, 
normally distributed around the mean value. Since not every returns came from the retro 
(noise, prepulses), the typical sampling rate was around 1 kHz. This means the dataset 
covered about 100 seconds in time. However, the jitter of the measured range was sum of 
the instrumental jitter (stop detector, electronics etc.) and the turbulence-induced jitter: 

 2 2 2
inst turbσ σ σ= +  (7) 

Thus we had to extract the pure turbulence contribution σ2turb from the overall jitter σ (sigma 
denotes standard deviation). We took advantage of the knowledge that the instrumental 
jitter is completely random from shot to shot (behaves as white noise), whereas the 
atmospheric uctuations are typically correlated over several neighboring shots (their time 
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where FWHM represents the value of seeing, r0 is Fried’s parameter, λ is wavelength of the 
seeing measurement, k is optical wavenumber equal to 2π/λ, and L is one-way target 
distance. Using these relations, we were able to derive a relation allowing us to predict the 
turbulence-induced ranging jitter from the seeing measurement: 

 5/6 1/6 5/6
01.28turb L FWHMσ λ= ⋅ ⋅ ⋅  (5) 

for a slant path to space, and 

 5/6 1/6 5/6
02.11turb L FWHMσ λ= ⋅ ⋅ ⋅  (6) 

for a horizontal path. In the case of slant path to space, a star located at the same elevation as 
the ranging target can be used to measure the seeing FWHM. In the case of horizontal path, 
a ground-based point light source can be used, located in the same direction and the same 
distance as the ranging target (otherwise a correction for different distances must be 
applied). 

3. Experimental setup 
The experimental part was carried out at the Satellite Laser Ranging (SLR) station in Graz, 
Austria. The site is located 400 meters above the sea level. The laser ranging system consists 
of Nd:YAP diode-pumped laser with second harmonic generation (wavelength 532 nm, 
pulse width 8 ps), 10 cm transmitter telescope and 50 cm receiver telescope. The echo signal 
is detected by C-SPAD (Kirchner et al., 1997) (single photon avalanche detector with time 
walk compensation) and the time intervals are measured using event timer ET (Kirchner, 
Koidl, 2000). The laser operates at 2 kHz repetition rate, giving us sufcient sampling rate 
for the atmospheric inuence investigation. The single shot precision of the whole system is 
1 mm RMS (tested by ground target ranging). Such high repetition rate and ranging 
precision were necessary for the investigation of the turbulence inuence, since the expected 
turbulence-induced jitter was of the order of one millimeter (maximum) and the uctuation 
frequencies were expected up to 1 kHz. 
We used three different types of laser ranging ground-based cube-corner retroreector, a 
mobile retroreector mounted on an airplane, and Earth orbiting satellites equipped by 
corner cube retroreectors, see gure 3. In parallel, the atmospheric seeing was measured 
for a horizontal path of 4.3 km and a star in elevation close the satellite path. The standard 
Differential Image Motion Monitor (DIMM) technique (Beaumont, 1997) was employed. 
The ground-based target was a cube-corner retroreector mounted on a mast located 
4.3 kilometers from the observatory. The laser beam path was horizontal and led over a hilly 
terrain covered with forests and meadows, with average height above the surface about 
50 meters. 
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Fig. 3. Laser ranging to different targets and simultaneous seeing measurement to monitor 
atmospheric condition. 
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precision: ERS-2 and Envisat. We analyzed selected segments of their passes corresponding 
to different elevation above the horizon. Unfortunately, the laser ranging to an airplane 
based retro reector did not provide sufciently high quality data due to difculties of 
optical tracking of such a target. 
The typical measurement series consisted of hundred thousand of range measurements, 
normally distributed around the mean value. Since not every returns came from the retro 
(noise, prepulses), the typical sampling rate was around 1 kHz. This means the dataset 
covered about 100 seconds in time. However, the jitter of the measured range was sum of 
the instrumental jitter (stop detector, electronics etc.) and the turbulence-induced jitter: 

 2 2 2
inst turbσ σ σ= +  (7) 

Thus we had to extract the pure turbulence contribution σ2turb from the overall jitter σ (sigma 
denotes standard deviation). We took advantage of the knowledge that the instrumental 
jitter is completely random from shot to shot (behaves as white noise), whereas the 
atmospheric uctuations are typically correlated over several neighboring shots (their time 
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spectrum is spread from 0 to some maximum frequency fmax, lower than the sampling 
frequency of 1 kHz). 
 

 
Fig. 4. Example of 4.3 km distant ground target ranging data (points) and 200-point moving 
average (line). Note the relatively fast turbulent uctuations, and the long-term trend, later 
removed by polynomial tting. The “pixelation” of orig. data is caused by a rounding of 
non-integer resolution of event timer – 1.2 ps. 
If we compute averages from every Na points of the dataset (normal points analogy from 
satellite laser ranging), the instrumental jitter will decrease root-square-of-Na times, whereas 
the jitter of turbulence-induced uctuations will remain the same, if the averaging interval 
will not be too wide. This is a similar situation to a sine wave combined with random noise 
– if the averaging interval will be shorter than approximately ¼ of the sine period, the sine 
wave will not be inuenced by the averaging, whereas the random noise will be lowered. 
Now we can write an equation for the jitter σavg after the averaging: 
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2 2inst
avg turb
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now we have two equations (1) and (2) for two unknown variables σturb and σinst. Hence, the 
result will be 
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This is the way, how to nd out the pure turbulence contribution σturb to the overall ranging 
jitter σ. 
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Fig. 5. Histogram from the dataset plotted at left gure 3. The solid line is gaussian t for 3σ 
data editing criterion (RMS 1.4 mm), the dashed line is t for 2.2σ criterion (RMS 1.2 mm). 
However, there still remains the task to nd out the maximum possible averaging interval 
Na. From above, the time interval corresponding to Na must be shorter than approximately 
¼ of the period of the fastest atmospheric uctuation. Considering the spectral distribution 
of atmospheric uctuations (Kral et al., 2006) the value Na = 3 was used. The long-term 
trends in ranging data, caused by slow temperature and pressure changes during the 
measurement, see gure 4, were removed by polynomial tting and computing of the 
residuals before further analysis, see gure 5. For the time spectrum see gure 6. Data was 
measured at SLR station Graz on May 10, 2004. 
 

 
Fig. 6. Typical time spectrum of the uctuations of measured range of the ground target.  
The turbulence signicantly contributes at lower frequencies up to approx. 130 Hz.  
The sampling rate was 1.2 kHz. The same data like in gure 4. 
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4. Results 
The computed values of the atmospheric turbulence contribution to the laser ranging 
uctuation are summarized on gure 7 and 8. The gure 7 corresponds to the horizontal 
beam propagation, the gure 8 corresponds to the slant path to space for elevation range 
between 15 and 65 degrees. The measured values – lled squares – are plotted over the 
theoretical curves computed for different values of the outer scale parameter L0. 
 

 
Fig. 7: The turbulence-induced ranging jitter as a function of turbulence strength (measured 
by the seeing). The graph was constructed from measurements of the 4.3 km distant ground 
target (horizontal path), taken under various meteorological conditions. 
 

 
Fig. 8. The turbulence-induced ranging jitter as a function of satellite elevation. The graph 
was constructed from satellite measurements by slant path to space. 
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From these two gures one can conclude, that the values of 30 meters and 100 meters t best 
the measured values for the horizontal and slant path to space respectively. This is a rst 
experimental determination of the outer scale parameter. The outer scale L0 is key to 
measure, and still not well understood. By measurement of seeing parameter together with 
determination of the laser ranging jitter from satellite laser ranging data, the outer scale L0 
can be determined. However, to carry out such a measurement, the high repetition rate laser 
ranging system (2 kHz rate is a minimum) with (sub) millimeter single shot instrumental 
ranging precision is required. These are quite challenging system requirements. 

5. Future outlook 
As it was described in the previous chapters, the instrumental precision of the laser ranging 
system is a key to the atmospheric turbulence inuence on the laser pulse propagation 
studies. Recently, new technologies are emerging and becoming available, which will 
improve the instrumental resolution of the laser ranging chain, namely new timing systems 
and improved echo signal detectors. 
 

 
Fig. 9. N-PET timing device temporal resolution, two channel cable delay test. 

The new sub-picosecond resolution event timing (N-PET) system has been developed by 
our group (Panek & Prochazka, 2007). It provides the single shot timing resolution of 
920 femtoseconds per channel, see gure 9, and excellent timing linearity and temporal 
stability, see gure 10, of the order of hundreds of femtoseconds. 
This novel timing system has been tested at the laser ranging facility in Graz and provided 
better instrumental resolution of the system along with ranging data distribution closed to 
the normal one. 
The second key contributor to the instrumental resolution limitation is the echo signal 
detector. The avalanche photodiode based detector operating in the single and multi-photon 
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counting regime is routinely used (Prochazka et al., 2004). Recent achievements in the 
detector chip signal processing (Blazej & Prochazka, 2008) will enable to lower the error 
correlated with the signal strength uctuation and hence further improve the instrumental 
resolution namely for ranging to space targets. 
 

 
Fig. 10. N-PET timing device temporal stability. 

6. Conclusion 
We are presenting the results of the studies related to propagation of ultrashort optical pulse 
through the turbulent atmosphere. Three independent types of path congurations have 
been studied: horizontal path, slant path at elevation 10 – 80 degrees to a ying target and 
slant path from ground to space. The correlation of the atmospheric turbulence with the 
propagation delay uctuation was measured. The appropriate theoretical model was found 
and matched to the experimental results. The entirely different approach in comparison to 
adaptive optics was developed to describe the effect. The experiments described enabled us 
for the rst time to determine the outer scale parameter L0 on the basis of direct 
measurement. The recent achievements in the eld of pulsed lasers, fast optical detectors 
and timing systems enable us to resolve the effects of propagation differences monitoring on 
the level of units of picosecond propagation time. Additionally, new techniques of optical 
receivers signal processing give a way to distinguish the atmospheric uctuations 
contribution from the energy dependent detection delay effects. 

7. Acknowledgement 
Authors would like to express their thanks to Georg Kirchner and Franz Koidl, Graz SLR 
station. This research has been supported by the Research framework of Czech Ministry of 
Education № MSM6840770015. 

Picosecond Laser Pulse Distortion by Propagation through a Turbulent Atmosphere   

 

447 

8. References 
Applied Optics Research (AOR), (2004). GLAD Users Guide, ver. 4.5, Applied Optics 

Research, Washington. 
Applied Optics Research (AOR), (2004). GLAD Theoretical Description, ver. 4.5, Applied 

Optics Research, Washington. 
Bass, M. (1992). Handbook of Optics, McGraw-Hill Professional, ISBN 978-0070477407, vol. 1, 

Chapter 44. 
Beaumont, H. et al. (1997). Image quality and seeing measurements for long horizontal 

overwater propagation. Pure Applied Optics, Vol. 6, pp. (15–30), ISSN 0963-9659. 
Blazej, J., Prochazka, I., (2008). Photon number resolving detector in picosecond laser 

ranging and time transfer in space, Technical Digest «Modern problems of laser 
physics», p.183., Novosibirsk, Russia, August 24 – 30 2008, SB RAS, Novosibirsk, 
Russia. 

Degnan, J. J. (1993). Millimeter Accuracy Satellite Laser Ranging: A Review, Contributions of 
Space Geodynamics: Technology, D. E. Smith and D. L. Turcotte (Eds.), AGU 
Geodynamics Series, Vol. 25, pp. (133-162). 

 [online] <http://ilrs.gsfc.nasa.gov/reports/degnan/index.html> 
Gardner, C. S. (1976). Effects of random path uctuations on the accuracy of laser ranging 

systems, Applied Optics, Vol. 15, No. 10, p. 2539, ISSN 0003-6935. 
Hamal, K., Prochazka, I., Schelev, M., Lozovoi, V., Postovalov, V. (1988). Femtosecond Two 

wavelength Laser Ranging to a Ground Target, Proceedings of SPIE Vol. 1032, pp. 
453-456, ISBN 9780819400673, Xian, People's Republic of China, August 28 – 
September 2 1988, SPIE, Bellingham, WA, USA. 

Kirchner, G., Koidl, F., Blazej, J., Hamal, K., Prochazka, I. (1997). Time-walk-compensated 
SPAD: multiple-photon versus single-photon operation, Proceedings of SPIE Vol. 
3218, p. 106. ISBN 9780819426505, London, UK, September 24 – 26 1997, SPIE, 
Bellingham, WA, USA. 

Kirchner, G., Koidl, F. (2000). Graz Event Timing system E. T., Proceedings of the 12th 
International Workshop on Laser Ranging, Matera, Italy, November 13 – 17, 2000 
[online] 
<http://geodaf.mt.asi.it/html_old/news/iwlr/Kirchner_et_Koidl_ET.pdf>, ILRS, 
USA. 

Kral, L., et al., (2006). Random uctuations of optical signal path delay in the atmosphere, 
Proceedings of  SPIE 6364, p. 0M, ISBN: 9780819464590, Stockholm, Sweden, 11 
September 2006,  SPIE, Bellingham, WA, USA. 

Niell, A. E. (1996). Global mapping functions for the atmosphere delay at radio wavelengths, 
Journal of Geophysical Research, Vol. 101, No. B2, pp. (3227-3246), ISSN 0148-0227. 

Panek, P., Prochazka, I. (2007). Time interval measurement device based on surface acoustic 
wave lter excitation, providing 1 ps precision and stability, Review of Scientic 
Instruments, Vol. 78, No. 9, pp. (78-81), ISSN 0034-6748. 

Prochazka, I., Hamal, K., Sopko, B. (2004). Recent Achievements in Single Photon Detectors 
and Their Applications, Journal of Modern Optics, Vol. 51, No. 9, pp. (1298-1313), 
ISSN 0950-0340. 



 Coherence and Ultrashort Pulse Laser Emission 

 

446 

counting regime is routinely used (Prochazka et al., 2004). Recent achievements in the 
detector chip signal processing (Blazej & Prochazka, 2008) will enable to lower the error 
correlated with the signal strength uctuation and hence further improve the instrumental 
resolution namely for ranging to space targets. 
 

 
Fig. 10. N-PET timing device temporal stability. 

6. Conclusion 
We are presenting the results of the studies related to propagation of ultrashort optical pulse 
through the turbulent atmosphere. Three independent types of path congurations have 
been studied: horizontal path, slant path at elevation 10 – 80 degrees to a ying target and 
slant path from ground to space. The correlation of the atmospheric turbulence with the 
propagation delay uctuation was measured. The appropriate theoretical model was found 
and matched to the experimental results. The entirely different approach in comparison to 
adaptive optics was developed to describe the effect. The experiments described enabled us 
for the rst time to determine the outer scale parameter L0 on the basis of direct 
measurement. The recent achievements in the eld of pulsed lasers, fast optical detectors 
and timing systems enable us to resolve the effects of propagation differences monitoring on 
the level of units of picosecond propagation time. Additionally, new techniques of optical 
receivers signal processing give a way to distinguish the atmospheric uctuations 
contribution from the energy dependent detection delay effects. 

7. Acknowledgement 
Authors would like to express their thanks to Georg Kirchner and Franz Koidl, Graz SLR 
station. This research has been supported by the Research framework of Czech Ministry of 
Education № MSM6840770015. 

Picosecond Laser Pulse Distortion by Propagation through a Turbulent Atmosphere   

 

447 

8. References 
Applied Optics Research (AOR), (2004). GLAD Users Guide, ver. 4.5, Applied Optics 

Research, Washington. 
Applied Optics Research (AOR), (2004). GLAD Theoretical Description, ver. 4.5, Applied 

Optics Research, Washington. 
Bass, M. (1992). Handbook of Optics, McGraw-Hill Professional, ISBN 978-0070477407, vol. 1, 

Chapter 44. 
Beaumont, H. et al. (1997). Image quality and seeing measurements for long horizontal 

overwater propagation. Pure Applied Optics, Vol. 6, pp. (15–30), ISSN 0963-9659. 
Blazej, J., Prochazka, I., (2008). Photon number resolving detector in picosecond laser 

ranging and time transfer in space, Technical Digest «Modern problems of laser 
physics», p.183., Novosibirsk, Russia, August 24 – 30 2008, SB RAS, Novosibirsk, 
Russia. 

Degnan, J. J. (1993). Millimeter Accuracy Satellite Laser Ranging: A Review, Contributions of 
Space Geodynamics: Technology, D. E. Smith and D. L. Turcotte (Eds.), AGU 
Geodynamics Series, Vol. 25, pp. (133-162). 

 [online] <http://ilrs.gsfc.nasa.gov/reports/degnan/index.html> 
Gardner, C. S. (1976). Effects of random path uctuations on the accuracy of laser ranging 

systems, Applied Optics, Vol. 15, No. 10, p. 2539, ISSN 0003-6935. 
Hamal, K., Prochazka, I., Schelev, M., Lozovoi, V., Postovalov, V. (1988). Femtosecond Two 

wavelength Laser Ranging to a Ground Target, Proceedings of SPIE Vol. 1032, pp. 
453-456, ISBN 9780819400673, Xian, People's Republic of China, August 28 – 
September 2 1988, SPIE, Bellingham, WA, USA. 

Kirchner, G., Koidl, F., Blazej, J., Hamal, K., Prochazka, I. (1997). Time-walk-compensated 
SPAD: multiple-photon versus single-photon operation, Proceedings of SPIE Vol. 
3218, p. 106. ISBN 9780819426505, London, UK, September 24 – 26 1997, SPIE, 
Bellingham, WA, USA. 

Kirchner, G., Koidl, F. (2000). Graz Event Timing system E. T., Proceedings of the 12th 
International Workshop on Laser Ranging, Matera, Italy, November 13 – 17, 2000 
[online] 
<http://geodaf.mt.asi.it/html_old/news/iwlr/Kirchner_et_Koidl_ET.pdf>, ILRS, 
USA. 

Kral, L., et al., (2006). Random uctuations of optical signal path delay in the atmosphere, 
Proceedings of  SPIE 6364, p. 0M, ISBN: 9780819464590, Stockholm, Sweden, 11 
September 2006,  SPIE, Bellingham, WA, USA. 

Niell, A. E. (1996). Global mapping functions for the atmosphere delay at radio wavelengths, 
Journal of Geophysical Research, Vol. 101, No. B2, pp. (3227-3246), ISSN 0148-0227. 

Panek, P., Prochazka, I. (2007). Time interval measurement device based on surface acoustic 
wave lter excitation, providing 1 ps precision and stability, Review of Scientic 
Instruments, Vol. 78, No. 9, pp. (78-81), ISSN 0034-6748. 

Prochazka, I., Hamal, K., Sopko, B. (2004). Recent Achievements in Single Photon Detectors 
and Their Applications, Journal of Modern Optics, Vol. 51, No. 9, pp. (1298-1313), 
ISSN 0950-0340. 



 Coherence and Ultrashort Pulse Laser Emission 

 

448 

Roddier, F. (1998), Curvature sensing and compensation: a new concept in adaptive optics, 
Applied Optics, Vol. 27, No. 7, p. 1223, ISSN 0003-6935. 20 

Comparison between Finite-Difference Time-
Domain Method and Experimental Results for 

Femtosecond Laser Pulse Propagation  
Shinki Nakamura 

 Ibaraki University 
Japan 

1. Introduction     
There has recently been significant interest in the generation of single-cycle optical pulses by 
optical pulse compression of ultrabroad-band light produced in fibers. There have been 
some experiments reported on ultrabroad-band pulse generation using a silica fiber 
(Nakamura et al, 2002a), (Karasawa et al, 2000) and an Ar-gas filled hollow fiber (Karasawa 
et al, 2001) , and the optical pulse compression by nonlinear chirp compensation (Nakamura 
et al, 2002a), (Karasawa et al, 2001). For these experiments on generating few-optical-cycle 
pulses, characterizing the spectral phase of ultrabroad-band pulses analytically as well as 
experimentally is highly important.  
Conventionally, the slowly varying-envelope approximation (SVEA) in the beam propagation 
method (BPM) has been used to describe the propagation of an optical pulse in a fiber 
(Agrawal, 1995). However, if the pulse duration approaches the optical cycle regime (<10 fs), 
this approximation becomes invalid (Agrawal, 1995). It is necessary to use the finite-difference 
time-domain (FDTD) method (Joseph & Taflove, 1997), (Kalosha & Herrmann, 2000) without 
SVEA (Agrawal, 1995). Previous reports by Goorjian (Goorjian et al., 1992), (Joseph et al., 
1993), Joseph (Joseph & Taflove, 1997), (Goorjian et al., 1992), (Joseph et al., 1993), Taflove 
(Joseph & Taflove, 1997), (Goorjian et al., 1992), (Joseph et al., 1993), (Taflove & Hagness., 2000) 
and Hagness (Goorjian et al., 1992), (Taflove & Hagness., 2000) (JGTH) proposed an excellent 
FDTD algorithm considering a combination of linear dispersion with one resonant frequency 
and nonlinear terms with a Raman response function.  
We performed an experiment of chirped 12 fs optical pulse propagation as described in 
Section 3. In order to compare FDTD calculation results with the experimentally measured 
ultrabroad-band spectra of such an ultrashort laser pulse, we extend the JGTH algorithm to 
that considering all of the exact Sellmeier fitting values for ultrabroad-band spectra. Because 
of the broad spectrum of pulses propagating in a fiber, it becomes much more important to 
take the accurate linear dispersion into account. It is well known that at least two resonant 
frequencies are required for the linear dispersion to fit accurately to the refractive index 
data. A recent report by Kalosha and Herrmann considers the linear dispersion with two 
resonant frequencies and the nonlinear terms without the Raman effect (Kalosha & 
Herrmann, 2000). For the single-cycle pulse generation experiment, we must use at least the 
shortest pulse of 3.4 fs (Yamane et al., 2003) or sub-5 fs (Karasawa et al, 2001), (Cheng et al., 
1998) or the commercially available 12 fs pulses. Such a time regime is comparable to the 
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1993), Joseph (Joseph & Taflove, 1997), (Goorjian et al., 1992), (Joseph et al., 1993), Taflove 
(Joseph & Taflove, 1997), (Goorjian et al., 1992), (Joseph et al., 1993), (Taflove & Hagness., 2000) 
and Hagness (Goorjian et al., 1992), (Taflove & Hagness., 2000) (JGTH) proposed an excellent 
FDTD algorithm considering a combination of linear dispersion with one resonant frequency 
and nonlinear terms with a Raman response function.  
We performed an experiment of chirped 12 fs optical pulse propagation as described in 
Section 3. In order to compare FDTD calculation results with the experimentally measured 
ultrabroad-band spectra of such an ultrashort laser pulse, we extend the JGTH algorithm to 
that considering all of the exact Sellmeier fitting values for ultrabroad-band spectra. Because 
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take the accurate linear dispersion into account. It is well known that at least two resonant 
frequencies are required for the linear dispersion to fit accurately to the refractive index 
data. A recent report by Kalosha and Herrmann considers the linear dispersion with two 
resonant frequencies and the nonlinear terms without the Raman effect (Kalosha & 
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Raman characteristic time of 5 fs (Agrawal, 1995) in a silica fiber. Therefore, it is very 
important to consider not only the accurate linear dispersion of silica but also the Raman 
effect in a silica fiber in the few-optical-cycles regime. In addition, because of the high 
repetition rate and pulse intensity stability, in particular, ultrabroad-band supercontinuum 
light generation and few-optical-cycles pulse generation by nonlinear pulse propagation in 
photonic crystal fibers (Ranka et al., 2000) and tapered fibers (Birks et al., 2000), which are 
both made of silica, have attracted much attention. In this work, we have extended the 
FDTD method with nonlinear polarization PNL involving the Raman response function 
(JGTH-algorithm) to 12 fs ultrabroadband pulse propagation in a silica fiber with the 
consideration of linear polarization PL, including all exact Sellmeier-fitting values of silica 
with three resonant frequencies, in order to compare the calculation results with our 
experimental results (Nakamura et al, 2002a), (Karasawa et al, 2000). We have already 
compared the extended FDTD method (Nakamura et al., 2002b) with BPM by applying the 
split-step Fourier (SSF) method which is the solution of a generalized nonlinear Schrödinger 
equation (GNLSE) with SVEA(Agrawal, 1995), and the extended FDTD agreed better with 
the experimental results than with BPM. However, we have not shown the details of the 
calculation algorithm and temporal characteristics, and did not consider a chirp of the initial 
incident pulse to a fiber. In this chapter, we show the details of the the extended FDTD 
calculation algorithm (Nakamura et al., 2002c), (Nakamura et al., 2003) temporal 
characteristics of the pulse, and consider a chirp of the initial incident pulse to a fiber, and 
finally, we demonstrate the group delay compensation which generates the compressed 
pulse. Since 2004, the extended FDFD is called as the auxiliary differential Equation (ADE)-
FDTD (Fujii et al., 2004). Additionally, we compared between the extended FDTD 
calculation and experimental result in dual wavelengths pulses propagation in a fiber. 
Finally, we investigated the slowly varying envelope approximation breakdown by 
comparing between BPM and the extended FDTD numerical results. 

2. Extended FDTD algorithm 
For simplicity, the electric and magnetic fields are expressed by Ey and Hx and one-
dimensional propagation along the z direction is considered. The optical fiber is assumed to 
be isotropic and nonmagnetic. If a linear configuration is assumed, Maxwell’s equations are 
as follows: 
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where µ0 is the permeability in a vacuum and Dy is the dielectric flux density. By means of 
Yee’s central difference method, Eq. (1) can be expressed by the following, in which the time 
and spatial steps are shifted by 1/2 step: 
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where n is the time step number and i is the spatial step number. They are t = n Δt and z = 
iΔz, respectively. 
As the third step, let us use 
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. Then, the iteration algorithm of the FDTD is complete. The authors 

have introduced the linear polarization PL and the nonlinear polarization PNL, corresponding 
to the Sellmeier fitting equation into the third step above, at the same time. First, the total 
polarization is expressed as 
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For simplicity, only the linear polarization is considered at first. The linear polarization is 
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iχ  has a Lorenz form with respect to frequency and is described as follows 

(Karasawa et al, 2001), (Agrawal, 1995): 
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Here, j is the imaginary unit, εs is the permittivity in an electrostatic field, ωi is the resonant 
angular frequency, δi is the attenuation constant with respect to resonant absorption, and 
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. If the optical fiber is sufficiently 

short that the attenuation term δi due to absorption can be neglected, then δi = 0, so that Eq. 
(7) can be described as follows: 
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where n is the time step number and i is the spatial step number. They are t = n Δt and z = 
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If the nonlinear polarization is taken into account by returning to Eq. (4), then Eq. (13) can be 
treated as follows: 
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Here, δ(t-τ) is the delta function and α is the ratio of the intensities of the Kerr effect and the 
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Further, if the nonlinear polarization NLP  in Eq. (15) is described as 
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Also, if Eq. (16) is replaced by G, we obtain 

 ( ) ( ) ( )
3

3 32 2 3
0

1
1i i i i i i

i
P P b D P E G Eω ω χ α ε χ α

=

⎛ ⎞″ + = − − − ⋅ −⎜ ⎟
⎝ ⎠

∑  (18) 

leading to the form 

 
( )
( ) ( )

2 2 2
1 1 1 1 1 1 2 1 1 3

32 3 2
1 1 0 1 1

1

1

P b P b P b P

b EG E b D

ω ω ω

ω χ α ε α ω

″ + + + +

⎡ ⎤+ ⋅ − + =⎣ ⎦
  

 
( )
( ) ( )

2 2 2
2 2 2 2 2 2 1 2 2 3

32 3 2
2 2 0 2 2

1

1

P b P b P b P

b EG E b D

ω ω ω

ω χ α ε α ω

″ + + + +

⎡ ⎤+ ⋅ − + =⎣ ⎦
 (19) 

 
( )
( ) ( )

2 2 2
3 3 3 3 3 3 1 3 3 2

32 3 2
3 3 0 3 3

1

1 .

P b P b P b P

b EG E b D

ω ω ω

ω χ α ε α ω

″ + + + +

⎡ ⎤+ ⋅ − + =⎣ ⎦
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 ( )2 22 1i i ig t bω= − − Δ + .  

Here, nE and nG have already been updated in a previous time step. From the above, the 
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the linear polarization LP  is replaced by LP F= . Then, 
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is explicitly obtained. Hence, an unknown linear polarization can be found. The reason why 
only one resonant frequency can be taken into account for the linear polarization in the 
JGTH algorithm (Joseph & Taflove, 1997), (Goorjian et al., 1992), (Joseph et al., 1993) (Taflove 
& Hagness., 2000) is as follows. Since we take G as nG  in applying the central difference to 
Eq. (19) to obtain Eq. (20), we can obtain the linear polarization explicitly. However 
( 1nG + + 1nG − )/2 was used in the previous JGTH algorithm to improve the finite-difference 
accuracy. In this case, the unknown 1nG +  is necessary, and therefore the successive solution 
of the nonlinear polarization after the linear polarization is derived is not possible 
algorithmically. Therefore, in the JGTH algorithm, the linear polarization is restricted to one 
so that symmetry is provided to the differential equations for linear polarization and 
nonlinear polarization. This is followed by the solution of the simultaneous finite difference 
equations to obtain two unknowns simultaneously. Since only the known nG  is used by 
our method in the finite difference equation for the linear polarization, it is possible to 
derive the nonlinear polarization after the linear polarization is found. The accuracy of the 
finite difference method is sufficient in this procedure. As described in detail below, the use 
of only one resonant frequency for the linear polarization when the results are compared 
with experimental results is a serious problem due to its more significant approximation of 
dispersion, as follows.  
Let us now describe the approximation of the dispersion in the conventional FDTD method. 
The equation used in Refs. (Joseph & Taflove, 1997)-(Taflove & Hagness., 2000), in a series of 
conventional FDTD methods, called the JGTH algorithm, is the case of i = 1 in Eq. (7) and 
εr(ω) = n(ω)2 = ε∞ +b1ω1/(ω12-ω2) in Eq. (10). Here, ε∞ is the relative permittivity when the 
frequency is infinite. It is not possible in principle to approximate the refractive index data 
of fused silica in the entire frequency range in this equation. However, it is possible within a 
limited frequency range. For example, if an approximation is introduced such that the error 
of the refractive index is 0.1% at 250-517 THz, then the parameters can be determined as ε∞ = 
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0.9560, b1 = 1.130 and ω1 = 1.1639 × 1016 rad/s. Using these values, the values of β1, β2 and β3 
are found to be 4.901 × 10-9 s/m, 7.287 × 10-26 s2/m and 3.469 × 10-41 s3/m, respectively. 

(n 1, 2, 3, ) nβ = is the n-th order derivative of propagation constant 0β at an incident 

center angular frequency 0ω defined as ( )
0

n n
n d d

ω ω
β β ω

=
= (Agrawal, 1995) . In contrast, 

the Sellmeier equation with three resonant frequencies used in the extended FDTD method 
by the authors accurately approximates the refractive index in the entire frequency range 
where measurement is possible (Malitson., 1961). If this equation is used, β1 = 4.894 ×10-9 
s/m, β2 = 3.616 × 10-26 s2/m and β3 = 2.750 × 10-41 s3/m. Since the conventional method and 
the extended FDTD method approximately agree with regard to β1, the results for the group 
velocity vg = (β1)-1 can be relied upon to a certain extent in the conventional method (Joseph 
& Taflove, 1997), (Taflove & Hagness., 2000). This implies that the conventional method can 
be used for the calculation of the propagation of a pulse of nanosecond order, for which the 
spectral width is sufficiently narrow and the effect of the group velocity dispersion is 
negligible. However, since the group velocity dispersion β2 = 1( )gv ω−∂ ∂  differs from the 

value obtained from the refractive index data by a factor of 2, the comparison of the 
conventional method with the propagation experiment of a pulse of sub-nanosecond order 
or shorter is not possible. Therefore, in the conventional FDTD method of the JGTH 
algorithm (Joseph & Taflove, 1997) (Goorjian et al., 1992), (Taflove & Hagness., 2000), 
calculation of the propagation of femtosecond pulses can be carried out only for a 
hypothetical medium after the dispersion value is set to an easily calculated value and χ(3) is 
set to an unrealistic value that is 1020 times the usual value. The comparison between simple 
JGTH algorithm with parameters of ε∞ = 0.9560, b1 = 1.130 and ω1 = 1.1639 × 1016 rad/s and 
the extended FDTD method is shown as temporal and spectral characteristics in section IV. 
For the above reason, the nonlinear polarization is derived next from the linear polarization 

1nF + derived from Eq. (23). The definition of the nonlinear polarization has already been 
presented in Eq. (15). When Eq. (15) is Fourier-transformed, we obtain 

 ( ) ( ) ( ) ( ) ( ){ }(3) 2 2
0 0 1NL RP E E g Eω ε χ ω α ω α ω= × + −  (24) 

 ( )
2
0

2 2
0

,Rg
j
ω

ω
ω ωδ ω

=
− −

 (25) 

where 21δ τ=  and ( ) ( )2 22
0 1 21 1ω τ τ= + . Next, if Eq. (17), the definition of G, is Fourier-

transformed, we obtain 

 ( ) ( ) ( )2
0 .RG g Eω ε ω ω=  (26) 

When this is used, Eq. (25) becomes 

 ( ) ( ) ( )2 2 2 2
0 0 0 .j G Eω ωδ ω ω ε ω ω− − =  (27) 

Hence, the equation to be solved is expressed as follows by taking the inverse Fourier 
transform of Eq. (27): 
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algorithmically. Therefore, in the JGTH algorithm, the linear polarization is restricted to one 
so that symmetry is provided to the differential equations for linear polarization and 
nonlinear polarization. This is followed by the solution of the simultaneous finite difference 
equations to obtain two unknowns simultaneously. Since only the known nG  is used by 
our method in the finite difference equation for the linear polarization, it is possible to 
derive the nonlinear polarization after the linear polarization is found. The accuracy of the 
finite difference method is sufficient in this procedure. As described in detail below, the use 
of only one resonant frequency for the linear polarization when the results are compared 
with experimental results is a serious problem due to its more significant approximation of 
dispersion, as follows.  
Let us now describe the approximation of the dispersion in the conventional FDTD method. 
The equation used in Refs. (Joseph & Taflove, 1997)-(Taflove & Hagness., 2000), in a series of 
conventional FDTD methods, called the JGTH algorithm, is the case of i = 1 in Eq. (7) and 
εr(ω) = n(ω)2 = ε∞ +b1ω1/(ω12-ω2) in Eq. (10). Here, ε∞ is the relative permittivity when the 
frequency is infinite. It is not possible in principle to approximate the refractive index data 
of fused silica in the entire frequency range in this equation. However, it is possible within a 
limited frequency range. For example, if an approximation is introduced such that the error 
of the refractive index is 0.1% at 250-517 THz, then the parameters can be determined as ε∞ = 
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0.9560, b1 = 1.130 and ω1 = 1.1639 × 1016 rad/s. Using these values, the values of β1, β2 and β3 
are found to be 4.901 × 10-9 s/m, 7.287 × 10-26 s2/m and 3.469 × 10-41 s3/m, respectively. 
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the Sellmeier equation with three resonant frequencies used in the extended FDTD method 
by the authors accurately approximates the refractive index in the entire frequency range 
where measurement is possible (Malitson., 1961). If this equation is used, β1 = 4.894 ×10-9 
s/m, β2 = 3.616 × 10-26 s2/m and β3 = 2.750 × 10-41 s3/m. Since the conventional method and 
the extended FDTD method approximately agree with regard to β1, the results for the group 
velocity vg = (β1)-1 can be relied upon to a certain extent in the conventional method (Joseph 
& Taflove, 1997), (Taflove & Hagness., 2000). This implies that the conventional method can 
be used for the calculation of the propagation of a pulse of nanosecond order, for which the 
spectral width is sufficiently narrow and the effect of the group velocity dispersion is 
negligible. However, since the group velocity dispersion β2 = 1( )gv ω−∂ ∂  differs from the 

value obtained from the refractive index data by a factor of 2, the comparison of the 
conventional method with the propagation experiment of a pulse of sub-nanosecond order 
or shorter is not possible. Therefore, in the conventional FDTD method of the JGTH 
algorithm (Joseph & Taflove, 1997) (Goorjian et al., 1992), (Taflove & Hagness., 2000), 
calculation of the propagation of femtosecond pulses can be carried out only for a 
hypothetical medium after the dispersion value is set to an easily calculated value and χ(3) is 
set to an unrealistic value that is 1020 times the usual value. The comparison between simple 
JGTH algorithm with parameters of ε∞ = 0.9560, b1 = 1.130 and ω1 = 1.1639 × 1016 rad/s and 
the extended FDTD method is shown as temporal and spectral characteristics in section IV. 
For the above reason, the nonlinear polarization is derived next from the linear polarization 

1nF + derived from Eq. (23). The definition of the nonlinear polarization has already been 
presented in Eq. (15). When Eq. (15) is Fourier-transformed, we obtain 
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When this is used, Eq. (25) becomes 
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From the relationship between the dielectric flux density and the electric field, 
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Eq. (28) can be modified to the following: 
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Further, applying a central difference scheme centered at time step n, these equations yield 

 

( ) ( )

( ) ( )

( )

1 1 1 1
2 2 2
0 0

2
(3) 1 1

2
(3)

1 1

2
(3)

2
(3)

1 2

1
1

2
1

2
1

1

n n n n n
i i i i i

n n n
y i i i

n
y i

n n n
y i ii

n
y i

n
y i

n
y i

G G G G G
t t

E G G

E

F FE

E

E

E

δ
ω ω

α χ

αχ

αχ

αχ

+ − + −

+ −

+ −

⎛ ⎞ ⎛ ⎞
⋅ − + + ⋅ −⎜ ⎟ ⎜ ⎟⎜ ⎟ ⎜ ⎟Δ Δ⎝ ⎠ ⎝ ⎠
⎡ ⎤⎛ ⎞−⎢ ⎥⎜ ⎟ +⎝ ⎠⎢ ⎥+ + ⋅
⎢ ⎥⎛ ⎞+ ⎜ ⎟⎢ ⎥⎝ ⎠⎣ ⎦

⎡ ⎤
⎢ ⎥ +
⎢ ⎥+ ⋅
⎢ ⎥⎛ ⎞+ ⎜ ⎟⎢ ⎥⎝ ⎠⎣ ⎦

⎡
⎢
⎢=
⎢ ⎛ ⎞+ ⎜ ⎟⎢ ⎝ ⎠⎣

1 1

.2

n n
y yi i

D D
+ −⎤ ⎛ ⎞+⎥ ⎜ ⎟

⎝ ⎠⎥ ⋅
⎥
⎥
⎦

 (31) 

Comparison Between Finite-Difference Time-Domain Method and Experimental Results for 
Femtosecond Laser Pulse Propagation  

 

457 

When 1nF +  derived from Eq. (23) is substituted into Eq. (31) together with the known 
1nF −
，

nG ，
1nG − and nE , the unknown 1nG +  can be derived. Here, an explicit form of 

updating G is presented as 
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When the obtained 1nG +  and 1nF +  are substituted into the following, the unknown 1nE +  
can be derived and the iteration algorithm for the FDTD is terminated. Hence, 
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Note that the initial condition is 
10 n n

y yE E
+
= . Here, Eq. (34) is derived from Eq. (29). 

3. Femtosecond single pulse propagation 
3.1 Experimental Setup  
Figure 1 shows the setup used for the authors’ experiments (Nakamura et al, 2002a), 
(Karasawa et al, 2000). The 12 fs and 10 nJ pulses (sech2) at the center wavelength of 800 nm 
were generated from a mode-locked Ti:sapphire laser (Femtolaser GmbH, Femtosource M-
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Further, applying a central difference scheme centered at time step n, these equations yield 
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When 1nF +  derived from Eq. (23) is substituted into Eq. (31) together with the known 
1nF −
，

nG ，
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When the obtained 1nG +  and 1nF +  are substituted into the following, the unknown 1nE +  
can be derived and the iteration algorithm for the FDTD is terminated. Hence, 
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Note that the initial condition is 
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= . Here, Eq. (34) is derived from Eq. (29). 

3. Femtosecond single pulse propagation 
3.1 Experimental Setup  
Figure 1 shows the setup used for the authors’ experiments (Nakamura et al, 2002a), 
(Karasawa et al, 2000). The 12 fs and 10 nJ pulses (sech2) at the center wavelength of 800 nm 
were generated from a mode-locked Ti:sapphire laser (Femtolaser GmbH, Femtosource M-
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1). The incident pulse width was measured by a fringe-resolved autocorrelator (FRAC). The 
12 fs pulses were coupled into a 2.5 mm silica fiber by a 36x reflective objective (Ealing). The 
advantage of this kind of reflective objective is that no additional group-delay dispersion 
(GDD) or third-order dispersion (TOD) is introduced to the pulses. However, the 12 fs 
pulses are slightly chirped because the pulse width of the full width at half maximum 
(FWHM) resulting from the Fourier transformation of the fiber input spectrum is 8.5 fs. 
 

Modelocked laser Spectrometer

Spectrometer

F

M

R2R1

Silica fiber
FRAC  or

 
Fig. 1. Layout of the experimental setup (Nakamura et al., 2002a). M, silvercoated plane 
mirrors; F, flipper beam splitter, R1, R2, reflective objectives (36x); FRAC, fringe resolved 
autocorrelator. 

The input pulse is obtained by calculating the inverse Fourier transform of the spectrum of 
the input pulse. However, the transform-limited pulse width (8.5 fs) is smaller than the 
experimentally measured pulse width (12 fs) obtained by a fringe-resolved autocorrelator. 
To use the pulse with the correct spectrum and the pulse width in the calculation, the 
temporal duration is adjusted by adding the quadratic spectral phase in the form 

2
0( ) ( )cϕ ω ω ω= − to the experimental spectrum, to render the inverse Fourier transform 

pulse width the same as that of the measured one. This gave the values of c = -9.043 fs2/rad 
and 

0

2 2( ) / |ω ωϕ ω ω =∂ ∂ =  -113.6 fs2. The peak power of an input pulse was 175 kW. A single-
mode fused silica fiber (Newport F-SPV) with a core diameter of 2.64 μm was used. The 
output from the 2.5 mm fiber was collimated by another reflective objective and measured 
by a spectrometer. The obtained input and output spectra of the fiber are shown in Fig. 2.  
The dashed line in Figure 2 shows the input spectrum and the solid line shows the output 
spectrum. The dashed line and short-dashed line in Fig. 3 show the assumption of an input 
spectrum whose form is a sech2 shape, using this as field excitations in the extended FDTD 
calculation (dashed line) and the simpler JGTH-FDTD calculation (short-dashed line). There 
is no difference between the spectra of the extended FDTD and JGTH-FDTD. The solid line 
in Fig. 3 shows the experimentally obtained input pulse spectrum. Note that the intensity at  
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Fig. 2. Input and output spectra measured in the 12 fs laser propagation experiment in a 
silica fiber (Karasawa et al, 2000). Dashed line shows the input spectrum and solid line 
shows the output spectrum. 
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Fig. 3. Spectra of 12 fs incident laser pulse into a 2.5-mm silica fiber, under the assumption of 
having slight chirp, using this as field excitations in the extended FDTD (dashed line) 
(Nakamura et al., 2005a) and the simpler JGTH-FDTD (short-dashed line) (Nakamura et al., 
2005a) , and our previously reported experimental result (Karasawa et al, 2000) (solid line). 
the 650-750 nm of the assumed spectrum is zero for the solid line, however, the intensity in 
the wavelength region is represented by a dashed line, and disagreement could be expected 
at 650-750 nm in the calculated results. The inverse Fourier transformation of the assumed 
input spectrum (dashed line in Fig. 3) indicates a pulse width of 8.5 fs (FWHM), which is the 
same as that of the experimental spectrum (solid line in Fig. 3). In addition, the output pulse 
was characterized by our second-harmonic generation frequency-resolved optical gating 
(SHG-FROG) apparatus set up in place of the spectrometer. Figures obtained by the SHG-
FROG are shown in section 3.2-A. 

3.2 Numerical results  
A. Comparison between Experimental and Numerical Results 

In our calculation for a fused silica fiber, the parameters in Eq. (10) are set as b1 = 0.6961663, b2 
= 0.4079426, b3 = 0.8974794, λ1 = 0.0684043 μm, λ2 = 0.1162414 μm, and λ3 = 9.896161 μm 
(Agrawal, 1995) , where λi = 2πc/ωi and c is the velocity of light in vacuum. We used the value 
of the nonlinear refractive coefficient n2 = 2.48×10-20 m2/W from Ref. (Taylor, 1996), and the 
third-order susceptibility χ(3) was found to be χ(3) = 1.85×10-22 m2/V2 at 800 nm, as given by χ(3) 
= (4/3)ε0cn(ω0)2n2, where ω0 is the center angular frequency of the optical pulse. The 
parameters α, τ1, and τ2 in Eq. (15) are set to be α = 0.7, τ1 = 12.2 fs and τ2 = 32 fs (Agrawal, 
1995) . A single time step of the finite difference is set as Δt = 4.4475215×10-17 s at the 
wavelength of 800 nm. The time step of Δt at 800 nm is defined as the optical cycle at 800 nm of 
2.6666667 fs divided by 60. In the extended FDTD calculation, we set all parameters to be the 
same as in our experiment (Nakamura et al, 2002a), (Karasawa et al, 2000). 
We compare the FDTD calculation with the experimental result for the pulse peak power of 
175 kW in order to generate an ultrabroad spectrum which can finally be compressed to 7.1 
fs (Nakamura et al, 2002) or even shorter. The total fiber length of L = 2.5 mm corresponds 
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1). The incident pulse width was measured by a fringe-resolved autocorrelator (FRAC). The 
12 fs pulses were coupled into a 2.5 mm silica fiber by a 36x reflective objective (Ealing). The 
advantage of this kind of reflective objective is that no additional group-delay dispersion 
(GDD) or third-order dispersion (TOD) is introduced to the pulses. However, the 12 fs 
pulses are slightly chirped because the pulse width of the full width at half maximum 
(FWHM) resulting from the Fourier transformation of the fiber input spectrum is 8.5 fs. 
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Fig. 1. Layout of the experimental setup (Nakamura et al., 2002a). M, silvercoated plane 
mirrors; F, flipper beam splitter, R1, R2, reflective objectives (36x); FRAC, fringe resolved 
autocorrelator. 

The input pulse is obtained by calculating the inverse Fourier transform of the spectrum of 
the input pulse. However, the transform-limited pulse width (8.5 fs) is smaller than the 
experimentally measured pulse width (12 fs) obtained by a fringe-resolved autocorrelator. 
To use the pulse with the correct spectrum and the pulse width in the calculation, the 
temporal duration is adjusted by adding the quadratic spectral phase in the form 

2
0( ) ( )cϕ ω ω ω= − to the experimental spectrum, to render the inverse Fourier transform 

pulse width the same as that of the measured one. This gave the values of c = -9.043 fs2/rad 
and 

0

2 2( ) / |ω ωϕ ω ω =∂ ∂ =  -113.6 fs2. The peak power of an input pulse was 175 kW. A single-
mode fused silica fiber (Newport F-SPV) with a core diameter of 2.64 μm was used. The 
output from the 2.5 mm fiber was collimated by another reflective objective and measured 
by a spectrometer. The obtained input and output spectra of the fiber are shown in Fig. 2.  
The dashed line in Figure 2 shows the input spectrum and the solid line shows the output 
spectrum. The dashed line and short-dashed line in Fig. 3 show the assumption of an input 
spectrum whose form is a sech2 shape, using this as field excitations in the extended FDTD 
calculation (dashed line) and the simpler JGTH-FDTD calculation (short-dashed line). There 
is no difference between the spectra of the extended FDTD and JGTH-FDTD. The solid line 
in Fig. 3 shows the experimentally obtained input pulse spectrum. Note that the intensity at  
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Fig. 2. Input and output spectra measured in the 12 fs laser propagation experiment in a 
silica fiber (Karasawa et al, 2000). Dashed line shows the input spectrum and solid line 
shows the output spectrum. 
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Fig. 3. Spectra of 12 fs incident laser pulse into a 2.5-mm silica fiber, under the assumption of 
having slight chirp, using this as field excitations in the extended FDTD (dashed line) 
(Nakamura et al., 2005a) and the simpler JGTH-FDTD (short-dashed line) (Nakamura et al., 
2005a) , and our previously reported experimental result (Karasawa et al, 2000) (solid line). 
the 650-750 nm of the assumed spectrum is zero for the solid line, however, the intensity in 
the wavelength region is represented by a dashed line, and disagreement could be expected 
at 650-750 nm in the calculated results. The inverse Fourier transformation of the assumed 
input spectrum (dashed line in Fig. 3) indicates a pulse width of 8.5 fs (FWHM), which is the 
same as that of the experimental spectrum (solid line in Fig. 3). In addition, the output pulse 
was characterized by our second-harmonic generation frequency-resolved optical gating 
(SHG-FROG) apparatus set up in place of the spectrometer. Figures obtained by the SHG-
FROG are shown in section 3.2-A. 

3.2 Numerical results  
A. Comparison between Experimental and Numerical Results 

In our calculation for a fused silica fiber, the parameters in Eq. (10) are set as b1 = 0.6961663, b2 
= 0.4079426, b3 = 0.8974794, λ1 = 0.0684043 μm, λ2 = 0.1162414 μm, and λ3 = 9.896161 μm 
(Agrawal, 1995) , where λi = 2πc/ωi and c is the velocity of light in vacuum. We used the value 
of the nonlinear refractive coefficient n2 = 2.48×10-20 m2/W from Ref. (Taylor, 1996), and the 
third-order susceptibility χ(3) was found to be χ(3) = 1.85×10-22 m2/V2 at 800 nm, as given by χ(3) 
= (4/3)ε0cn(ω0)2n2, where ω0 is the center angular frequency of the optical pulse. The 
parameters α, τ1, and τ2 in Eq. (15) are set to be α = 0.7, τ1 = 12.2 fs and τ2 = 32 fs (Agrawal, 
1995) . A single time step of the finite difference is set as Δt = 4.4475215×10-17 s at the 
wavelength of 800 nm. The time step of Δt at 800 nm is defined as the optical cycle at 800 nm of 
2.6666667 fs divided by 60. In the extended FDTD calculation, we set all parameters to be the 
same as in our experiment (Nakamura et al, 2002a), (Karasawa et al, 2000). 
We compare the FDTD calculation with the experimental result for the pulse peak power of 
175 kW in order to generate an ultrabroad spectrum which can finally be compressed to 7.1 
fs (Nakamura et al, 2002) or even shorter. The total fiber length of L = 2.5 mm corresponds 
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Fig. 4. Input (a) and output (b) temporal electric fields of a 2.5 mm silica fiber calculated by 
the extended FDTD Maxwell equation method considering all orders of dispersions and the 
Raman response [α = 0.7 in Eq. (15)]. (Nakamura et al., 2005a) 

to 136,500 spatial steps, which means that L = 136,500×Δz, where Δz is a unit spatial step in 
the z direction. We need 293,000 time steps to measure the electric field until the pulse tail 
passes completely. The peak power of an input pulse is set to be 175 kW (soliton number N 
= 2.09). The effective core area Aeff is set to be 5.47 μm2. The iteration number in Eq. (34) is 
three. An iteration number of two is sufficient, as shown in Refs. (Joseph & Taflove, 1997) 
(Goorjian et al., 1992), (Taflove & Hagness., 2000). Figure 4 shows the input (a) and output 
(b) temporal electric fields of the fiber. Since the chirp is very small (

0

2 2( ) / |ω ωϕ ω ω =∂ ∂ =  -
113.6 fs2), it is seen that the pulse has no chirp in Fig.4(a), while Fig. 4(b) seems to have large 
chirp because of the linear and nonlinear effects in fiber propagation. Figure 5 shows the 
temporal intensity profile of the pulse after propagation of the fiber, where the solid line 
indicates measurement by FROG in the previous experiment, and the dashed line and the 
short-dashed line indicate the results calculated by the extended FDTD Maxwell equation 
method and the simpler JGTH-FDTD method, respectively.  
The solid line shows a ringing behavior but generally agrees with the calculated result 
except for the ringing. The envelope of the ringing appears to be the dashed line. The feature 
of a steep increase (from -100 fs to 0 fs) and a slow decrease (from 0 fs to 200 fs) of the 
dashed line is also seen in the solid line. The ringing of the experimental result occurs 
because of the interference between core-mode light and cladding-mode light. Because our 
simulation is performed by 1D calculation, the cladding mode is not considered. Hence, 
there is no ringing in the numerical result. The experimentally measured pulse width 
(FHWM) is 92 fs. Numerically, the pulse width of FWHM is obtained as 108 fs. Therefore, 
the pulse widths are in good agreement with each other. However, the pulse width 
(FWHM) obtained by the simpler JGTH-FDTD method is 146 fs, which is 1.5 times the 
experimental result. The pulse width obtained by JGTH-FDTD does not agree with the 
experimental result. This disagreement is caused by the approximation of dispersion in 
JGTH-FDTD as described in section 3.2. Hence, the extended FDTD is superior to the 
simpler JGTH-FDTD method. 
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Fig. 5. Temporal intensity profile obtained experimentally (Nakamura et al., 2002) (solid 
line) and numerically by the extended FDTD (dashed line) and the simpler JGTH-FDTD 
(short-dashed line) as a function of time for 12 fs laser transmission through a 2.5-mm silica 
fiber. (Nakamura et al., 2005a) 
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Fig. 6. Spectra after propagation of a slightly chirped 12 fs laser pulse through a 2.5-mm 
silica fiber, calculated by the extended FDTD (dashed line) (Nakamura et al., 2005a) and the 
simpler JGTH-FDTD (short-dashed line) (Nakamura et al., 2005a), and our previously 
reported experimental result (Karasawa et al., 2000) (solid line). 
Figure 6 shows the results calculated by the extended FDTD Maxwell equation method 
(dashed line) and the simpler JGTH-FDTD method (short-dashed line), and our previously 
reported experimental result (solid line, experiment [Exp.]) (Karasawa et al, 2000). The 
spectra obtained by the extended FDTD and the simpler JGTH-FDTD show similar results. 
The trapezium form of the FDTD results is roughly similar to that of the experimental result. 
Several peaks in the experimental result appear due to interference between core-mode light 
and cladding-mode light. In BPM solving GNLSE by SSF with SVEA, the second derivative 
of the electric field with respect to z, 2 2/yE z∂ ∂ , is neglected, which corresponds to 
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Fig. 4. Input (a) and output (b) temporal electric fields of a 2.5 mm silica fiber calculated by 
the extended FDTD Maxwell equation method considering all orders of dispersions and the 
Raman response [α = 0.7 in Eq. (15)]. (Nakamura et al., 2005a) 

to 136,500 spatial steps, which means that L = 136,500×Δz, where Δz is a unit spatial step in 
the z direction. We need 293,000 time steps to measure the electric field until the pulse tail 
passes completely. The peak power of an input pulse is set to be 175 kW (soliton number N 
= 2.09). The effective core area Aeff is set to be 5.47 μm2. The iteration number in Eq. (34) is 
three. An iteration number of two is sufficient, as shown in Refs. (Joseph & Taflove, 1997) 
(Goorjian et al., 1992), (Taflove & Hagness., 2000). Figure 4 shows the input (a) and output 
(b) temporal electric fields of the fiber. Since the chirp is very small (
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2 2( ) / |ω ωϕ ω ω =∂ ∂ =  -
113.6 fs2), it is seen that the pulse has no chirp in Fig.4(a), while Fig. 4(b) seems to have large 
chirp because of the linear and nonlinear effects in fiber propagation. Figure 5 shows the 
temporal intensity profile of the pulse after propagation of the fiber, where the solid line 
indicates measurement by FROG in the previous experiment, and the dashed line and the 
short-dashed line indicate the results calculated by the extended FDTD Maxwell equation 
method and the simpler JGTH-FDTD method, respectively.  
The solid line shows a ringing behavior but generally agrees with the calculated result 
except for the ringing. The envelope of the ringing appears to be the dashed line. The feature 
of a steep increase (from -100 fs to 0 fs) and a slow decrease (from 0 fs to 200 fs) of the 
dashed line is also seen in the solid line. The ringing of the experimental result occurs 
because of the interference between core-mode light and cladding-mode light. Because our 
simulation is performed by 1D calculation, the cladding mode is not considered. Hence, 
there is no ringing in the numerical result. The experimentally measured pulse width 
(FHWM) is 92 fs. Numerically, the pulse width of FWHM is obtained as 108 fs. Therefore, 
the pulse widths are in good agreement with each other. However, the pulse width 
(FWHM) obtained by the simpler JGTH-FDTD method is 146 fs, which is 1.5 times the 
experimental result. The pulse width obtained by JGTH-FDTD does not agree with the 
experimental result. This disagreement is caused by the approximation of dispersion in 
JGTH-FDTD as described in section 3.2. Hence, the extended FDTD is superior to the 
simpler JGTH-FDTD method. 
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Fig. 5. Temporal intensity profile obtained experimentally (Nakamura et al., 2002) (solid 
line) and numerically by the extended FDTD (dashed line) and the simpler JGTH-FDTD 
(short-dashed line) as a function of time for 12 fs laser transmission through a 2.5-mm silica 
fiber. (Nakamura et al., 2005a) 
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Fig. 6. Spectra after propagation of a slightly chirped 12 fs laser pulse through a 2.5-mm 
silica fiber, calculated by the extended FDTD (dashed line) (Nakamura et al., 2005a) and the 
simpler JGTH-FDTD (short-dashed line) (Nakamura et al., 2005a), and our previously 
reported experimental result (Karasawa et al., 2000) (solid line). 
Figure 6 shows the results calculated by the extended FDTD Maxwell equation method 
(dashed line) and the simpler JGTH-FDTD method (short-dashed line), and our previously 
reported experimental result (solid line, experiment [Exp.]) (Karasawa et al, 2000). The 
spectra obtained by the extended FDTD and the simpler JGTH-FDTD show similar results. 
The trapezium form of the FDTD results is roughly similar to that of the experimental result. 
Several peaks in the experimental result appear due to interference between core-mode light 
and cladding-mode light. In BPM solving GNLSE by SSF with SVEA, the second derivative 
of the electric field with respect to z, 2 2/yE z∂ ∂ , is neglected, which corresponds to 
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neglecting the backward propagation wave. On the other hand, our extended FDTD 
Maxwell equation method accurately includes the delayed Raman response and all orders of 
the dispersion in silica using Sellmeier’s equation, and does not use SVEA. The shortest 
wavelengths (intensity of 1%) of the spectra obtained by the extended FDTD, the simpler 
JGTH-FDTD, and the experimental result (Exp.) are 653 nm, 660 nm and 626 nm, 
respectively. The longest wavelengths of the extended FDTD, the simpler JGTH-FDTD, and 
the experimental result (Exp.) are 1046 nm, 1027 nm, and 972 nm (maximum measured 
wavelength of the spectrometer), respectively. The spectral bandwidths Δλ (1% of peak 
intensity) of the extended FDTD, the simpler JGTH-FDTD, and the experimental result 
(Exp.) are 393 nm, 367 nm, and 346 nm, respectively. Thus, the spectrum bandwidth of the 
experimental result (Exp.) is narrower than those of the extended FDTD and the simpler 
JGTH-FDTD. Note that the intensity at 650-750 nm of the assumed spectrum is lower than 
the experimental result, and also that the intensity at 650-750 nm of the assumed spectrum 
of the input pulse is zero; however, the intensity of the region of the wavelengths is not zero 
in the experimental result of the input pulse. This affects the weak intensity at 650-750 nm in 
the fiber output spectrum obtained by the extended FDTD and the simpler JGTH-FDTD. In 
considering wavelengths longer than 800 nm in Fig. 6, the intensity of the experimental data 
is lower than those of the extended FDTD and the simpler JGTH-FDTD results. We assume 
that the sensitivity of the spectrometer detector is low at wavelengths longer than 800 nm 
because the detector is made of silicon. We believe our extended FDTD result is correct. We 
suggest that it is better to use an IR detector made of a material such as InGaAs for the 
spectrometer.  
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Fig. 7. Spectral phase as a function of angular frequency after a chirped 12 fs pulse 
propagation through a 2.5-mm silica fiber previously obtained experimentally (solid 
line)(Nakamura et al., 2002) and numerically by the extended FDTD (dashed line) 
(Nakamura et al., 2005a) and the simpler JGTH-FDTD (short-dashed line) (Nakamura et al., 
2005a) 

Figure 7 shows the spectral phase obtained experimentally by the FROG (solid line) and 
numerically by the extended FDTD (dashed line) and the simpler JGTH-FDTD (short-
dashed line) as a function of angular frequency for 12 fs laser transmission through a 2.5-
mm silica fiber. From our previous experimental result corresponding to the solid line, we 
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determine the group-delay dispersion (GDD) and the third-order dispersion (TOD) values 
to be 342 fs2 and 187 fs3, respectively. From our calculation corresponding to the dashed line, 
we determine the GDD and TOD values to be 518 fs2 and 333 fs3, respectively. The 
calculated GDD and TOD values do not agree with the experimental results. We have not 
yet clarified the reason for this disagreement. We must consider assuming the sech2 
temporal shape of the input pulse, but not the complex waveform obtained by the inverse 
Fourier transform of the experimentally observed spectrum. However, the calculated result 
by the extended FDTD (dashed line) from the angular frequency of 1.8 rad/fs to 2.4 rad/fs 
(lower frequency) appears to be in good agreement with the experimental result. On the 
other hand, the simpler JGTH-FDTD (short-dashed line) shows a large difference in not only 
the higher angular frequency but also the lower angular frequency. The phase values at the 
lowest angular frequency of the extended FDTD, the simpler JGTH-FDTD, and the 
experimental result are 47.4 rad, 74.2 rad, and 38.9 rad, respectively. In this comparison, the 
phase value of the simpler JGTH-FDTD is twice that of the experimental result. This marked 
difference between the simpler JGTH-FDTD and the experimental result is caused by the 
dipersion problem of the simpler JGTH-FDTD, which is described in section II and above in 
this section. The spectral phase is very important for single-cycle pulse generation via phase 
compensation of the nonlinear-chirped supercontinuum generated in a silica fiber. Hence, 
the extended FDTD is superior to the simpler JGTH-FDTD in predicting the spectral phase 
for the phase compensation. 

B. Compensation of group delay by using SLM 

We assume the model in which the output beam from the fiber is collimated by a spherical 
mirror and is directed to a 4-f system by the SLM. The 4-f system consisted of two spherical 
mirrors and two reflective gratings (Nakamura et al, 2002a), (Karasawa et al, 2001), (Yamane 
et al., 2003). The optical path lengths from the gratings to the spherical mirrors with a focal 
length f and those from the spherical mirrors to the SLM are all set to be f. The liquid crystal 
SLM (Citizen Company) (Karasawa et al, 2001) consisted of 648 97−μm-wide pixels, with a 5 
μm gap between adjacent pixels.  
The SLM is used as a phase modulator, which can impose a phase variation of 2π on light 
whose wavelength is less than 1400 nm with a resolution of 192 (Karasawa et al, 2001). The 
phase φSLM(x) from the SLM at position x is given by a polynomial of the form 

 φSLM(x) = [ ] [ ] [ ]2 3 4
0 0 0( ) ( ) ( )

2 6 24
x x xα β γω ω ω ω ω ω− + − + − , (35) 

where ω0 is the center angular frequency for a Taylor expansion, ω (x) is the angular 
frequency at position x and is given by ω (x) = 2 πc/{d sin[tan-1(x/f ) + sin-1(λc/d)]}, c is the 
speed of light, and λc = 800 nm is the wavelength at the central position of the SLM, where x 
= 0. λc does not have to be equal to the center wavelength for the Taylor expansion λ0 , 
where λ0 = 2 πc/ω0 . α, β, and γ are GDD, TOD, and the fourth-order dispersion (FOD), 
respectively, at ω0 . The group delay td,SLM(x) imposed by the SLM is 

td,SLM(x) = ( )SLMϕ ω
ω

∂
∂

 

 = [ ] [ ] [ ]2 3
0 0 0( ) ( ) ( )

2 6
x x xβ γα ω ω ω ω ω ω− + − + − . (36) 
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neglecting the backward propagation wave. On the other hand, our extended FDTD 
Maxwell equation method accurately includes the delayed Raman response and all orders of 
the dispersion in silica using Sellmeier’s equation, and does not use SVEA. The shortest 
wavelengths (intensity of 1%) of the spectra obtained by the extended FDTD, the simpler 
JGTH-FDTD, and the experimental result (Exp.) are 653 nm, 660 nm and 626 nm, 
respectively. The longest wavelengths of the extended FDTD, the simpler JGTH-FDTD, and 
the experimental result (Exp.) are 1046 nm, 1027 nm, and 972 nm (maximum measured 
wavelength of the spectrometer), respectively. The spectral bandwidths Δλ (1% of peak 
intensity) of the extended FDTD, the simpler JGTH-FDTD, and the experimental result 
(Exp.) are 393 nm, 367 nm, and 346 nm, respectively. Thus, the spectrum bandwidth of the 
experimental result (Exp.) is narrower than those of the extended FDTD and the simpler 
JGTH-FDTD. Note that the intensity at 650-750 nm of the assumed spectrum is lower than 
the experimental result, and also that the intensity at 650-750 nm of the assumed spectrum 
of the input pulse is zero; however, the intensity of the region of the wavelengths is not zero 
in the experimental result of the input pulse. This affects the weak intensity at 650-750 nm in 
the fiber output spectrum obtained by the extended FDTD and the simpler JGTH-FDTD. In 
considering wavelengths longer than 800 nm in Fig. 6, the intensity of the experimental data 
is lower than those of the extended FDTD and the simpler JGTH-FDTD results. We assume 
that the sensitivity of the spectrometer detector is low at wavelengths longer than 800 nm 
because the detector is made of silicon. We believe our extended FDTD result is correct. We 
suggest that it is better to use an IR detector made of a material such as InGaAs for the 
spectrometer.  
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Fig. 7. Spectral phase as a function of angular frequency after a chirped 12 fs pulse 
propagation through a 2.5-mm silica fiber previously obtained experimentally (solid 
line)(Nakamura et al., 2002) and numerically by the extended FDTD (dashed line) 
(Nakamura et al., 2005a) and the simpler JGTH-FDTD (short-dashed line) (Nakamura et al., 
2005a) 

Figure 7 shows the spectral phase obtained experimentally by the FROG (solid line) and 
numerically by the extended FDTD (dashed line) and the simpler JGTH-FDTD (short-
dashed line) as a function of angular frequency for 12 fs laser transmission through a 2.5-
mm silica fiber. From our previous experimental result corresponding to the solid line, we 
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determine the group-delay dispersion (GDD) and the third-order dispersion (TOD) values 
to be 342 fs2 and 187 fs3, respectively. From our calculation corresponding to the dashed line, 
we determine the GDD and TOD values to be 518 fs2 and 333 fs3, respectively. The 
calculated GDD and TOD values do not agree with the experimental results. We have not 
yet clarified the reason for this disagreement. We must consider assuming the sech2 
temporal shape of the input pulse, but not the complex waveform obtained by the inverse 
Fourier transform of the experimentally observed spectrum. However, the calculated result 
by the extended FDTD (dashed line) from the angular frequency of 1.8 rad/fs to 2.4 rad/fs 
(lower frequency) appears to be in good agreement with the experimental result. On the 
other hand, the simpler JGTH-FDTD (short-dashed line) shows a large difference in not only 
the higher angular frequency but also the lower angular frequency. The phase values at the 
lowest angular frequency of the extended FDTD, the simpler JGTH-FDTD, and the 
experimental result are 47.4 rad, 74.2 rad, and 38.9 rad, respectively. In this comparison, the 
phase value of the simpler JGTH-FDTD is twice that of the experimental result. This marked 
difference between the simpler JGTH-FDTD and the experimental result is caused by the 
dipersion problem of the simpler JGTH-FDTD, which is described in section II and above in 
this section. The spectral phase is very important for single-cycle pulse generation via phase 
compensation of the nonlinear-chirped supercontinuum generated in a silica fiber. Hence, 
the extended FDTD is superior to the simpler JGTH-FDTD in predicting the spectral phase 
for the phase compensation. 

B. Compensation of group delay by using SLM 

We assume the model in which the output beam from the fiber is collimated by a spherical 
mirror and is directed to a 4-f system by the SLM. The 4-f system consisted of two spherical 
mirrors and two reflective gratings (Nakamura et al, 2002a), (Karasawa et al, 2001), (Yamane 
et al., 2003). The optical path lengths from the gratings to the spherical mirrors with a focal 
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where ω0 is the center angular frequency for a Taylor expansion, ω (x) is the angular 
frequency at position x and is given by ω (x) = 2 πc/{d sin[tan-1(x/f ) + sin-1(λc/d)]}, c is the 
speed of light, and λc = 800 nm is the wavelength at the central position of the SLM, where x 
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where λ0 = 2 πc/ω0 . α, β, and γ are GDD, TOD, and the fourth-order dispersion (FOD), 
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Parameters α, β, and γ were initially estimated from the total group delay td(ω) of a fiber 
(including the self-phase modulation). td(ω) is fitted to the form of Eq. (36), and α, β, and γ 
are obtained. Then the negative values of these fitted parameters were initially imposed by 
the SLM to satisfy td,SLM(ω) + td(ω) = constant (zero in our case) in the entire frequency range. 
Theoretically, this condition should produce the shortest pulses. Use of the Taylor expansion 
in Eq. (35) is found to be the most suitable way to perform fine adjustment of the phase. 
Parameters α, β, and γ are fine-tuned by a computer to yield the shortest pulse, with the 
constant group delay dispersion optimized as a function of wavelength. Figure 8 shows the 
calculated group delay after the pulse propagation of a fiber (solid curves) and the 
compensated group delay (dashed curve) with the negative value of the optimized group 
delay applied by the SLM. The group delay after fiber propagation is added by applying its 
negative value to the SLM, and then the total of these values is shown as a dashed line for 
which the shortest pulse (a nearly transform-limited pulse) is obtained for the condition 
where λ0 is set to 800 nm. The temporal intensity profile of this shortest pulse is shown in 
Fig. 9. The pulse width (FWHM) is estimated to be 6.9 fs. This pulse width agrees with the 
compressed pulse of 7.1 fs (Nakamura et al, 2002a) previously obtained experimentally by 
using a combination of prism compression and a 256 pixel SLM. This finding indicates that 
the combination of this extended FDTD and group delay compensation simulation is robust 
for estimating the shortest pulse characteristics after the propagation of a fiber, and useful 
for constructing a fiber-compression system for obtaining a single-cycle pulse. 
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Fig. 8. Calculated group delay after pulse propagation of a fiber (solid curves) and the 
compensated group delay (dashed curve) with the negative of the optimized group delay 
applied by the SLM. (Nakamura et al., 2005a) 
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Fig. 9. Temporal time profile compensated optimally by SLM after propagation of a fiber. 
The pulse width (FWHM) is 6.9 fs. (Nakamura et al., 2005a) 

3.3 Summary of single pulse propagation 
We have extended the nonlinear FDTD method with a JGTH algorithm to one with exact 
Sellmeier’s fitting values in order to compare the experimental and calculated results of 
nonlinear femtosecond ultrabroadband-pulse propagation in a silica fiber, and have 
analyzed the temporal and spectral characteristics of the propagated pulse. This extended 
method is robust against the breakdown of the SVEA. The spectrum, temporal intensity 
profile, and pulse width after phase compensation results as calculated by the extended 
FDTD method agree well with those obtained in our previous experiment. These findings 
indicate that the combination of this extended FDTD method and the group delay 
compensation simulation is robust for estimating the spectrum, the temporal pulse profile 
after propagation through a fiber and the shortest pulse obtained by compensation, and is 
useful for estimating the shortest pulse when the fiber-compression system is designed to 
obtain a single-cycle pulse (Yamane et al., 2003). 
When the extended FDTD method is established as the ultrashort optical pulse propagation 
analysis technique, its application to the characteristic analysis of an ultrahigh-speed optical 
switch, the propagation characteristic analysis of the optical pulse in a photonic crystal, and 
nonlinear propagation analysis in a photonic crystal fiber or a taper fiber are expected.  

4. Dual wavelengths femtosecond pulses propagation 
4.1 Induced-phase modulation 
Recently, there has been significant interest in the generation of single-cycle optical pulses 
by optical pulse compression of ultrabroadband light produced in fibers. The spectra-
broadening by the induced-phase modulation (IPM) is one of these methods. There have 
been some reports of experiments on ultrabroadband-pulse generation using IPM in a silica 
fiber (Xu et al., 1999), (Karasawa et al., 2001b), (Shibata et al., 2002), (Yamashita et al., 2004) 
and an Ar-gas-filled hollow fiber, (Karasawa et al., 2000b) and also on optical pulse 
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Theoretically, this condition should produce the shortest pulses. Use of the Taylor expansion 
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calculated group delay after the pulse propagation of a fiber (solid curves) and the 
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Fig. 9. Temporal time profile compensated optimally by SLM after propagation of a fiber. 
The pulse width (FWHM) is 6.9 fs. (Nakamura et al., 2005a) 

3.3 Summary of single pulse propagation 
We have extended the nonlinear FDTD method with a JGTH algorithm to one with exact 
Sellmeier’s fitting values in order to compare the experimental and calculated results of 
nonlinear femtosecond ultrabroadband-pulse propagation in a silica fiber, and have 
analyzed the temporal and spectral characteristics of the propagated pulse. This extended 
method is robust against the breakdown of the SVEA. The spectrum, temporal intensity 
profile, and pulse width after phase compensation results as calculated by the extended 
FDTD method agree well with those obtained in our previous experiment. These findings 
indicate that the combination of this extended FDTD method and the group delay 
compensation simulation is robust for estimating the spectrum, the temporal pulse profile 
after propagation through a fiber and the shortest pulse obtained by compensation, and is 
useful for estimating the shortest pulse when the fiber-compression system is designed to 
obtain a single-cycle pulse (Yamane et al., 2003). 
When the extended FDTD method is established as the ultrashort optical pulse propagation 
analysis technique, its application to the characteristic analysis of an ultrahigh-speed optical 
switch, the propagation characteristic analysis of the optical pulse in a photonic crystal, and 
nonlinear propagation analysis in a photonic crystal fiber or a taper fiber are expected.  

4. Dual wavelengths femtosecond pulses propagation 
4.1 Induced-phase modulation 
Recently, there has been significant interest in the generation of single-cycle optical pulses 
by optical pulse compression of ultrabroadband light produced in fibers. The spectra-
broadening by the induced-phase modulation (IPM) is one of these methods. There have 
been some reports of experiments on ultrabroadband-pulse generation using IPM in a silica 
fiber (Xu et al., 1999), (Karasawa et al., 2001b), (Shibata et al., 2002), (Yamashita et al., 2004) 
and an Ar-gas-filled hollow fiber, (Karasawa et al., 2000b) and also on optical pulse 
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compression by nonlinear chirp compensation. (Yamashita et al., 2004) For these 
experiments on generating few-optical-cycle pulses, characterizing the spectral phase of 
ultrabroadband pulses analytically as well as experimentally is very important.  
In IPM calculation, details of the phase characteristics at the connecting point of the two 
pulses are not clearly understood because the beam propagation method (BPM) has been 
used to describe the propagation of an optical pulse in a fiber. (Agrawal, 1995) In the BPM, 
each phase curve is obtained independently as a function of frequency for each center 
frequency of the two pulses. (Agrawal, 1995) The two phase curves are connected at the 
same phase value, as reported in refs. (Yamashita et al., 1998) and (Yamashita et al., 1996). 
Recently, we extended (Nakamura et al., 2002b) the finite-difference time domain (FDTD) 
method with nonlinear polarization PNL involving the Raman response function to 12 fs 
ultrabroadband-pulse propagation in a silica fiber with the consideration of linear 
polarization PL, including all exact Sellmeier-fitting values of silica with three resonant 
frequencies, in order to compare the calculated results with our experimental results. 
(Nakamura et al., 2002a), (Karasawa et al., 2000) This extended FDTD method (Nakamura et 
al., 2002b) is more accurate than previous FDTD methods (Joseph & Taflove, 1997), (Kalosha 
& Herrmann), (Goorjian et al., 1992), (Joseph et al., 1993), (Taflove & Hagness, 2000). 
Recently, a similarly accurate algorithm, which assumes that the linear and nonlinear 
dispersions are modeled by three and one Lorentzian resonances, respectively, was 
suggested by Goojian and Cundiff (Goojian & Cundiff, 2004). On the point of phase 
observation, the extended FDTD is superior to BPM (Yamashita et al., 1998) and (Yamashita 
et al., 1996) because the extended FDTD method includes no assumption for the two-pulse 
case, which implies that it can be used to calculate two different pulses simultaneously. We 
have recently numerically obtained the phase when two different pulses were simultaneously 
injected into a fiber and IPM occurred, and we clarified how the two pulse phases maintain 
their connection with each other (Nakamura et al., 2004a). We did not observe the four-wave 
mixing but only SPM and IPM with the simultaneous injection of two-color pulses into a 
fiber (Nakamura et al., 2004a). In this study, we observed the anti-Stokes light of the 
degenerate four-wave mixing (DFWM) in the IPM spectral phase obtained by the extended 
FDTD method with an initial delay of -80 fs. The chirped first and second pulses broadening 
with dispersion interact with each other, and the nonlinear interaction length is prolonged 
with this initial delay. Then the phase matching condition for DFWM at the end of the fiber 
is satisfied with an initial delay of -80 fs, which corresponds to the situation of two pulses 
meeting at the end of the fiber via a different group velocity of the two pulses. This is the 
first observation of the DFWM with IPM by FDTD. Furthermore, we compared the extended 
FDTD method (Nakamura et al., 2002b), (Nakamura et al., 2004b), (Nakamura et al., 2005) 
with experimental results (Xu et al., 1999) for nonlinear propagation with the IPM effect of 
two-color sub-picosecond laser pulses in a silica fiber that have different initial delays between 
the two pulses. To the best of our knowledge, this is the first comparison between FDTD 
calculation and experimental results for nonlinear propagation with the IPM effect of two-
color 120 fs laser pulses in a silica fiber. The extended FDTD method clarifies how the two 
pulse phases maintain their connection with each other with three initial time delays.  

4.2 Experimental setup 
A schematic of our experimental setup (Xu et al., 1999) is shown in Fig. 10. The first pulse 
was generated from a Ti:sapphire regenerative amplifier at a 1 kHz repetition rate.  
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Fig. 10. Layout of the experimental setup.(Xu et al., 1999) M, silver-coated plane mirrors; R1 
and R2, reflective objectives (36x); DM, dichroic mirror; NF1 and NF2, valuable optical 
attenuators; OPA, optical parametric amplifier. 

The pulse duration was about 120 fs full width at half maximum (FWHM) with a bandwidth 
of 12 nm FWHM centered at 795 nm, and the output energy was 750 μJ, henceforth called 
the fundamental pulse. The main output energy from the regenerative amplifier was used to 
generate a continuum wave and pump an optical parametric amplifier (OPA) for the second 
pulse generation. The tuning range in the OPA was from 480 to 740 nm with an output 
energy of over 10 μJ at 1 kHz. In this experiment, we set the wavelength of the second pulse 
at 640 nm with a 120 fs FWHM in the pulse duration and a 12 nm FWHM in the spectral 
width, henceforth called the signal pulse. Since the continuum wave was generated by the 
SPM of the fundamental pulse under the single-filament condition and was selectively 
amplified using its second harmonic pulse by the optical parametric process with the phase 
matching condition, the phase of the signal wave should have a relationship to the phase of 
the fundamental wave. This condition is critical for generating a stable combined spectrum 
with IPM in a single-mode glass fiber, which will be confirmed later. The calculated walk-off 
length (Agrawal, 1995) wL  between the signal pulse and the fundamental pulse was about 
2.7 mm. The reason the second pulse wavelength was selected to be 640 nm lies in the fact 
that the walk-off length wL  of these two pulses in a fused silica fiber ( wL  = 2.7 mm) is 
around the length that we are able to cut easily, about 3 mm, and the IPM effect between the 
two pulses can be observed clearly at this length. The two pulses were combined by a 
dichroic mirror, DM, which has a high transmission for the fundamental pulse and a high 
reflection for the signal pulse. The optical path of the fundamental pulse was varied by an 
optical delay stage formed by M2 and M3 so that the delay of the two pulses in the fiber 
could be adjusted. N1 and N2 are variable neutral-density filters and the energies of the two 
pulses can be controlled independently. The combined two pulses, which have the same 
linear polarizations, were coupled into a 3 mm single-mode polarization-preserving fused-
silica fiber (2.7 μm core diameter, 550 ± 50 nm cutoff wavelength) by a 36×  reflective 
objective, R1. The output from the fiber was collimated by the same type of reflective 
objective, R2, to a spectrometer that monitored the output spectrum. 

4.3 Numerical results 
In our calculation for a fused silica fiber, the parameters in eq. (10) are set as b1 = 0.6961663, 
b2 = 0.4079426, b3 = 0.8974794, λ1 = 0.0684043 μm, λ2 = 0.1162414 μm, and λ3 = 9.896161 μm 
(Agrawal, 1995), where λi = 2πc/ωi and c is the velocity of light in vacuum. We used the 
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compression by nonlinear chirp compensation. (Yamashita et al., 2004) For these 
experiments on generating few-optical-cycle pulses, characterizing the spectral phase of 
ultrabroadband pulses analytically as well as experimentally is very important.  
In IPM calculation, details of the phase characteristics at the connecting point of the two 
pulses are not clearly understood because the beam propagation method (BPM) has been 
used to describe the propagation of an optical pulse in a fiber. (Agrawal, 1995) In the BPM, 
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mixing but only SPM and IPM with the simultaneous injection of two-color pulses into a 
fiber (Nakamura et al., 2004a). In this study, we observed the anti-Stokes light of the 
degenerate four-wave mixing (DFWM) in the IPM spectral phase obtained by the extended 
FDTD method with an initial delay of -80 fs. The chirped first and second pulses broadening 
with dispersion interact with each other, and the nonlinear interaction length is prolonged 
with this initial delay. Then the phase matching condition for DFWM at the end of the fiber 
is satisfied with an initial delay of -80 fs, which corresponds to the situation of two pulses 
meeting at the end of the fiber via a different group velocity of the two pulses. This is the 
first observation of the DFWM with IPM by FDTD. Furthermore, we compared the extended 
FDTD method (Nakamura et al., 2002b), (Nakamura et al., 2004b), (Nakamura et al., 2005) 
with experimental results (Xu et al., 1999) for nonlinear propagation with the IPM effect of 
two-color sub-picosecond laser pulses in a silica fiber that have different initial delays between 
the two pulses. To the best of our knowledge, this is the first comparison between FDTD 
calculation and experimental results for nonlinear propagation with the IPM effect of two-
color 120 fs laser pulses in a silica fiber. The extended FDTD method clarifies how the two 
pulse phases maintain their connection with each other with three initial time delays.  
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was generated from a Ti:sapphire regenerative amplifier at a 1 kHz repetition rate.  

Comparison Between Finite-Difference Time-Domain Method and Experimental Results for 
Femtosecond Laser Pulse Propagation  

 

467 

Mode–locked
Ti:sapphire
Laser and
Regenerative

System

OPA
Pump

Signal

Idler

640 nm Spectrometer

M1

M2 M3

M4

DM R1 R2 M6

M5

795 nm

NF1
NF2 Fiber

P1

Amplifier

 
Fig. 10. Layout of the experimental setup.(Xu et al., 1999) M, silver-coated plane mirrors; R1 
and R2, reflective objectives (36x); DM, dichroic mirror; NF1 and NF2, valuable optical 
attenuators; OPA, optical parametric amplifier. 

The pulse duration was about 120 fs full width at half maximum (FWHM) with a bandwidth 
of 12 nm FWHM centered at 795 nm, and the output energy was 750 μJ, henceforth called 
the fundamental pulse. The main output energy from the regenerative amplifier was used to 
generate a continuum wave and pump an optical parametric amplifier (OPA) for the second 
pulse generation. The tuning range in the OPA was from 480 to 740 nm with an output 
energy of over 10 μJ at 1 kHz. In this experiment, we set the wavelength of the second pulse 
at 640 nm with a 120 fs FWHM in the pulse duration and a 12 nm FWHM in the spectral 
width, henceforth called the signal pulse. Since the continuum wave was generated by the 
SPM of the fundamental pulse under the single-filament condition and was selectively 
amplified using its second harmonic pulse by the optical parametric process with the phase 
matching condition, the phase of the signal wave should have a relationship to the phase of 
the fundamental wave. This condition is critical for generating a stable combined spectrum 
with IPM in a single-mode glass fiber, which will be confirmed later. The calculated walk-off 
length (Agrawal, 1995) wL  between the signal pulse and the fundamental pulse was about 
2.7 mm. The reason the second pulse wavelength was selected to be 640 nm lies in the fact 
that the walk-off length wL  of these two pulses in a fused silica fiber ( wL  = 2.7 mm) is 
around the length that we are able to cut easily, about 3 mm, and the IPM effect between the 
two pulses can be observed clearly at this length. The two pulses were combined by a 
dichroic mirror, DM, which has a high transmission for the fundamental pulse and a high 
reflection for the signal pulse. The optical path of the fundamental pulse was varied by an 
optical delay stage formed by M2 and M3 so that the delay of the two pulses in the fiber 
could be adjusted. N1 and N2 are variable neutral-density filters and the energies of the two 
pulses can be controlled independently. The combined two pulses, which have the same 
linear polarizations, were coupled into a 3 mm single-mode polarization-preserving fused-
silica fiber (2.7 μm core diameter, 550 ± 50 nm cutoff wavelength) by a 36×  reflective 
objective, R1. The output from the fiber was collimated by the same type of reflective 
objective, R2, to a spectrometer that monitored the output spectrum. 

4.3 Numerical results 
In our calculation for a fused silica fiber, the parameters in eq. (10) are set as b1 = 0.6961663, 
b2 = 0.4079426, b3 = 0.8974794, λ1 = 0.0684043 μm, λ2 = 0.1162414 μm, and λ3 = 9.896161 μm 
(Agrawal, 1995), where λi = 2πc/ωi and c is the velocity of light in vacuum. We used the 
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value of the nonlinear refractive coefficient 2
In = 2.48 × 10-20 m2/W from ref. (Taylor et al., 

1996), and the third-order susceptibility χ(3) was found to be χ(3) = 1.85 × 10-22 m2/V2 at 800 
nm, given by χ(3) = (4/3)ε0cn(ω0)2 2

In , where ω0 is the center angular frequency of the optical 
pulse. The parameters α, τ1, and τ2 in eq. (15) are set to be α = 0.7, τ1 = 12.2 fs and τ2 = 32 fs. 
(Agrawal, 1995) A single time step of the finite difference is set as Δt = 7.116034310 × 10-17 s. 
The time step of Δt is defined as the single optical cycle divided by 60. In the extended 
FDTD calculation for two-pulse propagation in a silica fiber, we set all other parameters to 
be the same as those in the previous IPM experiment. (Xu et al., 1999) Both pulses had the 
same pulse width of 120 fs and the same energy of 20 nJ. The fiber was 3-mm long with a 
core diameter of 2.7 μm. The fiber length of 3 mm nearly equals the walk-off length of 2.7 
mm. The effective core area Aeff was 5.47 μm2. Two laser pulses at the center wavelengths of 
795 and 640 nm (the fundamental and signal pulse) propagated in a 3 mm silica fiber with 
the delay of the signal pulse for the fundamental pulse, Td = 0, -40, -80 fs. The delay of –40 fs 
corresponds to the situation in which the two pulses are launched simultaneously into the 
same fiber with an optimum initial delay between the two pulses that meet at the center of 
the fiber, to be discussed later, because of the IPM effect of the two pulses, the two spectra 
meet each other. The delay of –80 fs corresponds to the situation which two pulses meet at 
the end of the fiber. Since every delay case is performed close to the walk-off length, the 
nonlinear interaction length is sufficient.  
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Fig. 11. Spectra obtained (a) experimentally (Xu et al., 1999) and (b) numerically (Nakamura 
et al., 2005b) for two pulses at center wavelengths of 795 nm (solid line) and 640 nm (dashed 
line) before propagation in a 3 mm silica fiber.  
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Figure 11 shows (a) the experimentally measured and (b) the numerically assumed spectra 
of the input fundamental (solid line) and signal (dashed line) pulses. The FWHM spectral 
width of Δλ is 12 nm for both fundamental and signal pulses. The Fourier transform of a 
Gaussian spectrum with the FWHM spectral width of Δλ =12 nm for the fundamental and 
signal pulses leads to a pulse width of 80.0 and 50.0 fs, respectively, which does not agree 
with the input pulse width of 120 fs. This fact indicates that the input pulses are chirped, 
which accords with the second derivation of the spectral phase of 

0

2 2( ) / |ω ωϕ ω ω =∂ ∂ = 4651 
and 2382 fs2 for the fundamental and signal pulses, respectively. Fig. 11(b) is assumed by the 
Fourier transformation of the pulse width of 120 fs with the chirp values. Due to the group 
velocity difference between the two optical pulses propagating in the fiber, they travel at 
different speeds and after some propagation distance they are separated. We measured the 
IPM-induced spectra with different initial time delays between the two pulses.  
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Fig. 12. (a) Experimentally (Xu et al., 1999) and (b) numerically (Nakamura et al., 2005b) 
obtained spectra induced by SPM in 3 mm single-mode fused-silica fiber. The thin solid line 
represents the spectrum induced by the SPM of the pulse at the center wavelength of 795 nm 
and the thin dashed line represents the spectrum induced by the SPM of the pulse at the 
center wavelength of 640 nm at the pulse duration of 120 fs and the energy of 20 nJ in the 3 
mm fiber for each pulse. The thick lines in (b) are spectral phases obtained numerically as a 
function of wavelength for the 3 mm fiber-propagated pulses at center wavelengths of 795 
nm (thick solid line) and 640 nm (thick dashed line). 

Fig. 12 depicts the spectra of the two pulses with SPM alone at the energy of 20 nJ in the 
fiber for each pulse, which are obtained (a) experimentally and (b) numerically. The solid 
line represents the SPM-induced spectrum of the fundamental pulse and the dashed line 
represents the SPM-induced spectrum of the signal pulse. From Figs. 12(a) and 12(b) we 
observe the separated spectra for the two pulses with only the SPM effect at 20 nJ energy 
levels. Here, we define the wavelengths in which the spectral intensity becomes 1/100 of the 
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value of the nonlinear refractive coefficient 2
In = 2.48 × 10-20 m2/W from ref. (Taylor et al., 

1996), and the third-order susceptibility χ(3) was found to be χ(3) = 1.85 × 10-22 m2/V2 at 800 
nm, given by χ(3) = (4/3)ε0cn(ω0)2 2

In , where ω0 is the center angular frequency of the optical 
pulse. The parameters α, τ1, and τ2 in eq. (15) are set to be α = 0.7, τ1 = 12.2 fs and τ2 = 32 fs. 
(Agrawal, 1995) A single time step of the finite difference is set as Δt = 7.116034310 × 10-17 s. 
The time step of Δt is defined as the single optical cycle divided by 60. In the extended 
FDTD calculation for two-pulse propagation in a silica fiber, we set all other parameters to 
be the same as those in the previous IPM experiment. (Xu et al., 1999) Both pulses had the 
same pulse width of 120 fs and the same energy of 20 nJ. The fiber was 3-mm long with a 
core diameter of 2.7 μm. The fiber length of 3 mm nearly equals the walk-off length of 2.7 
mm. The effective core area Aeff was 5.47 μm2. Two laser pulses at the center wavelengths of 
795 and 640 nm (the fundamental and signal pulse) propagated in a 3 mm silica fiber with 
the delay of the signal pulse for the fundamental pulse, Td = 0, -40, -80 fs. The delay of –40 fs 
corresponds to the situation in which the two pulses are launched simultaneously into the 
same fiber with an optimum initial delay between the two pulses that meet at the center of 
the fiber, to be discussed later, because of the IPM effect of the two pulses, the two spectra 
meet each other. The delay of –80 fs corresponds to the situation which two pulses meet at 
the end of the fiber. Since every delay case is performed close to the walk-off length, the 
nonlinear interaction length is sufficient.  
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Fig. 11. Spectra obtained (a) experimentally (Xu et al., 1999) and (b) numerically (Nakamura 
et al., 2005b) for two pulses at center wavelengths of 795 nm (solid line) and 640 nm (dashed 
line) before propagation in a 3 mm silica fiber.  
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Figure 11 shows (a) the experimentally measured and (b) the numerically assumed spectra 
of the input fundamental (solid line) and signal (dashed line) pulses. The FWHM spectral 
width of Δλ is 12 nm for both fundamental and signal pulses. The Fourier transform of a 
Gaussian spectrum with the FWHM spectral width of Δλ =12 nm for the fundamental and 
signal pulses leads to a pulse width of 80.0 and 50.0 fs, respectively, which does not agree 
with the input pulse width of 120 fs. This fact indicates that the input pulses are chirped, 
which accords with the second derivation of the spectral phase of 

0

2 2( ) / |ω ωϕ ω ω =∂ ∂ = 4651 
and 2382 fs2 for the fundamental and signal pulses, respectively. Fig. 11(b) is assumed by the 
Fourier transformation of the pulse width of 120 fs with the chirp values. Due to the group 
velocity difference between the two optical pulses propagating in the fiber, they travel at 
different speeds and after some propagation distance they are separated. We measured the 
IPM-induced spectra with different initial time delays between the two pulses.  
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Fig. 12. (a) Experimentally (Xu et al., 1999) and (b) numerically (Nakamura et al., 2005b) 
obtained spectra induced by SPM in 3 mm single-mode fused-silica fiber. The thin solid line 
represents the spectrum induced by the SPM of the pulse at the center wavelength of 795 nm 
and the thin dashed line represents the spectrum induced by the SPM of the pulse at the 
center wavelength of 640 nm at the pulse duration of 120 fs and the energy of 20 nJ in the 3 
mm fiber for each pulse. The thick lines in (b) are spectral phases obtained numerically as a 
function of wavelength for the 3 mm fiber-propagated pulses at center wavelengths of 795 
nm (thick solid line) and 640 nm (thick dashed line). 

Fig. 12 depicts the spectra of the two pulses with SPM alone at the energy of 20 nJ in the 
fiber for each pulse, which are obtained (a) experimentally and (b) numerically. The solid 
line represents the SPM-induced spectrum of the fundamental pulse and the dashed line 
represents the SPM-induced spectrum of the signal pulse. From Figs. 12(a) and 12(b) we 
observe the separated spectra for the two pulses with only the SPM effect at 20 nJ energy 
levels. Here, we define the wavelengths in which the spectral intensity becomes 1/100 of the 
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maximum intensity as λmin and λmax for the shortest and longest wavelength, respectively. 
Then, we define the spectral width as Δλ1/100 = λmax - λmin. The spectral widths Δλ1/100 of the 
dashed lines in Figs. 12(a) and 12(b) are 93.8 and 83.7 nm, respectively. The spectral widths 
Δλ1/100 of the solid lines in Figs. 12(a) and 12(b) are 117.5 and 110.9 nm, respectively. The 
spectral widths in Fig. 12 caused by only SPM are smaller than those caused by SPM and 
IPM of Figs. 13 and 14, this will be discussed later. The difference in the spectral width 
between the experimental and numerical results is less than 10 nm (<10%), which indicates 
that the difference is small. Blue shift due to self-steepening is not observed but breakdown 
of the spectral symmetry is observed. The intensity of the spectrum is higher for 
wavelengths longer than the center wavelengths in Fig. 12(b). In particular, the solid line 
(fundamental pulse) in Fig. 12(b) shows asymmetrical behavior and three- or four-peak 
behavior, which are similar to those in the solid line in Fig. 12(a). The extended FDTD result 
and the experimental result in Fig. 12 are similar from the point of view of spectral widths. 
The thick lines in Fig. 12(b) show the numerically obtained spectral phase wherein the 
dashed line shows the phase of the fundamental pulse and the solid line shows that of the 
signal pulse. For both the fundamental and signal pulse, the phase curve is a symmetric 
parabolic curve. The spectral phases of the two pulses cross around the wavelength of 713 
nm, where the phase value is 48.0 rad. 
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Fig. 13. Experimentally measured spectra (Xu et al., 1999) induced by IPM for two pulses at 
center wavelengths of 795 and 640 nm with different initial time delays after propagation in 
3 mm silica fiber. (a) Spectrum when two pulses meet at entrance of fiber, (b) spectrum 
when two pulses meet at center of fiber and (c) spectrum when two pulses meet at end of 
fiber.  
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Fig. 14. Numerically obtained spectra induced by IPM for two pulses at center wavelengths 
of 795 and 640 nm with different initial time delays after propagation in 3 mm silica fiber. (a) 
Spectrum when two pulses meet at entrance of fiber, (b) spectrum when two pulses meet at 
center of fiber and (c) spectrum when two pulses meet at end of fiber. (Nakamura et al., 
2005b) 
Figures 13 and 14 show the IPM-induced spectra obtained by the previous experiment (Xu 
et al., 1999) and the extended FDTD calculation with different initial time delays between 
the two pulses, these figures indicate spectra after propagation of 3 mm fiber with the initial 
delays Td of (a) 0, (b) –40, and (c) –80 fs, respectively. The pulse energies after fiber 
propagation of the two pulses are the same value, 40 nJ. The initial time delay between the 
two pulses, (a) Td = 0 fs, represents that the two pulses coincide at the fiber entrance, and the 
delays, (b) Td = -40 fs and (c) Td = -80 fs, represent that the two pulses meet at the center and 
the end of the fiber, respectively. Figures 13 and 14 indicate that the spectra are all broader 
than that of Fig. 12, because not only SPM but also IPM occurs. The spectral bandwidth of 
Fig. 13(a) is Δλ1/100=λmax-λmin= 851.1 - 568.9 = 282.2 nm. The spectral bandwidth of Fig. 14(a) 
is Δλ1/100=λmax-λmin= 883.8 - 571.5 = 312.3 nm. Quantitatively, there is a difference between 
the experiment [Fig. 13(a)] and the calculation [Fig. 14(a)]. However, a larger gap between 
the two spectra is observed in both cases. This shows that the calculation qualitatively 
agrees well with the previous experimental results. In our case, when the two pulses meet at 
the entrance of the fiber Td = 0 fs, the leading edge of the signal pulse interacts with the 
trailing edge of the fundamental pulse because the fundamental pulse travels faster than the 
signal pulse in the fused silica fiber. As a result, both the signal pulse and the fundamental 
pulse have IPM-induced chirp. This leads to a larger modulation of the signal pulse 
spectrum at shorter wavelengths and a larger spectral modulation of the fundamental pulse 
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maximum intensity as λmin and λmax for the shortest and longest wavelength, respectively. 
Then, we define the spectral width as Δλ1/100 = λmax - λmin. The spectral widths Δλ1/100 of the 
dashed lines in Figs. 12(a) and 12(b) are 93.8 and 83.7 nm, respectively. The spectral widths 
Δλ1/100 of the solid lines in Figs. 12(a) and 12(b) are 117.5 and 110.9 nm, respectively. The 
spectral widths in Fig. 12 caused by only SPM are smaller than those caused by SPM and 
IPM of Figs. 13 and 14, this will be discussed later. The difference in the spectral width 
between the experimental and numerical results is less than 10 nm (<10%), which indicates 
that the difference is small. Blue shift due to self-steepening is not observed but breakdown 
of the spectral symmetry is observed. The intensity of the spectrum is higher for 
wavelengths longer than the center wavelengths in Fig. 12(b). In particular, the solid line 
(fundamental pulse) in Fig. 12(b) shows asymmetrical behavior and three- or four-peak 
behavior, which are similar to those in the solid line in Fig. 12(a). The extended FDTD result 
and the experimental result in Fig. 12 are similar from the point of view of spectral widths. 
The thick lines in Fig. 12(b) show the numerically obtained spectral phase wherein the 
dashed line shows the phase of the fundamental pulse and the solid line shows that of the 
signal pulse. For both the fundamental and signal pulse, the phase curve is a symmetric 
parabolic curve. The spectral phases of the two pulses cross around the wavelength of 713 
nm, where the phase value is 48.0 rad. 
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Fig. 13. Experimentally measured spectra (Xu et al., 1999) induced by IPM for two pulses at 
center wavelengths of 795 and 640 nm with different initial time delays after propagation in 
3 mm silica fiber. (a) Spectrum when two pulses meet at entrance of fiber, (b) spectrum 
when two pulses meet at center of fiber and (c) spectrum when two pulses meet at end of 
fiber.  
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Fig. 14. Numerically obtained spectra induced by IPM for two pulses at center wavelengths 
of 795 and 640 nm with different initial time delays after propagation in 3 mm silica fiber. (a) 
Spectrum when two pulses meet at entrance of fiber, (b) spectrum when two pulses meet at 
center of fiber and (c) spectrum when two pulses meet at end of fiber. (Nakamura et al., 
2005b) 
Figures 13 and 14 show the IPM-induced spectra obtained by the previous experiment (Xu 
et al., 1999) and the extended FDTD calculation with different initial time delays between 
the two pulses, these figures indicate spectra after propagation of 3 mm fiber with the initial 
delays Td of (a) 0, (b) –40, and (c) –80 fs, respectively. The pulse energies after fiber 
propagation of the two pulses are the same value, 40 nJ. The initial time delay between the 
two pulses, (a) Td = 0 fs, represents that the two pulses coincide at the fiber entrance, and the 
delays, (b) Td = -40 fs and (c) Td = -80 fs, represent that the two pulses meet at the center and 
the end of the fiber, respectively. Figures 13 and 14 indicate that the spectra are all broader 
than that of Fig. 12, because not only SPM but also IPM occurs. The spectral bandwidth of 
Fig. 13(a) is Δλ1/100=λmax-λmin= 851.1 - 568.9 = 282.2 nm. The spectral bandwidth of Fig. 14(a) 
is Δλ1/100=λmax-λmin= 883.8 - 571.5 = 312.3 nm. Quantitatively, there is a difference between 
the experiment [Fig. 13(a)] and the calculation [Fig. 14(a)]. However, a larger gap between 
the two spectra is observed in both cases. This shows that the calculation qualitatively 
agrees well with the previous experimental results. In our case, when the two pulses meet at 
the entrance of the fiber Td = 0 fs, the leading edge of the signal pulse interacts with the 
trailing edge of the fundamental pulse because the fundamental pulse travels faster than the 
signal pulse in the fused silica fiber. As a result, both the signal pulse and the fundamental 
pulse have IPM-induced chirp. This leads to a larger modulation of the signal pulse 
spectrum at shorter wavelengths and a larger spectral modulation of the fundamental pulse 
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at longer wavelengths. Hence, the modulation of the signal pulse at longer wavelengths and 
of the fundamental pulse at shorter wavelengths is depressed. Then, the larger gap between 
the fundamental and signal spectra is formed. In contrast, when the two pulses meet at the 
end of the fiber Td = -80 fs, the trailing edge (longer wavelengths) of the signal pulse mainly 
interacts with the leading edge (shorter wavelengths) of the fundamental pulse. As a result, 
the IPM-induced spectrum of the signal pulse shifts towards its longer wavelengths and the 
IPM-induced fundamental pulse spectrum shifts towards its shorter wavelengths and a 
larger overlap of the two pulse spectra is observed in both Figs. 13(c) and 14(c). This shows 
that the calculation qualitatively agrees well with the previous experimental results. The 
spectral bandwidth of Fig. 13(c) is Δλ1/100=λmax-λmin= 861.8 - 582.9 = 278.9 nm. The spectral 
bandwidth of Fig. 14(c) is Δλ1/100=λmax-λmin= 895.9 - 579.1 = 316.8 nm. It is found that when 
the two pulses meet at the center of the fiber, the fundamental pulse passes through the 
signal pulse in a symmetric manner. As a result, the spectra are broadened by the IPM effect 
to shorter and longer wavelengths simultaneously for both pulses and the broadest 
combined spectrum is generated in both Figs. 13(b) and 14(b). This shows that the 
calculation qualitatively agrees well with the previous experimental results. The spectral 
bandwidth of Fig. 13(b) is Δλ1/100=λmax-λmin= 887.3 - 567.3 = 320.0 nm. The spectral 
bandwidth of Fig. 14(b) is Δλ1/100=λmax-λmin= 896.6 - 577.6 = 319.0 nm. Figures 13(b) and 14(b) 
generally have the same value of Δλ1/100. This case is referred to as the optimum initial time 
delay to produce the broadest spectrum. In Figs. 13 and 14, it is the same feature that the 
most broadened spectra are Fig. 13(b) and Fig. 14(b) with an initial delay of Td = -40 fs. 
Consequently, the extended FDTD results and our previous experimental results have the 
same behavior of spectral bandwidth, which indicates the same initial delay dependence. 
That is, the extended FDTD calculation qualitatively agrees well with the previous 
experimental results although it does not agree quantitatively. This quantitative 
disagreement might be due to the low sensitivity of the detector of the spectrometer at 
wavelengths longer than 800 nm because the detector is made of Si. We suggest that InGeAs 
should be used for the detector, which is highly sensitive in the detection of the infrared 
region light.  
Figure 15 shows the spectral phase obtained numerically as a function of wavelength for 
mixed two pulses at center wavelengths of 795 and 640 nm after simultaneous 
copropagation with an initial delay of (a) 0, (b) -40, and (c) -80 fs in a 3 mm silica fiber. 
Around the center wavelength (795 nm) of the fundamental pulse, the phase curve is 
parabolic and its symmetry axis is (a) 774.14, (b) 749.45, and (c) 775.58 nm. Around the 
center wavelength (640 nm) of the signal pulse, the phase curve is parabolic and its 
symmetry axis is (a) 673.99, (b) 676.90, and (c) 687.78 nm. The symmetry axis of every 
parabolic curve in Fig. 15 shifts toward the wavelength of 720 nm, which is the center 
wavelength between 795 and 640 nm. This feature is seen when the IPM effect occurs, so 
that this feature is not found only in the SPM case of Fig. 12. In addition, it is observed in 
Fig. 15 that the spectral phases of the two pulses at the wavelength λ of (a) 711.7, (b) 713.17, 
and (c) 713.17 nm are continuously connected at a phase value of φ (λ ) = (a)17.76, (b) 10.46, 
and (c) 17.94 rad without any discrete point. Furthermore, regarding wavelengths shorter 
than 640 nm, one more parabolic curve is found between 500 and 570 nm. This curve is 
found to be that of the anti-Stokes light (theoretically 535.58 nm) generated by the induced 
DFWM where the pump light is 640 nm and the Stokes light is 795 nm. The chirped first and 
second pulses broadening by dispersion interact each other, and the nonlinear interaction 
length is prolonged with an initial delay of -80 fs. The DFWM is robust for chirping. 
(Cundiff et al., 1999), (Geraghty et al., 1998)  
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Fig. 15. Spectral phase obtained numerically as function of wavelength for mixed two pulses 
at center wavelengths of 795 and 640 nm after simultaneous copropagation with an initial 
delay of (a) 0, (b) -40, and (c) -80 fs in 3 mm silica fiber. (Nakamura et al., 2005b) 

When the two pulses meet at the end of the fiber Td = 80 fs, the trailing edge of the signal 
pulse mainly interacts with the leading edge of the fundamental pulse and the chirped 
pulses gradually become overlapping at the places where the pulses are temporally 
broadened; therefore, the interaction length is long. As a result, the four-wave mixing effect 
is enhanced and a larger parabolic phase curve of the anti-Stokes light in the spectral phase 
is observed. Then the phase matching condition for DFWM at the end of the fiber is satisfied 
with an initial delay of -80 fs, which corresponds to the situation in which two pulses meet 
at the end of the fiber via a different group velocity of the two pulses. Looking again at Fig. 
15, the anti-Stokes light appears faintly in the phase with an initial delay of -40 as well, but 
no anti-Stokes light appears with an initial delay of 0 fs. The anti-Stokes light of DFWM 
appears when long chirped pulses finally overlap at the end of the fiber, the IPM effect is 
strong when short pulses overlap at the beginning of the fiber, and IPM and DFWM cross-
interact and spectral broadening is maximum when the pulses overlap at the center of the 
fiber. Such precise information on the spectral phase of the pulse propagated in a fiber is 
very important for the wavelength conversion with spectral broadening or the generation of 
a monocycle pulse using a spatial light modulator (SLM) that can compensate the spectral 
phase of a superbroadened continuum. The shortest pulse attainable by phase correction of 
this ultrabroad spectrum is obtained by the Fourier transform of the spectrum of Fig. 14 and 
assuming a constant spectral phase. This yields a transform-limited pulse. Figure 16 shows 
the temporal profiles of the transform-limited pulses obtained numerically for the mixed 
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at longer wavelengths. Hence, the modulation of the signal pulse at longer wavelengths and 
of the fundamental pulse at shorter wavelengths is depressed. Then, the larger gap between 
the fundamental and signal spectra is formed. In contrast, when the two pulses meet at the 
end of the fiber Td = -80 fs, the trailing edge (longer wavelengths) of the signal pulse mainly 
interacts with the leading edge (shorter wavelengths) of the fundamental pulse. As a result, 
the IPM-induced spectrum of the signal pulse shifts towards its longer wavelengths and the 
IPM-induced fundamental pulse spectrum shifts towards its shorter wavelengths and a 
larger overlap of the two pulse spectra is observed in both Figs. 13(c) and 14(c). This shows 
that the calculation qualitatively agrees well with the previous experimental results. The 
spectral bandwidth of Fig. 13(c) is Δλ1/100=λmax-λmin= 861.8 - 582.9 = 278.9 nm. The spectral 
bandwidth of Fig. 14(c) is Δλ1/100=λmax-λmin= 895.9 - 579.1 = 316.8 nm. It is found that when 
the two pulses meet at the center of the fiber, the fundamental pulse passes through the 
signal pulse in a symmetric manner. As a result, the spectra are broadened by the IPM effect 
to shorter and longer wavelengths simultaneously for both pulses and the broadest 
combined spectrum is generated in both Figs. 13(b) and 14(b). This shows that the 
calculation qualitatively agrees well with the previous experimental results. The spectral 
bandwidth of Fig. 13(b) is Δλ1/100=λmax-λmin= 887.3 - 567.3 = 320.0 nm. The spectral 
bandwidth of Fig. 14(b) is Δλ1/100=λmax-λmin= 896.6 - 577.6 = 319.0 nm. Figures 13(b) and 14(b) 
generally have the same value of Δλ1/100. This case is referred to as the optimum initial time 
delay to produce the broadest spectrum. In Figs. 13 and 14, it is the same feature that the 
most broadened spectra are Fig. 13(b) and Fig. 14(b) with an initial delay of Td = -40 fs. 
Consequently, the extended FDTD results and our previous experimental results have the 
same behavior of spectral bandwidth, which indicates the same initial delay dependence. 
That is, the extended FDTD calculation qualitatively agrees well with the previous 
experimental results although it does not agree quantitatively. This quantitative 
disagreement might be due to the low sensitivity of the detector of the spectrometer at 
wavelengths longer than 800 nm because the detector is made of Si. We suggest that InGeAs 
should be used for the detector, which is highly sensitive in the detection of the infrared 
region light.  
Figure 15 shows the spectral phase obtained numerically as a function of wavelength for 
mixed two pulses at center wavelengths of 795 and 640 nm after simultaneous 
copropagation with an initial delay of (a) 0, (b) -40, and (c) -80 fs in a 3 mm silica fiber. 
Around the center wavelength (795 nm) of the fundamental pulse, the phase curve is 
parabolic and its symmetry axis is (a) 774.14, (b) 749.45, and (c) 775.58 nm. Around the 
center wavelength (640 nm) of the signal pulse, the phase curve is parabolic and its 
symmetry axis is (a) 673.99, (b) 676.90, and (c) 687.78 nm. The symmetry axis of every 
parabolic curve in Fig. 15 shifts toward the wavelength of 720 nm, which is the center 
wavelength between 795 and 640 nm. This feature is seen when the IPM effect occurs, so 
that this feature is not found only in the SPM case of Fig. 12. In addition, it is observed in 
Fig. 15 that the spectral phases of the two pulses at the wavelength λ of (a) 711.7, (b) 713.17, 
and (c) 713.17 nm are continuously connected at a phase value of φ (λ ) = (a)17.76, (b) 10.46, 
and (c) 17.94 rad without any discrete point. Furthermore, regarding wavelengths shorter 
than 640 nm, one more parabolic curve is found between 500 and 570 nm. This curve is 
found to be that of the anti-Stokes light (theoretically 535.58 nm) generated by the induced 
DFWM where the pump light is 640 nm and the Stokes light is 795 nm. The chirped first and 
second pulses broadening by dispersion interact each other, and the nonlinear interaction 
length is prolonged with an initial delay of -80 fs. The DFWM is robust for chirping. 
(Cundiff et al., 1999), (Geraghty et al., 1998)  
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Fig. 15. Spectral phase obtained numerically as function of wavelength for mixed two pulses 
at center wavelengths of 795 and 640 nm after simultaneous copropagation with an initial 
delay of (a) 0, (b) -40, and (c) -80 fs in 3 mm silica fiber. (Nakamura et al., 2005b) 

When the two pulses meet at the end of the fiber Td = 80 fs, the trailing edge of the signal 
pulse mainly interacts with the leading edge of the fundamental pulse and the chirped 
pulses gradually become overlapping at the places where the pulses are temporally 
broadened; therefore, the interaction length is long. As a result, the four-wave mixing effect 
is enhanced and a larger parabolic phase curve of the anti-Stokes light in the spectral phase 
is observed. Then the phase matching condition for DFWM at the end of the fiber is satisfied 
with an initial delay of -80 fs, which corresponds to the situation in which two pulses meet 
at the end of the fiber via a different group velocity of the two pulses. Looking again at Fig. 
15, the anti-Stokes light appears faintly in the phase with an initial delay of -40 as well, but 
no anti-Stokes light appears with an initial delay of 0 fs. The anti-Stokes light of DFWM 
appears when long chirped pulses finally overlap at the end of the fiber, the IPM effect is 
strong when short pulses overlap at the beginning of the fiber, and IPM and DFWM cross-
interact and spectral broadening is maximum when the pulses overlap at the center of the 
fiber. Such precise information on the spectral phase of the pulse propagated in a fiber is 
very important for the wavelength conversion with spectral broadening or the generation of 
a monocycle pulse using a spatial light modulator (SLM) that can compensate the spectral 
phase of a superbroadened continuum. The shortest pulse attainable by phase correction of 
this ultrabroad spectrum is obtained by the Fourier transform of the spectrum of Fig. 14 and 
assuming a constant spectral phase. This yields a transform-limited pulse. Figure 16 shows 
the temporal profiles of the transform-limited pulses obtained numerically for the mixed 
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two-pulse spectra shown in Fig. 14 at the center wavelengths of 795 and 640 nm after 
simultaneous copropagation with an initial delay of (a) 0, (b) -40, and (c) -80 fs in a 3 mm 
silica fiber. The FWHM pulse widths are (a) 4.1, (b) 4.0, and (c) 4.7 fs. The pulse width under 
an initial delay of –40 fs is 4.0 fs, which is the same value, 4 fs (Xu et al., 1999), obtained by 
Fourier transform of the experimental result of Fig. 15(b) reported by Xu et al. 
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Fig. 16. Temporal profiles of transform-limited pulses obtained numerically for mixed two-
pulse spectra shown in Fig. 6 at center wavelengths of 795 and 640 nm after simultaneous 
copropagation with initial delay of (a) 0, (b) -40, and (c) -80 fs in a 3 mm silica fiber. 
(Nakamura et al., 2005b)  

4.4 Summary of dual wavelengths femtosecond pulses propagation 
The ultrabroad spectrum generation based on the IPM of two optical pulses copropagating 
in a single-mode fused-silica fiber has been numerically demonstrated, which is compared 
with our previous experimental results. To the best of our knowledge, this is the first 
comparison between the extended FDTD calculation and the experiment. In the extended 
FDTD, it was found that the spectral phases of the two pulses around the wavelength of 710 
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nm are continuously connected at a phase value of φ (λ ) = 10-20 rad without any discrete 
point. This fact was unknown when BPM was used previously. In the extended FDTD 
simulation, two 120 fs pulses with wavelengths at 640 and 795 nm were coupled into a 3 mm 
single-mode fiber. At a pulse energy of 20 nJ coupled into the fiber for both pulses, an 
ultrabroad coherent spectrum induced by IPM which covered the range from 567 to 897 nm 
was obtained and was compared with our previous experiment. This result generally agrees 
well with the previous experimental results at the optimum initial delay of -40 fs, which 
corresponds to the situation in which two pulses meet at the center of the fiber, where the 
spectral width is Δλ1/100 = 320 nm. The Fourier transform of the spectrum can yield a 4.0 fs 
transform-limited pulse that is the same pulse width of the Fourier-transform-limited pulse 
of the previous experimental results. It opens a path for generating a single-cycle high-
energy optical pulse in the near future. It is necessary to use not only fundamental (795 nm) 
and signal (640 nm) pulses, but also the idler pulse (1067 nm) of the OPA in order to obtain a 
single-cycle (2.66 fs at the center wavelength of 795 nm), which means three-color pulse 
propagation in a fiber.  
Finally, we obtained the spectral phase after fiber propagation with the calculation. The 
extended FDTD method clarified how the two pulse phases maintain their connection with 
each other because it includes no assumption for the two-pulse case, which implies that the 
method can be used to calculate two different pulses simultaneously with three delays. We 
reconfirmed that the spectral phases of two different pulses are connected continuously in 
any case of three initial delays. We found in the IPM spectral phase that the DFWM occurs 
with an initial delay of -80 fs, which corresponds to the situation in which two pulses meet 
at the end of the fiber. To the best of our knowledge, this is the first simultaneous 
observation of DFWM and IPM by FDTD simulation. 

5. Slowly varying envelope approximation breakdown in fiber propagation 
5.1 Slowly varying envelope approximation breakdown 
There has recently been significant interest in the generation of single-cycle optical pulses by 
optical pulse compression of ultrabroad-band light produced in fibers. There have been 
some experiments reported on ultrabroad-band-pulse generation using a silica fiber 
(Nakamura et al., 2002a), (Karasawa et al., 2000) and an Ar-gas-filled hollow fiber (Karasawa 
et al., 2001), and optical pulse compression by nonlinear chirp compensation (Nakamura et 
al., 2002a), (Karasawa et al., 2001) . For these experiments on generating few-optical-cycle 
pulses, characterizing the spectral phase of ultrabroad-band pulses analytically as well as 
experimentally is highly important.  
Conventionally, the slowly varying envelope approximation (SVEA) in the beam 
propagation method (BPM) has been used to describe the propagation of an optical pulse in 
a fiber. (Agrawal, 1995) However, if the pulse duration approaches that of the optical cycle 
regime (<10 fs), this approximation becomes invalid. (Agrawal, 1995) It is necessary to use 
the finite-difference time-domain (FDTD) method (Joseph & Taflove, 1997), (Kalosha & 
Herrmann, 2000) without SVEA. (Agrawal, 1995) In previous reports, Goorjian and 
coworkers (Goorjian et al., 1992), (Joseph et al., 1993)), Joseph and coworkers (Joseph & 
Taflove, 1997) (Goorjian et al., 1992), (Joseph et al., 1993)), Taflove and coworkers (Joseph & 
Taflove, 1997) (Goorjian et al., 1992)-(Taflove & Hagness, 2000) and Hagness and coworkers 
(Goorjian et al., 1992), (Taflove & Hagness, 2000), (JGTH) proposed an excellent FDTD 
algorithm considering a combination of linear dispersion with one resonant frequency and 
nonlinear terms with a Raman response function.  
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two-pulse spectra shown in Fig. 14 at the center wavelengths of 795 and 640 nm after 
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an initial delay of –40 fs is 4.0 fs, which is the same value, 4 fs (Xu et al., 1999), obtained by 
Fourier transform of the experimental result of Fig. 15(b) reported by Xu et al. 
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Fig. 16. Temporal profiles of transform-limited pulses obtained numerically for mixed two-
pulse spectra shown in Fig. 6 at center wavelengths of 795 and 640 nm after simultaneous 
copropagation with initial delay of (a) 0, (b) -40, and (c) -80 fs in a 3 mm silica fiber. 
(Nakamura et al., 2005b)  

4.4 Summary of dual wavelengths femtosecond pulses propagation 
The ultrabroad spectrum generation based on the IPM of two optical pulses copropagating 
in a single-mode fused-silica fiber has been numerically demonstrated, which is compared 
with our previous experimental results. To the best of our knowledge, this is the first 
comparison between the extended FDTD calculation and the experiment. In the extended 
FDTD, it was found that the spectral phases of the two pulses around the wavelength of 710 
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nm are continuously connected at a phase value of φ (λ ) = 10-20 rad without any discrete 
point. This fact was unknown when BPM was used previously. In the extended FDTD 
simulation, two 120 fs pulses with wavelengths at 640 and 795 nm were coupled into a 3 mm 
single-mode fiber. At a pulse energy of 20 nJ coupled into the fiber for both pulses, an 
ultrabroad coherent spectrum induced by IPM which covered the range from 567 to 897 nm 
was obtained and was compared with our previous experiment. This result generally agrees 
well with the previous experimental results at the optimum initial delay of -40 fs, which 
corresponds to the situation in which two pulses meet at the center of the fiber, where the 
spectral width is Δλ1/100 = 320 nm. The Fourier transform of the spectrum can yield a 4.0 fs 
transform-limited pulse that is the same pulse width of the Fourier-transform-limited pulse 
of the previous experimental results. It opens a path for generating a single-cycle high-
energy optical pulse in the near future. It is necessary to use not only fundamental (795 nm) 
and signal (640 nm) pulses, but also the idler pulse (1067 nm) of the OPA in order to obtain a 
single-cycle (2.66 fs at the center wavelength of 795 nm), which means three-color pulse 
propagation in a fiber.  
Finally, we obtained the spectral phase after fiber propagation with the calculation. The 
extended FDTD method clarified how the two pulse phases maintain their connection with 
each other because it includes no assumption for the two-pulse case, which implies that the 
method can be used to calculate two different pulses simultaneously with three delays. We 
reconfirmed that the spectral phases of two different pulses are connected continuously in 
any case of three initial delays. We found in the IPM spectral phase that the DFWM occurs 
with an initial delay of -80 fs, which corresponds to the situation in which two pulses meet 
at the end of the fiber. To the best of our knowledge, this is the first simultaneous 
observation of DFWM and IPM by FDTD simulation. 

5. Slowly varying envelope approximation breakdown in fiber propagation 
5.1 Slowly varying envelope approximation breakdown 
There has recently been significant interest in the generation of single-cycle optical pulses by 
optical pulse compression of ultrabroad-band light produced in fibers. There have been 
some experiments reported on ultrabroad-band-pulse generation using a silica fiber 
(Nakamura et al., 2002a), (Karasawa et al., 2000) and an Ar-gas-filled hollow fiber (Karasawa 
et al., 2001), and optical pulse compression by nonlinear chirp compensation (Nakamura et 
al., 2002a), (Karasawa et al., 2001) . For these experiments on generating few-optical-cycle 
pulses, characterizing the spectral phase of ultrabroad-band pulses analytically as well as 
experimentally is highly important.  
Conventionally, the slowly varying envelope approximation (SVEA) in the beam 
propagation method (BPM) has been used to describe the propagation of an optical pulse in 
a fiber. (Agrawal, 1995) However, if the pulse duration approaches that of the optical cycle 
regime (<10 fs), this approximation becomes invalid. (Agrawal, 1995) It is necessary to use 
the finite-difference time-domain (FDTD) method (Joseph & Taflove, 1997), (Kalosha & 
Herrmann, 2000) without SVEA. (Agrawal, 1995) In previous reports, Goorjian and 
coworkers (Goorjian et al., 1992), (Joseph et al., 1993)), Joseph and coworkers (Joseph & 
Taflove, 1997) (Goorjian et al., 1992), (Joseph et al., 1993)), Taflove and coworkers (Joseph & 
Taflove, 1997) (Goorjian et al., 1992)-(Taflove & Hagness, 2000) and Hagness and coworkers 
(Goorjian et al., 1992), (Taflove & Hagness, 2000), (JGTH) proposed an excellent FDTD 
algorithm considering a combination of linear dispersion with one resonant frequency and 
nonlinear terms with a Raman response function.  
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We performed an experiment of 12 fs optical pulse propagation, as described in §4. In order 
to compare FDTD calculation results with the experimentally measured ultrabroad-band 
spectra of such an ultrashort laser pulse, we extend the JGTH algorithm to that considering 
all of the exact Sellmeier fitting values for ultrabroad-band spectra. Because of the broad 
spectrum of pulses propagating in the fiber, it becomes much more important to take an 
accurate linear dispersion into account. It is well known that at least two resonant 
frequencies are required for the linear dispersion to accurately fit the refractive index data. 
In a recent report, Kalosha and Herrmann considered the linear dispersion with two 
resonant frequencies and the nonlinear terms without the Raman effect.(Kalosha & 
Herrmann, 2000). For the single-cycle pulse-generation experiment, we must use at least the 
shortest pulse of 3.4 fs (Yamane et al., 2003) or sub-5 fs (Karasawa et al., 2001), (Cheng et al., 
1998) or 7.1 fs (Nakamura et al., 2002a) or the commercially available 12 fs pulses. Such a 
time regime is comparable to the Raman characteristic time of 5 fs (Agrawal, 1995) in a silica 
fiber. Therefore, it is very important to consider not only an accurate linear dispersion of 
silica but also the Raman effect in a silica fiber in the few-optical-cycles regime. In addition, 
because of the high repetition rate and pulse intensity stability in particular, ultrabroad-
band supercontinuum light generation and few-optical-cycles pulse generation by nonlinear 
pulse propagation in photonic crystal fibers (Ranka et al., 2000) and tapered fibers (Birks et 
al., 2000), which are both made of silica, have attracted much attention. We have extended 
the FDTD method, (Nakamura et al., 2002b) with nonlinear polarization PNL involving the 
Raman response function (JGTH-algorithm) to 12 fs ultrabroad-band-pulse propagation in a 
silica fiber with the consideration of linear polarization PL, including all exact Sellmeier-fitting 
values of silica with three resonant frequencies, in order to compare the calculation results with 
our experimental results(Nakamura et al., 2002a), (Karasawa et al., 2000b). In this section, 
we describe the details of the calculation algorithm of the extended FDTD method 
(Nakamura et al., 2002b) and we also compare the extended FDTD method (Nakamura et 
al., 2002b) with BPM by applying the split-step Fourier (SSF) method, which is the solution 
of a modified generalized nonlinear Schrödinger equation (MGNLSE) (Sone et al., 2002), 
with SVEA, precisely considering the same Raman response function as that of the extended 
FDTD method, and up to the fifth-order dispersion. Then, in the calculations, the pulse 
width is gradually shortened from 12 fs to 7 fs to 4 fs. Moreover, the soliton number N is 
established as 1 or 2. To the best of our knowledge, this is the first observation of the 
breakdown of SVEA as a function of the laser pulse width and soliton number by 
comparison between the extended FDTD (Nakamura et al., 2002b) and BPM calculations for 
the nonlinear propagation of a very short (< 12 fs) laser pulse in a silica fiber.  

5.2 Beam propagation method  
Conventionally, BPM for solving the generalized nonlinear Schrödinger equation (GNLSE) 
including SVEA has been used to describe the ultrashort-laser-pulse propagation in an 
optical fiber. The GNLSE is expressed as  
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 2 2
0 0 2N P Tγ β= , 2 0 eff( )n cAγ ω= , (38) 

where A is the slowly varying amplitude of the pulse envelope of an electric field, which is 
normalized by N, aα  is the absorption coefficient, j is an imaginary unit, T0 is the incident 
pulse width which is expressed using the full width at half maximum (FWHM) pulse width 
tp as 0 p (2 ln 2 )T t=  for a Gaussian pulse and { }0 p 2 ln(1 2 )T t= +  for a sech2 pulse, c is 
the velocity of light in vacuum, 0ω  is the center angular frequency of the incident pulse, n2 
is the nonlinear refractive index (m2/W), P0 is the incident pulse peak power, effA is the 
effective core area, RT  is the Raman time constant and RT =5 fs. (Agrawal, 1995) nβ  
( 1, 2, 3, ) n =  is the n-th-order derivative of the propagation constant 0β at an incident 
center angular frequency 0ω is as follows:
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where gν  is the group velocity of the optical pulse, t is time and z is the distance from the 
incident edge of a fiber. In our previous letter (Nakamura et al., 2002b), we also used this 
GNLSE for comparison with the extended FDTD method. However, a linear approximation 
of the actual Raman gain curve using the Raman time constant of TR = 5 fs (Agrawal, 1995), 
which is related to the slope of the Raman gain, and a dispersion approximation up to only 
the third-order dispersion terms are included in GNLSE. In this section, we use a more 
precise version of the nonlinear Schrödinger equation, MGNLSE (Sone et al., 2002), (Gross & 
Manassah, 1992), that includes a Raman response function which is also found in the 
extended FDTD and up to fifth-order dispersion as follows: 
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where the symbols ℑ  and 1−ℑ  are the operators of Fourier transformation and inverse 
Fourier transformation, and Rχ  is the generalized Raman-scattering susceptibility. The 
generalized Raman-scattering susceptibility (Gross & Manassah, 1992) can be approximated 
in the harmonic oscillator model for the molecular vibrations as 
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where 0 0( )Tω ωΩ = −  is the angular frequency normalized to the pulse width, and 
RΩ (=13.2 THz× 02 Tπ ) (François, 1991) is the Raman shift normalized to the pulse width, 
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We performed an experiment of 12 fs optical pulse propagation, as described in §4. In order 
to compare FDTD calculation results with the experimentally measured ultrabroad-band 
spectra of such an ultrashort laser pulse, we extend the JGTH algorithm to that considering 
all of the exact Sellmeier fitting values for ultrabroad-band spectra. Because of the broad 
spectrum of pulses propagating in the fiber, it becomes much more important to take an 
accurate linear dispersion into account. It is well known that at least two resonant 
frequencies are required for the linear dispersion to accurately fit the refractive index data. 
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al., 2000), which are both made of silica, have attracted much attention. We have extended 
the FDTD method, (Nakamura et al., 2002b) with nonlinear polarization PNL involving the 
Raman response function (JGTH-algorithm) to 12 fs ultrabroad-band-pulse propagation in a 
silica fiber with the consideration of linear polarization PL, including all exact Sellmeier-fitting 
values of silica with three resonant frequencies, in order to compare the calculation results with 
our experimental results(Nakamura et al., 2002a), (Karasawa et al., 2000b). In this section, 
we describe the details of the calculation algorithm of the extended FDTD method 
(Nakamura et al., 2002b) and we also compare the extended FDTD method (Nakamura et 
al., 2002b) with BPM by applying the split-step Fourier (SSF) method, which is the solution 
of a modified generalized nonlinear Schrödinger equation (MGNLSE) (Sone et al., 2002), 
with SVEA, precisely considering the same Raman response function as that of the extended 
FDTD method, and up to the fifth-order dispersion. Then, in the calculations, the pulse 
width is gradually shortened from 12 fs to 7 fs to 4 fs. Moreover, the soliton number N is 
established as 1 or 2. To the best of our knowledge, this is the first observation of the 
breakdown of SVEA as a function of the laser pulse width and soliton number by 
comparison between the extended FDTD (Nakamura et al., 2002b) and BPM calculations for 
the nonlinear propagation of a very short (< 12 fs) laser pulse in a silica fiber.  
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Conventionally, BPM for solving the generalized nonlinear Schrödinger equation (GNLSE) 
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where A is the slowly varying amplitude of the pulse envelope of an electric field, which is 
normalized by N, aα  is the absorption coefficient, j is an imaginary unit, T0 is the incident 
pulse width which is expressed using the full width at half maximum (FWHM) pulse width 
tp as 0 p (2 ln 2 )T t=  for a Gaussian pulse and { }0 p 2 ln(1 2 )T t= +  for a sech2 pulse, c is 
the velocity of light in vacuum, 0ω  is the center angular frequency of the incident pulse, n2 
is the nonlinear refractive index (m2/W), P0 is the incident pulse peak power, effA is the 
effective core area, RT  is the Raman time constant and RT =5 fs. (Agrawal, 1995) nβ  
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where gν  is the group velocity of the optical pulse, t is time and z is the distance from the 
incident edge of a fiber. In our previous letter (Nakamura et al., 2002b), we also used this 
GNLSE for comparison with the extended FDTD method. However, a linear approximation 
of the actual Raman gain curve using the Raman time constant of TR = 5 fs (Agrawal, 1995), 
which is related to the slope of the Raman gain, and a dispersion approximation up to only 
the third-order dispersion terms are included in GNLSE. In this section, we use a more 
precise version of the nonlinear Schrödinger equation, MGNLSE (Sone et al., 2002), (Gross & 
Manassah, 1992), that includes a Raman response function which is also found in the 
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where the symbols ℑ  and 1−ℑ  are the operators of Fourier transformation and inverse 
Fourier transformation, and Rχ  is the generalized Raman-scattering susceptibility. The 
generalized Raman-scattering susceptibility (Gross & Manassah, 1992) can be approximated 
in the harmonic oscillator model for the molecular vibrations as 
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where 0 0( )Tω ωΩ = −  is the angular frequency normalized to the pulse width, and 
RΩ (=13.2 THz× 02 Tπ ) (François, 1991) is the Raman shift normalized to the pulse width, 
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i.e., the molecular vibrational frequency multiplied by T0, and RΓ  (=15.44 THz× 02 Tπ ) 
(François, 1991) is the normalized phenomenological linewidth.  

5.3 Experiment 
Figure 1 shows the setup used for the our experiments. (Nakamura et al., 2002a), (Karasawa, 
et al., 2000). The 12 fs and 10 nJ pulses (sech2) at the center wavelength of 800 nm were 
generated from a mode-locked Ti:sapphire laser (Femtolaser GmbH, Femtosource M-1). The 
incident pulse width was measured by a fringe-resolved autocorrelator (FRAC). The 12 fs 
pulses were coupled into a 2.5 mm silica fiber by a 36x reflective objective (Ealing). The 
advantage of this kind of reflective objective is that no additional group-delay dispersion 
(GDD) or third-order dispersion (TOD) is introduced to the pulses. The peak power of the 
input pulse was 175 kW. A single-mode fused silica fiber (Newport F-SPV) with a core 
diameter of 2.64 μm was used. The output from the 2.5 mm fiber was collimated by another 
reflective objective and measured by a spectrometer (Ocean Optics, S-2000). The obtained 
input and output spectra of the fiber are shown in Fig. 2. 

5.4 Numerical results 
A. Comparison between experimental and numerical results 

In our calculations for a fused silica fiber, the parameters in eq. (10) are set as b1 = 0.6961663, 
b2 = 0.4079426, b3 = 0.8974794, λ1 = 0.0684043 μm, λ2 = 0.1162414 μm, and λ3 = 9.896161 μm 
(Agrawal, 1995), where λi = 2πc/ωi and c is the velocity of light in vacuum. We use the value of 
the nonlinear refractive coefficient n2 = 2.48×10-20 m2/W from ref. (Taylor et al., 1996), and 
the third-order susceptibility χ(3) is found to be χ(3) = 1.85×10-22 m2/V2 at 800 nm, as given by 
χ(3) = (4/3)ε0cn(ω0)2n2, where ω0 is the center angular frequency of the optical pulse. The 
parameters α, τ1, and τ2 in Eq. (15) are set to be α = 0.7, τ1 = 12.2 fs and τ2 = 32 fs (Agrawal, 1995). 
A single time step of the finite difference is set as Δt = 4.4475215×10-17 s at the wavelength of 
800 nm. The time step of Δt at 800 nm is defined as the optical cycle at 800 nm of 2.6666667 fs 
divided by 60. The time step for the wavelength of 1550 nm is defined by the same rule as 
described above.  
In the extended FDTD calculation, we set all parameters to be the same as those in our 
experiment (Nakamura et al., 2002a), (Karasawa et al., 2000). We compare the results of the 
extended FDTD calculation and the SSF calculation with the experimental result for the 
pulse peak power of 175 kW in order to generate an ultrabroad spectrum which can finally 
be compressed to 7.1 fs (Nakamura et al., 2002a) or shorter. The total fiber length of L = 2.5 
mm corresponds to 136,500 spatial steps, which means that L = 136,500×Δz, where Δz is a 
unit spatial step in the z direction. We need 293,000 time steps to measure the electric field 
up to the complete passage of the pulse tail. The peak power of the input pulse is set to be 
175 kW (soliton number N = 2.09). The initial temporal pulse form is assumed to be Fourier-
transformed sech2 because the mode-locked pulse generally has the sech2 shape. Hence the 
input spectrum is naturally assumed to have a sech2 shape. The initial pulse width is 12 fs 
(FWHM). The effective core area Aeff is set to be 5.47 μm2.  
Figure 17(a) shows the results calculated by the extended FDTD Maxwell equation method 
(A), the solution of MGNLSE obtained using the SSF method with SVEA (B) (up to the fifth-
order dispersion terms with the Raman term using the Raman response function), and our 
previously reported experimental result (Karasawa et al., 2000) (C). It is seen that with 
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Fig. 17. (a) Spectra of 12 fs laser transmission through a 2.5 mm silica fiber calculated using 
(A) the extended FDTD Maxwell equation considering all orders of dispersions and the 
Raman response [α = 0.7 in eq. (15)] and (B) the solution of MGNLSE obtained using the SSF 
method with SVEA (considering up to 5th-order dispersion terms and the Raman term 
using the Raman response function), and (C) our previously reported experimental result 
(Karasawa et al., 2000), where the incident laser intensity corresponds to the soliton number 
of 2.09. (b) Spectra calculated by the FDTD Maxwell equation method (D) without the 
Raman response [α = 1 in eq. (15)] and (A) with the Raman response. (A) and (C) are the 
same as those in (a). (Nakamura et al., 2004) 

SVEA (B), the spectral intensity at short wavelengths and at long wavelengths is much 
higher and slightly higher than those for FDTD (A) and the experimental result (C), 
respectively. The shortest wavelengths (intensity of 1%) of the spectra of FDTD (A), SVBA 
(B) and the experimental result (C) are 600 nm, 560 nm and 600 nm, respectively. The 
longest wavelengths of FDTD (A), SVBA (B) and the experimental result (C) are 1160 nm, 
1240 nm and 1016 nm (maximum measurable wavelength of spectrometer), respectively. 
The FWHM spectral bandwidths Δλ of FDTD (A), SVBA (B) and the experimental result (C) 
are 172 nm, 214 nm and 136 nm, respectively. Thus the spectral bandwidth of the 
experimental result (C) is narrow and that of FDTD (A) is closer to the experimental result 
(C) than is that of SVEA (B). This indicates that the extended FDTD directly solving Maxwell 
equation is superior to BPM in which MGNLSE (Sone et al., 2002) is solved by SSF with 
SVEA. The Raman response function (Gross et al., 1992), which is also included in the 
extended FDTD, and up to the fifth-order dispersion terms are accurately included in BPM 
for solving MGNLSE (Sone et al., 2002) by SSF with SVEA (B). However, in BPM for solving 
MGNLSE by SSF with SVEA, the second derivative of the electric field with respect to z, 

2 2/yE z∂ ∂ , is neglected, which corresponds to neglecting the backward-propagating wave. 
On the other hand, our extended FDTD Maxwell equation method (A) accurately includes 
the delayed Raman response and all orders of dispersion in silica using Sellmeier’s equation, 
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i.e., the molecular vibrational frequency multiplied by T0, and RΓ  (=15.44 THz× 02 Tπ ) 
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input pulse was 175 kW. A single-mode fused silica fiber (Newport F-SPV) with a core 
diameter of 2.64 μm was used. The output from the 2.5 mm fiber was collimated by another 
reflective objective and measured by a spectrometer (Ocean Optics, S-2000). The obtained 
input and output spectra of the fiber are shown in Fig. 2. 
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up to the complete passage of the pulse tail. The peak power of the input pulse is set to be 
175 kW (soliton number N = 2.09). The initial temporal pulse form is assumed to be Fourier-
transformed sech2 because the mode-locked pulse generally has the sech2 shape. Hence the 
input spectrum is naturally assumed to have a sech2 shape. The initial pulse width is 12 fs 
(FWHM). The effective core area Aeff is set to be 5.47 μm2.  
Figure 17(a) shows the results calculated by the extended FDTD Maxwell equation method 
(A), the solution of MGNLSE obtained using the SSF method with SVEA (B) (up to the fifth-
order dispersion terms with the Raman term using the Raman response function), and our 
previously reported experimental result (Karasawa et al., 2000) (C). It is seen that with 
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Fig. 17. (a) Spectra of 12 fs laser transmission through a 2.5 mm silica fiber calculated using 
(A) the extended FDTD Maxwell equation considering all orders of dispersions and the 
Raman response [α = 0.7 in eq. (15)] and (B) the solution of MGNLSE obtained using the SSF 
method with SVEA (considering up to 5th-order dispersion terms and the Raman term 
using the Raman response function), and (C) our previously reported experimental result 
(Karasawa et al., 2000), where the incident laser intensity corresponds to the soliton number 
of 2.09. (b) Spectra calculated by the FDTD Maxwell equation method (D) without the 
Raman response [α = 1 in eq. (15)] and (A) with the Raman response. (A) and (C) are the 
same as those in (a). (Nakamura et al., 2004) 

SVEA (B), the spectral intensity at short wavelengths and at long wavelengths is much 
higher and slightly higher than those for FDTD (A) and the experimental result (C), 
respectively. The shortest wavelengths (intensity of 1%) of the spectra of FDTD (A), SVBA 
(B) and the experimental result (C) are 600 nm, 560 nm and 600 nm, respectively. The 
longest wavelengths of FDTD (A), SVBA (B) and the experimental result (C) are 1160 nm, 
1240 nm and 1016 nm (maximum measurable wavelength of spectrometer), respectively. 
The FWHM spectral bandwidths Δλ of FDTD (A), SVBA (B) and the experimental result (C) 
are 172 nm, 214 nm and 136 nm, respectively. Thus the spectral bandwidth of the 
experimental result (C) is narrow and that of FDTD (A) is closer to the experimental result 
(C) than is that of SVEA (B). This indicates that the extended FDTD directly solving Maxwell 
equation is superior to BPM in which MGNLSE (Sone et al., 2002) is solved by SSF with 
SVEA. The Raman response function (Gross et al., 1992), which is also included in the 
extended FDTD, and up to the fifth-order dispersion terms are accurately included in BPM 
for solving MGNLSE (Sone et al., 2002) by SSF with SVEA (B). However, in BPM for solving 
MGNLSE by SSF with SVEA, the second derivative of the electric field with respect to z, 

2 2/yE z∂ ∂ , is neglected, which corresponds to neglecting the backward-propagating wave. 
On the other hand, our extended FDTD Maxwell equation method (A) accurately includes 
the delayed Raman response and all orders of dispersion in silica using Sellmeier’s equation, 



 Coherence and Ultrashort Pulse Laser Emission 

 

480 

and does not require SVEA. Thus, the difference between (A) and (B) is considered to be due 
to the higher order (more than 6th order) dispersion effect, or the backward-propagating 
wave. For wavelengths longer than 800 nm in Fig. 17(a), the extended FDTD result and the 
BPM result are similar but the intensity of the experimental data is lower than those of both 
calculated results. We assume the sensitivity of the spectrometer detector to be low at 
wavelengths longer than 800 nm because the detector is made of silicon. We believe our 
extended FDTD result is accurate. We suggest that it is better to use an IR detector made of a 
material such as InGaAs for the spectrometer.  
Next, in order to clarify the importance of the Raman response, we performed a calculation 
using (D) the FDTD Maxwell equation method without the Raman response [α = 1 in eq. 
(15)], as shown in Fig. 17(b), where (A) and (C) show the same data as those in Fig. 1(a). In 
Fig. 17(b), the spectrum for case (A) is closer to the experimental result (C) than that of the 
case of FDTD in which the Raman effect is not considered (D). It is evident that by including 
the Raman term (A), the spectral intensity at a shorter wavelength is lower, and the 
agreement between the experimental and calculated results becomes better than that in the 
case of (D). For example, the spectral intensity at 700 nm in (D) is 48% higher than that in 
(A), which is almost the same as that in the experimental result (C). On the other hand, at a 
longer wavelength, for example, 850 nm, the spectral intensity of (A) is 15% higher than that 
of (D). This feature of (A) shows a tendency analogous to that of (C) because there is a 
higher peak at 850 nm than at the center wavelength of 800 nm in (C). These tendencies of 
the spectral characteristics indicate that it is important to include the Raman term.  
B. Observations of breakdown of SVEA 

We calculate the time profiles and spectra in silica fibers with lengths of 0 to 2LD, where LD is 
the dispersion length, with Gaussian input pulses of 12 fs, 7 fs and 4 fs duration (FWHM) at 
the center wavelengths of 800 nm and 1550 nm which simulate the normal group-velocity 
dispersion (GVD) and anomalous GVD, respectively. The dispersion lengths LD at 800 nm 
and 1550 nm are 1.4364 mm and 1.8586 mm for the 12 fs pulse, respectively. Power regions 
in this calculation are selected to be sufficiently small to enable comparison with results 
based on the previous theory (Karasawa et al., 200b), (Agrawal, 1995), which means that we 
normalize the peak power of the input pulse by a soliton parameter of N = 1.  
Figures 18(a) and 18(b) show the time profiles of the output pulses from the silica fiber with 
incident pulse width of 12 fs and fiber lengths of 0 to 2LD, where LD is the dispersion length 
(Agrawal, 1995), calculated by the extended FDTD and BPM with SVEA, respectively. The 
dispersion length LD for 12 fs pulses at 800 nm is 1.4364 mm. The pulse widths simply 
broaden with propagation in the normal dispersion regime, as shown in Figs. 18(a) and 
18(b), because both GVD and self-phase modulation (SPM) (Agrawal, 1995) produce up-
chirp in normal dispersion. Figures 18(c) and 18(d) show the Fourier-transformed spectra of 
Figs. 18(a) and 18(b), where ν and  ν 0 are the frequency and the center frequency of the 
pulse, respectively. The symmetric spectral broadening due to the SPM effect is seen in the 
normal dispersion regime, as shown in Figs. 18(c) and 18(d).  
Figure 19 show the case of the pulse width of 7 fs under the same definitions of (a) to (d) as 
in Fig. 18, where the dispersion length LD for 7 fs pulses at 800 nm is 0.48939 mm. This figure 
indicates that pulse width broadening by positive GVD and spectral broadening by the SPM 
effect are greater than those in Fig. 18, and there is no difference between the results 
calculated using FDTD [Figs. 19(a) and 19(c)] and BPM [Figs. 19(b) and 19(d)]. This means 

Comparison Between Finite-Difference Time-Domain Method and Experimental Results for 
Femtosecond Laser Pulse Propagation  

 

481 

that there is no breakdown of SVEA. Figure 20 shows the case of the pulse width of 4 fs 
under the same definitions of (a) to (d) as in Figs. 18 and 19, where the dispersion length LD 
for 4 fs pulses at 800 nm is 0.15980 mm. This figure also indicates that pulse width 
broadening and spectral broadening effects are greater than those in Figs. 18 and 19, and 
there is again no difference between the results calculated using FDTD [Figs. 20(a) and 20(c)] 
and BPM [Figs. 20(b) and 20(d)]. However, focusing on the case of z = 2LD in Fig. 20(a) 
calculated by the extended FDTD, we see that the main peak is slightly doubled or slightly 
dipped. On the other hand, only one peak exists in the results of BPM in Fig. 20(b). In this 
case, a very small difference is found but it need not be taken into account. That is, there is 
no breakdown of SVEA even in the case of a pulse width of 4 fs. It is very useful to know 
that we can use BPM even for extremely short pulses of 4 fs without breakdown of SVEA in 
the case of a soliton number of 1 in the normal GVD region. 
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Fig. 18. (a), (b) Temporal profiles and (c), (d) spectra numerically obtained by (a), (c) the 
extended FDTD method and (b), (d) BPM for 12 fs, 800 nm laser propagation through a silica 
fiber of up to twice the dispersion length LD, where the laser intensity corresponds to the 
soliton number of 1. (Nakamura et al., 2004) 



 Coherence and Ultrashort Pulse Laser Emission 

 

480 

and does not require SVEA. Thus, the difference between (A) and (B) is considered to be due 
to the higher order (more than 6th order) dispersion effect, or the backward-propagating 
wave. For wavelengths longer than 800 nm in Fig. 17(a), the extended FDTD result and the 
BPM result are similar but the intensity of the experimental data is lower than those of both 
calculated results. We assume the sensitivity of the spectrometer detector to be low at 
wavelengths longer than 800 nm because the detector is made of silicon. We believe our 
extended FDTD result is accurate. We suggest that it is better to use an IR detector made of a 
material such as InGaAs for the spectrometer.  
Next, in order to clarify the importance of the Raman response, we performed a calculation 
using (D) the FDTD Maxwell equation method without the Raman response [α = 1 in eq. 
(15)], as shown in Fig. 17(b), where (A) and (C) show the same data as those in Fig. 1(a). In 
Fig. 17(b), the spectrum for case (A) is closer to the experimental result (C) than that of the 
case of FDTD in which the Raman effect is not considered (D). It is evident that by including 
the Raman term (A), the spectral intensity at a shorter wavelength is lower, and the 
agreement between the experimental and calculated results becomes better than that in the 
case of (D). For example, the spectral intensity at 700 nm in (D) is 48% higher than that in 
(A), which is almost the same as that in the experimental result (C). On the other hand, at a 
longer wavelength, for example, 850 nm, the spectral intensity of (A) is 15% higher than that 
of (D). This feature of (A) shows a tendency analogous to that of (C) because there is a 
higher peak at 850 nm than at the center wavelength of 800 nm in (C). These tendencies of 
the spectral characteristics indicate that it is important to include the Raman term.  
B. Observations of breakdown of SVEA 

We calculate the time profiles and spectra in silica fibers with lengths of 0 to 2LD, where LD is 
the dispersion length, with Gaussian input pulses of 12 fs, 7 fs and 4 fs duration (FWHM) at 
the center wavelengths of 800 nm and 1550 nm which simulate the normal group-velocity 
dispersion (GVD) and anomalous GVD, respectively. The dispersion lengths LD at 800 nm 
and 1550 nm are 1.4364 mm and 1.8586 mm for the 12 fs pulse, respectively. Power regions 
in this calculation are selected to be sufficiently small to enable comparison with results 
based on the previous theory (Karasawa et al., 200b), (Agrawal, 1995), which means that we 
normalize the peak power of the input pulse by a soliton parameter of N = 1.  
Figures 18(a) and 18(b) show the time profiles of the output pulses from the silica fiber with 
incident pulse width of 12 fs and fiber lengths of 0 to 2LD, where LD is the dispersion length 
(Agrawal, 1995), calculated by the extended FDTD and BPM with SVEA, respectively. The 
dispersion length LD for 12 fs pulses at 800 nm is 1.4364 mm. The pulse widths simply 
broaden with propagation in the normal dispersion regime, as shown in Figs. 18(a) and 
18(b), because both GVD and self-phase modulation (SPM) (Agrawal, 1995) produce up-
chirp in normal dispersion. Figures 18(c) and 18(d) show the Fourier-transformed spectra of 
Figs. 18(a) and 18(b), where ν and  ν 0 are the frequency and the center frequency of the 
pulse, respectively. The symmetric spectral broadening due to the SPM effect is seen in the 
normal dispersion regime, as shown in Figs. 18(c) and 18(d).  
Figure 19 show the case of the pulse width of 7 fs under the same definitions of (a) to (d) as 
in Fig. 18, where the dispersion length LD for 7 fs pulses at 800 nm is 0.48939 mm. This figure 
indicates that pulse width broadening by positive GVD and spectral broadening by the SPM 
effect are greater than those in Fig. 18, and there is no difference between the results 
calculated using FDTD [Figs. 19(a) and 19(c)] and BPM [Figs. 19(b) and 19(d)]. This means 
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that there is no breakdown of SVEA. Figure 20 shows the case of the pulse width of 4 fs 
under the same definitions of (a) to (d) as in Figs. 18 and 19, where the dispersion length LD 
for 4 fs pulses at 800 nm is 0.15980 mm. This figure also indicates that pulse width 
broadening and spectral broadening effects are greater than those in Figs. 18 and 19, and 
there is again no difference between the results calculated using FDTD [Figs. 20(a) and 20(c)] 
and BPM [Figs. 20(b) and 20(d)]. However, focusing on the case of z = 2LD in Fig. 20(a) 
calculated by the extended FDTD, we see that the main peak is slightly doubled or slightly 
dipped. On the other hand, only one peak exists in the results of BPM in Fig. 20(b). In this 
case, a very small difference is found but it need not be taken into account. That is, there is 
no breakdown of SVEA even in the case of a pulse width of 4 fs. It is very useful to know 
that we can use BPM even for extremely short pulses of 4 fs without breakdown of SVEA in 
the case of a soliton number of 1 in the normal GVD region. 
 
 

–100 0 100
0

0.5

1

In
te

ns
ity

 (a
rb

. u
ni

ts
)

Time T (fs)

Z=0
Z=LD
Z=2LD=800 nm

T        = 12 fsFWHM

(a)  FDTD

λ0

 
–100 0 100

0

0.5

1
In

te
ns

ity
 (a

rb
. u

ni
ts

)

Time T (fs)

Z=0
Z=LD
Z=2LD=800 nm

T        = 12 fsFWHM

(b)  BPM

λ0

 

–100 0 100
0

0.5

1

N
or

m
al

iz
ed

 In
te

ns
ity

 (a
rb

. u
ni

ts
)

Frequency         (THz)

Z=0
Z=LD
Z=2LD=800 nm

=375.0 THz
(c)  FDTD
ν0
λ0

ν−ν0  
–100 0 100

0

0.5

1

N
or

m
al

iz
ed

 In
te

ns
ity

 (a
rb

. u
ni

ts
)

Frequency          (THz)

Z=0
Z=LD
Z=2LD=800 nm

=375.0 THz

(d)  BPM

ν0

ν−ν0

λ0

 
 

Fig. 18. (a), (b) Temporal profiles and (c), (d) spectra numerically obtained by (a), (c) the 
extended FDTD method and (b), (d) BPM for 12 fs, 800 nm laser propagation through a silica 
fiber of up to twice the dispersion length LD, where the laser intensity corresponds to the 
soliton number of 1. (Nakamura et al., 2004) 
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Fig. 19. (a), (b) Temporal profiles and (c), (d) spectra numerically obtained by (a), (c) the 
extended FDTD method and (b), (d) BPM for 7 fs, 800 nm laser propagation through a silica 
fiber of up to twice the dispersion length LD, where the laser intensity corresponds to the 
soliton number of 1. (Nakamura et al., 2004) 
On the other hand, in the anomalous dispersion regime, it is seen in Figs. 21(a) and 21(b) 
that the pulse widths do not vary with pulse evaluation because the soliton effects 
(Agrawal, 1995) occur as a result of interplay between SPM and anomalous GVD. The 
dispersion length LD for 12 fs pulses at 1550 nm is 1.8586 mm. However, the details of Figs. 
21(a) and 21(b) show that the pulse peaks are delayed and appear shifted toward the trailing 
side with propagation. This is due to self-steepening. (Agrawal, 1995) There are three small 
peaks following the main peak. These are formed by third-order or higher dispersions. In 
Figs. 21(a) and 21(b), the second largest peaks slightly differ from each other, and this 
difference also exists in Figs. 22(a) and 22(b). Figures 21(c) and 21(d) show the Fourier-
transformed spectra of Figs. 21(a) and 21(b), where ν and  ν 0 are the frequency and the 
center frequency of the pulse, respectively. There is no obvious change of spectral 
broadening, as shown in Figs. 21(c) and 21(d), because the fundamental soliton is generated, 
as already described.  
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Fig. 20. (a), (b) Temporal profiles and (c), (d) spectra numerically obtained by (a), (c) the 
extended FDTD method and (b), (d) BPM for 4 fs, 800 nm laser propagation through a silica 
fiber of up to twice the dispersion length LD, where the laser intensity corresponds to the 
soliton number of 1. (Nakamura et al., 2004) 
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Fig. 19. (a), (b) Temporal profiles and (c), (d) spectra numerically obtained by (a), (c) the 
extended FDTD method and (b), (d) BPM for 7 fs, 800 nm laser propagation through a silica 
fiber of up to twice the dispersion length LD, where the laser intensity corresponds to the 
soliton number of 1. (Nakamura et al., 2004) 
On the other hand, in the anomalous dispersion regime, it is seen in Figs. 21(a) and 21(b) 
that the pulse widths do not vary with pulse evaluation because the soliton effects 
(Agrawal, 1995) occur as a result of interplay between SPM and anomalous GVD. The 
dispersion length LD for 12 fs pulses at 1550 nm is 1.8586 mm. However, the details of Figs. 
21(a) and 21(b) show that the pulse peaks are delayed and appear shifted toward the trailing 
side with propagation. This is due to self-steepening. (Agrawal, 1995) There are three small 
peaks following the main peak. These are formed by third-order or higher dispersions. In 
Figs. 21(a) and 21(b), the second largest peaks slightly differ from each other, and this 
difference also exists in Figs. 22(a) and 22(b). Figures 21(c) and 21(d) show the Fourier-
transformed spectra of Figs. 21(a) and 21(b), where ν and  ν 0 are the frequency and the 
center frequency of the pulse, respectively. There is no obvious change of spectral 
broadening, as shown in Figs. 21(c) and 21(d), because the fundamental soliton is generated, 
as already described.  
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Fig. 20. (a), (b) Temporal profiles and (c), (d) spectra numerically obtained by (a), (c) the 
extended FDTD method and (b), (d) BPM for 4 fs, 800 nm laser propagation through a silica 
fiber of up to twice the dispersion length LD, where the laser intensity corresponds to the 
soliton number of 1. (Nakamura et al., 2004) 
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Fig. 21. (a), (b) Temporal profiles and (c), (d) spectra numerically obtained by (a), (c) the 
extended FDTD method and (b), (d) BPM for 12 fs, 1550 nm laser propagation through a 
silica fiber of up to twice the dispersion length LD, where the laser intensity corresponds to 
the soliton number of 1. (Nakamura et al., 2004) 
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Fig. 22. (a), (b) Temporal profiles and (c), (d) spectra numerically obtained by (a), (c) the 
extended FDTD method and (b), (d) BPM for 7 fs, 1550 nm laser propagation through a silica 
fiber of up to twice the dispersion length LD, where the laser intensity corresponds to the 
soliton number of 1. (Nakamura et al., 2004) 

However, it is seen that there is a small spectral continuum component from  ν − ν 0 = 20 to 
120 THz in Figs. 22(c) and 22(d). This feature is due to blue shift (Agrawal, 1995) by self-
steepening. This effect becomes more obvious in the case of the pulse widths of 7 fs [Figs. 
22(c) and 22(d)] and 4 fs [Figs.23(c) and 23(d)], where the dispersion lengths LD for 7 fs and 4 
fs pulses at 1550 nm are 0.63324 mm and 0.20677 mm, respectively. We also note that the 
spectra at z = 2LD in Figs. 21(c) and 21(d) shift slightly to a lower frequency due to the 
Raman effect. (Agrawal, 1995) The Raman shift in Fig. 21(c) is larger than that in Fig. 21(d). 
This Raman effect also become more obvious in the case of the pulse widths of 7 fs [Figs. 
22(c) and 22(d)] and 4 fs [Figs.23(c) and 23(d)], and the Raman shift difference between (c) 
and (d) become smaller with decreasing pulse width. In terms of the Raman effect, FDTD 
and BPM result in analogous behavior. On the other hand, the behavior of blue shift differs 
between Fig. 23(c) and Fig. 23(d). The second largest slow perceptible peak exists from ν−ν0 
= 100 to 200 THz in Fig. 23(d), but the frequency region is a small continuum in Fig. 23(c). 
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Fig. 21. (a), (b) Temporal profiles and (c), (d) spectra numerically obtained by (a), (c) the 
extended FDTD method and (b), (d) BPM for 12 fs, 1550 nm laser propagation through a 
silica fiber of up to twice the dispersion length LD, where the laser intensity corresponds to 
the soliton number of 1. (Nakamura et al., 2004) 
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Fig. 22. (a), (b) Temporal profiles and (c), (d) spectra numerically obtained by (a), (c) the 
extended FDTD method and (b), (d) BPM for 7 fs, 1550 nm laser propagation through a silica 
fiber of up to twice the dispersion length LD, where the laser intensity corresponds to the 
soliton number of 1. (Nakamura et al., 2004) 

However, it is seen that there is a small spectral continuum component from  ν − ν 0 = 20 to 
120 THz in Figs. 22(c) and 22(d). This feature is due to blue shift (Agrawal, 1995) by self-
steepening. This effect becomes more obvious in the case of the pulse widths of 7 fs [Figs. 
22(c) and 22(d)] and 4 fs [Figs.23(c) and 23(d)], where the dispersion lengths LD for 7 fs and 4 
fs pulses at 1550 nm are 0.63324 mm and 0.20677 mm, respectively. We also note that the 
spectra at z = 2LD in Figs. 21(c) and 21(d) shift slightly to a lower frequency due to the 
Raman effect. (Agrawal, 1995) The Raman shift in Fig. 21(c) is larger than that in Fig. 21(d). 
This Raman effect also become more obvious in the case of the pulse widths of 7 fs [Figs. 
22(c) and 22(d)] and 4 fs [Figs.23(c) and 23(d)], and the Raman shift difference between (c) 
and (d) become smaller with decreasing pulse width. In terms of the Raman effect, FDTD 
and BPM result in analogous behavior. On the other hand, the behavior of blue shift differs 
between Fig. 23(c) and Fig. 23(d). The second largest slow perceptible peak exists from ν−ν0 
= 100 to 200 THz in Fig. 23(d), but the frequency region is a small continuum in Fig. 23(c). 
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From the total viewpoint of the anomalous region, the breakdown of SVEA is tolerant in 12 
fs, however, in the time region shorter than 7 fs, the breakdown cannot be ignored.  
Through these calculations, we successfully demonstrated the dispersion and SPM effect 
(Agrawal, 1995), soliton propagation at 1550 nm, self-steepening, and the Raman effect. 
Furthermore it was found that BPM and the extended FDTD results are almost the same in 
the normal GVD region, and SVEA does not break down in the cases of incident pulse 
widths of 12 fs, 7 fs, and 4 fs and soliton number of N = 1 in the normal dispersion frequency 
region, as well as in the case of the incident pulse width of 12 fs and soliton number of N = 1 
in the anomalous dispersion frequency region. 
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Fig. 23. (a), (b) Temporal profiles and (c), (d) spectra numerically obtained by (a), (c) the 
extended FDTD method and (b), (d) BPM for 4 fs, 1550 nm laser propagation through a silica 
fiber of up to twice the dispersion length LD, where the laser intensity corresponds to the 
soliton number of 1. (Nakamura et al., 2004) 

Comparison Between Finite-Difference Time-Domain Method and Experimental Results for 
Femtosecond Laser Pulse Propagation  

 

487 

–100 0 100
0

0.5

1

In
te

ns
ity

 (a
rb

. u
ni

ts
)

Time T (fs)

Z=0
Z=LD
Z=2LD=1550 nm

T        = 12 fsFWHM

(a) FDTD

λ0
N = 2

 

–100 0 100
0

0.5

1

In
te

ns
ity

 (a
rb

. u
ni

ts
)

Time T (fs)

Z=0
Z=LD
Z=2LD=1550 nm

T        = 12 fsFWHM

(b) BPM

λ0
N = 2

 

–250 0 250
0

0.5

1

N
or

m
al

iz
ed

 In
te

ns
ity

 (a
rb

. u
ni

ts
)

Frequency         (THz)

Z=0
Z=LD
Z=2LD=1550 nm

=193.5 THzν0

ν−ν0

λ0

(c) FDTD

 

–250 0 250
0

0.5

1

N
or

m
al

iz
ed

 In
te

ns
ity

 (a
rb

. u
ni

ts
)

Frequency         (THz)

Z=0
Z=LD
Z=2LD=1550 nm

=193.5 THz
(d) BPM
ν0
λ0

ν−ν0  

Fig. 24. (a), (b) Temporal profiles and (c), (d) spectra numerically obtained by (a), (c) the 
extended FDTD method and (b), (d) BPM for 12 fs, 1550 nm laser propagation through a 
silica fiber of up to twice the dispersion length LD, where the laser intensity corresponds to 
the soliton number of 2. (Nakamura et al., 2004) 

Although we obtained extended FDTD results which could be explained by the previous 
theory (Agrawal, 1995) and could verify the validity of our calculation method, the physical 
behavior of very short pulses will be different when the peak power is four times larger than 
that in the case of N = 1, which makes the breakdown of SVEA possible even for long pulses. 
We have already shown the breakdown of SVEA in a comparison of experimental and 
numerical results for the positive dispersion area with N = 2.09 for 12 fs pulse propagation 
in the fiber. Thus, we perform calculations for N = 2 and the anomalous dispersion area.  
Figure 24 shows (a), (b) temporal profiles and (c), (d) spectra numerically obtained by (a), (c) 
the extended FDTD method and (b), (d) BPM for 12 fs, 1550 nm laser propagation through a 
silica fiber of up to z = 2LD, where the laser intensity corresponds to the soliton number N of 
2. This figure shows that the breakdown of SVEA occurs in BPM for even a long pulse width 
of 12 fs. For the spectra shown in Figs.24(c) and 24(d), the height of the second largest peak 
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From the total viewpoint of the anomalous region, the breakdown of SVEA is tolerant in 12 
fs, however, in the time region shorter than 7 fs, the breakdown cannot be ignored.  
Through these calculations, we successfully demonstrated the dispersion and SPM effect 
(Agrawal, 1995), soliton propagation at 1550 nm, self-steepening, and the Raman effect. 
Furthermore it was found that BPM and the extended FDTD results are almost the same in 
the normal GVD region, and SVEA does not break down in the cases of incident pulse 
widths of 12 fs, 7 fs, and 4 fs and soliton number of N = 1 in the normal dispersion frequency 
region, as well as in the case of the incident pulse width of 12 fs and soliton number of N = 1 
in the anomalous dispersion frequency region. 
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Fig. 23. (a), (b) Temporal profiles and (c), (d) spectra numerically obtained by (a), (c) the 
extended FDTD method and (b), (d) BPM for 4 fs, 1550 nm laser propagation through a silica 
fiber of up to twice the dispersion length LD, where the laser intensity corresponds to the 
soliton number of 1. (Nakamura et al., 2004) 
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Fig. 24. (a), (b) Temporal profiles and (c), (d) spectra numerically obtained by (a), (c) the 
extended FDTD method and (b), (d) BPM for 12 fs, 1550 nm laser propagation through a 
silica fiber of up to twice the dispersion length LD, where the laser intensity corresponds to 
the soliton number of 2. (Nakamura et al., 2004) 

Although we obtained extended FDTD results which could be explained by the previous 
theory (Agrawal, 1995) and could verify the validity of our calculation method, the physical 
behavior of very short pulses will be different when the peak power is four times larger than 
that in the case of N = 1, which makes the breakdown of SVEA possible even for long pulses. 
We have already shown the breakdown of SVEA in a comparison of experimental and 
numerical results for the positive dispersion area with N = 2.09 for 12 fs pulse propagation 
in the fiber. Thus, we perform calculations for N = 2 and the anomalous dispersion area.  
Figure 24 shows (a), (b) temporal profiles and (c), (d) spectra numerically obtained by (a), (c) 
the extended FDTD method and (b), (d) BPM for 12 fs, 1550 nm laser propagation through a 
silica fiber of up to z = 2LD, where the laser intensity corresponds to the soliton number N of 
2. This figure shows that the breakdown of SVEA occurs in BPM for even a long pulse width 
of 12 fs. For the spectra shown in Figs.24(c) and 24(d), the height of the second largest peak 
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in Fig. 24(d) is twice that in Fig. 10(c). In the temporal profiles of Figs. 24(a) and 24(b), the 
main peaks have the same form, however numerous small-peak characteristics from 20 fs to 
80 fs are different. The small peaks in Fig. 24(a) are larger and more obvious than those in 
Fig. 24(b). These results imply that SVEA of MGNLSE in BPM, as assumed in Figs. 24(b) and 
24(d), breaks down in the case of N = 2 in the anomalous GVD region for 12 fs pulse 
propagation. 

5.5 Summary of SVEA breakdown 
We have extended the nonlinear FDTD method with a JGTH algorithm to one with exact 
Sellmeier fitting values in order to compare the experimental and calculated results of 
nonlinear femtosecond ultrabroad-band-pulse propagation in a silica fiber, and have 
analyzed the spectral characteristics of the propagated pulse. This extended method is 
robust against the breakdown of the SVEA. The spectrum obtained in our previous 
experiment agrees better with the spectrum calculated by the extended FDTD method than 
with that calculated by the solution of MGNLSE obtained using the SSF method with SVEA.  
Consequently, we confirmed that the various nonlinear physical phenomena in an optical 
fiber can be described by FDTD methods even in a nearly single-cycle time regime, and that 
SVEA in BPM is invalid in the case of pulse widths less than 4 fs with the soliton number of 
1 at 800 nm, which is the normal dispersion regime, and in the case of pulse widths less than 
7 fs with the soliton number of 1 at 1550 nm, which is the anomalous dispersion regime. In 
the case of the soliton number of 2, the breakdown of SVEA occurs for 12 fs pulses in both 
the normal and anomalous dispersion frequency regimes. To the best of our knowledge, this 
is the first observation of the breakdown of SVEA as a function of laser pulse width and 
soliton number by comparison of the extended FDTD and BPM calculations for the 
nonlinear propagation of an ultrashort (< 12 fs) laser pulse in a silica fiber. If the extended 
FDTD method can be established as an ultrashort-optical-pulse propagation analysis 
technique, its application to analyses of the characteristics of an ultrahigh-speed optical 
switch, the propagation characteristic of optical pulses in a photonic crystal, and the 
nonlinear propagation in a photonic crystal fiber or a tapered fiber can be expected.  

6. Conclusion 
Conventionally, the BPM for solving the GNLSE including the SVEA has been used to 
describe the ultrashort laser pulse propagation in an optical fiber. However, if the pulse 
duration approaches the optical cycle regime (<10 fs), this approximation becomes invalid. 
Then, it becomes necessary to use the FDTD method for solving the Maxwell equation with 
the least approximation. In order to both experimentally and numerically investigate 
nonlinear femtosecond ultrabroad-band-pulse propagation in a silica fiber, we have 
extended the FDTD calculation of Maxwell's equations with nonlinear terms to that 
including all exact Sellmeier-fitting values. We have compared the results of this extended 
FDTD method with experimental results for the nonlinear propagation of a very short (12-fs) 
chirped laser pulse in a silica fiber. We obtain the fiber output pulse compressed to 7 fs by 
the simulation of group delay compensation under the assumption of using an SLM. To our 
knowledge, this is the first comparison between FDTD calculation and experimental results 
for nonlinear propagation of a very short (12-fs) chirped pulse in a silica fiber. 
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Next, experimental results of nonlinear propagation with the IPM effect of two-color 120 fs 
laser pulses with three different initial delays in a silica fiber were analyzed with FDTD 
calculations, including SPM, IPM, and DFWM in the fused-silica fiber. Initial delay 
dependence by the FDTD qualitatively agrees with the previous experimental results. An 
ultrabroad spectrum induced by IPM mostly agrees with the previous experimental results 
that had the optimum initial delay. A Fourier transform of this spectrum yields a 4 fs optical 
pulse, which agrees with the previous experimental results. The spectral phases of two 
different pulses with three different initial delays are connected continuously. The IPM 
spectral phase obtained by the extended FDTD shows that the DFWM occurs. To the best of 
our knowledge, this is the first observation of DFWM with IPM by the FDTD simulation. 
Finally, We compared the results of this extended FDTD method with the solution of the 
BPM that includes the Raman response function, which is the same as in the extended FDTD 
method, up to fifth-order dispersion with the SVEA, as well as with the experimental results 
for nonlinear propagation of a 12 fs laser pulse in a silica fiber. Furthermore, in only the 
calculation, pulse width was gradually shortened from 12 fs to 7 fs to 4 fs to observe the 
breakdown of the SVEA in detail. Moreover, the soliton number N was established as 1 or 2. 
To the best of our knowledge, this is the first observation of the breakdown of the SVEA by 
comparison between the results of the extended FDTD and the BPM calculations for the 
nonlinear propagation of an ultrashort (< 12 fs) laser pulse in a silica fiber.  
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1. Introduction 
High-order harmonic generation, HOHG, resulting from the interaction of intense ultrashort 
laser pulses with atoms has been extensively studied in recent years offering potential 
application as a source of coherent ultrashort radiation in the extreme ultraviolet and soft X-
ray regions.1-3 For molecules, molecular high order harmonic generation, MHOHG3 offers the 
possibility of synthesizing attosecond (1 attosecond=10-18 second)  pulses for creating and 
controlling coherent electron wavepackets, CEWP.4 An intuitive and efficient theoretical 
picture based on a classical three step electron recombination  trajectory5-6 model in the laser 
field has helped to elucidate this process. According to this model, an electron tunnels out 
from the atom or molecule and may recombine with the parent5,7 or neighbouring8 ion 
emitting a high energy photon, after undergoing laser–driven motion in the continuum. If the 
tunnelling electron under the laser field does not return to the parent ion position, it is 
completely ionized and this is referred to as molecular ionization. The electron can also 
recombine with a neighbouring ion, an example of laser induced electron transfer, LIET.9 
Theoretical and experimental work on HOHG has been mostly devoted to atoms. The study of 
MHOHG in molecules is at the early stages. In contrast to atoms, for molecules, the returning 
wave packet in the semiclassical picture of HOHG encounters a core comprising two or more 
nuclei, which are presumed to behave as pointlike source potentials leading to interference in 
the MHOHG spectrum. Additionally, it has been suggested that the electron recollision cross-
sections responsible for MHOHG relates to the projection of the valence orbitals with respect 
to the direction of the propagation of the recolliding electron, making possible a new 
molecular orbital tomography10. It is therefore, natural to ask if there is any orientation 
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dependence of the closely related process of MHOHG spectra. Also, due to the shapes and the 
symmetries of different molecular orbitals, we are interested to know how molecular orbitals 
can come into play into the MHOHG and molecular ionization yield processes when different 
laser intensities and molecular angle versus laser polarisation are taken into account.  
While theoretical approaches based on the accurate 3D time dependent Schrödinger 
equation, TDSE, are limited to the one electron sytem9, 11-12 and 2D models for two electrons 
system13 because of limitation of memory and computational time, the major difficulties in 
the theoretical study of molecular systems in a laser field resides on the multi-center nature 
of the molecule and also the treatment of the multi electron-electron interactions. Here, we 
focus on time-dependent density functional theory, TDDFT, methods beyond linear 
response theory14 as a tool for studying the nonperturbative response of molecules to 
intense ultrashort laser pulses.15 The time independent Density Functional Theory, DFT, has 
become an ubiquitous method16 of solving ground state electronic problems in atoms and 
molecules. Extension to the nonperturbative regime through time-dependent methods has 
emerged by the existence of a rigorous theorem relating the exact time dependent density to 
external time-dependent potentials17 and has been extended to linear response via a linear 
perturbative version of TDDFT.18 We focus here on a non-linear non perturbative TDDFT.15 
For the visual understanding of electron motion in our molecules during the time 
propagation under strong laser pulses, we will use the time dependent approach of the 
electron localization function, TDELF.19-22 Conceptually, the physical idea of the electron 
localization function, ELF, is based on the fact that a highly localized electron repels other 
electrons with same spin very strongly due to the Pauli exclusion. The ELF uses the 
probability to find a second spin-like electron in the vicinity of the first one as a measure for 
electronic localization. Numerical values of the probability are conveniently mapped on the 
interval ]0,1] facilitating analysis and interpretation. So, in areas where two electrons of the 
same spin have a high probability to be found (in reference to the homogeneous gas) the 
function should tend to 0 by construction. It follows that, in areas where the probability of 
finding two electrons of opposite spin is high (in reference to the homogeneous gas) the 
function tends to 1. Consequently, a region of the space with a high value of the ELF 
corresponds to a region of chemical bond or lone pair of the Lewis theory. Thus, TDELF will 
allow us to make a clear separation between the HOMO of our molecules and the rest of the 
valence molecular orbitals23, and therefore will enable us to visualise their behaviour in the 
presence of a laser pulse, such as an example laser induced electron transfer, LIET, which 
has recently been shown to be controllable through the pulse shape and phase.9, 24 
In the present work, non perturbative TDDFT methods15 as opposed to linear response 
TDDFT18 are used to study the orientational dependence of ionization and molecular high 
order harmonic generation, MHOHG, in tri-atoms CO2, OCS, CS2 and the di-atomic N2 
molecules as a function of laser intensity, I0 ≥ 3.54 x 1014 W/cm2 =10-2 au (1au; Io=3.54x1016 
W/cm2, Eo=5x109 V/cm) for few cycle 800 nm laser pulses. This work is organized as follow: 
First we briefly recall the TDDFT formalism, followed by the procedure for calculating 
ionization rates and the time dependent electron localization function, TDELF.  The next 
sections are devoted to results and discussions.  The paper is ended by some concluding 
remarks for future research. 

2. Methods: Nonperturbative TDDFT Kohn-Sham formalism 
The TDDFT method provides the most detailed and feasible ab-initio approach for tackling 
many-body problems in external time dependent field. Density functional theory (DFT) as first 
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introduced by Hohenberg and Kohn25, and extended by Kohn and Sham26 (KS) is based on the  
existence of an exact mapping between one-particle density and external potentials. This leads 
to the density of the interacting system being obtained from the density of an auxiliary system 
of non-interacting particles moving in an effective local single-particle potential. A time 
dependent generalisation of DFT was provided by Runge and Gross17, showing that there is a 
one-to-one correspondence between the external (time dependent) potential, ( , )ext r tυ , and the 
time dependent one-electron density,n(r,t), for many-body systems evolving from a fixed 
initial state. The time dependent electronic density is written as:27 
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The first term is the external potential, due to the interaction of the electron with an external 
laser field and the nuclei, while the second term accounts for the classical Hartree 
electrostatic interaction between electrons, and the third term is the exchange correlation 
(xc) potential includes all non–trivial many body effects, and has an extremely complex (and 
essentially unknown) functional dependence on the density. When an intense electric with a 
low frequency field is applied to a molecule, electrons tend to be displaced out by 
ionization; so, the higher ionization potential, IP, or barriers, the more this electronic 
displacement will be hindered. Therefore, the choice of an approach which accurately 
reproduces the experimental IP is useful for our analysis. Local density approximation 
(LDA) has been widely used in strong fields15 due to its simplicity and applicability to 
various systems with relatively lower computational cost. However, LDA is constructed 
from the homogenous gas system and suffers from a wrong asymptotic behaviour 
originating from the incomplete cancellation of the self-interactions, SI. For these reasons, 
we have used the Van Leeuwen and Baerends28 potential, LB94, which introduces a gradient 
correction to the LDA, exchange correlation so as to reproduce the Coulomb asymptotic 
behaviour of the potential. 
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A convenience of the LB94 potential lies in its explicit dependency on the local density and 
its gradient. This potential yields excellent estimates of the IP for atoms and small 
molecules, especially in the framework of the linear response TDDFT excitation energy.29 
This model potential significantly corrects the higher moments of the density, notably for 
diffuse outer orbitals involved in excitations and in our case in ionization. The LB94 also 
includes partial and considerable self interaction correction, SIC, resulting from an 
interaction of an electron with itself, of importance to electronic transport.30 Such corrections 
are known to produce spurious oscillations in photoionization calculations,31 but little is 
known about the corrections for strong fields in the nonperturbative regime. Our results 
show that the LB94 potential offers accurate IP’s for all orbitals; an essential starting point 
for accurate ionization. Furthermore, at high intensities, excited states have very short 
lifetime thus, reducing considerably non adiabatic effects. The neglect of nonadiabatic 
effects, which are a major difficulty of linear32 TDDFT are implicit in the strong field 
approximation, SFA6, a current simple nonpertubative model. 

3. Computational methods 
a. Ionization –KS orbitals 
In the present work, the TDDFT KS equation, Eq.2, was discretized in space using finite-
difference (FD) grid techniques. For numerical efficiency we represent the electron-ion 
interaction by the norm conserving non-local Troullier–Martins pseudopotential33, which 
allows to explicitly treat many fewer electrons, and to avoid the fast oscillations produced 
by the core electrons. The pseudopotentials are generated such that the pseudo-
wavefunctions imitate the all-electron atomic wavefunctions. The bond length has been set 
to its experimental1, 34-36 value, for OCS bonds length are CS=0.156 nm, CO =0.1157 nm, CS= 
0.155 nm for CS2, CO=0.1162 nm for CO2 and NN=0.1041nm for N2. The molecule is placed 
in a large three-dimensional (3D) rectangular grid cell (atomic units au, are used) of 
dimension |zmax| = 90 au (1a.u. = 0.0529nm) and |xmax| =|ymax| =25 au if the laser is 
oriented parallel to the molecule. The uniform FD grid spacing, Δz = Δx= Δy= 0.28 au was 
used and the convergence of the calculations was checked against results which use a 
smaller grid spacing. The size of the grid is determined by the maximum radius α = E/mω2 
of an electron in a time dependent electric field of maximum amplitude E. Thus at E = 0.1 
a.u. corresponding to an intensity I= 3.50×1014 W/cm2 (1a.u: Io= 3.50×1016 W/cm2, Eo= 
5×109 V/cm), α = 30 au at λ = 800 nm, ω = 0.057 au. Thus since α is the size of the recolliding 
electron trajectory, zmax = 90 a.u. >> α ensures that all recolliding electrons responsible for 
MHOHG are collected in the numerical procedure. The laser intensity is related to the field 
strength by 21

2 oI cEε= , oε  is the permittivity of free space and c  is the speed of the light.  
The angle, θ, between the linear polarized laser and the main molecular axis varies from 0 to 

90. The total pulse area condition ( )E t dt o
+∞

−∞

=∫  is verified to ensure no spurious static effects 

for pulses satisfying Maxwell’s equations.4, 37 The external potential created by an intense 
laser field is assumed to arise from an oscillating electric field with a cosine envelope. When 
the laser is linearly polarized parallel to the molecular axis z, ( , )ext r tυ  is given by 
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T determines the laser pulse duration. The time-dependent equations, Eq.(2) are solved 
using the Crank-Nicholson scheme34, 36 with Δt=0.02 a.u (1a.u=24x10-18s) as the time step. All 
calculations have been done using eight optical cycles pulse duration on a multiprocessors 
parallel machine. To absorb the ionized charge density and avoid reflections at the 
boundary of the box due to ionization during the propagation, we employ a mask function. 
By using this technique, the KS wave-function is multiplied at each time-step at grid 
boundaries by a function M(z) which is 1 in the inner simulation region and gradually goes 
to 0 at the boundaries. The masking function in one dimension is defined as: 
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|zmax|=90 au is the extension of the box in the z direction, a=10 au is the width of the mask 
function. It is assumed that the electrons in the maxz z�  domain are completely ionized 
and cannot return to the nuclei. A different approach to remove outgoing flux density 
consists in adding an imaginary potential38 which causes an exponential decay of the 
wavefunction or in using the exterior complex scaling coordinate transformation as 
absorbing boundary. All methods produce identical results for sufficiently large grids. The 
time-dependent ionization probability, Pi,σ(t), of an individual spin-orbital is calculated as:15 
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initial state (without external field). The total ionization yield probability, ( )ftγ , computed at 

the final time, ft , of the propagation is then obtained from the following difference:  

 ( ) 1 ( )f ft tγ β= − , (9) 

b. MHOHG 
MHOHG is a highly nonlinear nonperturbative effect resulting from two essential steps : (i) 
ionization at the peaks of a slowly varying (low frequency)  electromagnetic pulse E(t) of 
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laser field is assumed to arise from an oscillating electric field with a cosine envelope. When 
the laser is linearly polarized parallel to the molecular axis z, ( , )ext r tυ  is given by 
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T determines the laser pulse duration. The time-dependent equations, Eq.(2) are solved 
using the Crank-Nicholson scheme34, 36 with Δt=0.02 a.u (1a.u=24x10-18s) as the time step. All 
calculations have been done using eight optical cycles pulse duration on a multiprocessors 
parallel machine. To absorb the ionized charge density and avoid reflections at the 
boundary of the box due to ionization during the propagation, we employ a mask function. 
By using this technique, the KS wave-function is multiplied at each time-step at grid 
boundaries by a function M(z) which is 1 in the inner simulation region and gradually goes 
to 0 at the boundaries. The masking function in one dimension is defined as: 
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|zmax|=90 au is the extension of the box in the z direction, a=10 au is the width of the mask 
function. It is assumed that the electrons in the maxz z�  domain are completely ionized 
and cannot return to the nuclei. A different approach to remove outgoing flux density 
consists in adding an imaginary potential38 which causes an exponential decay of the 
wavefunction or in using the exterior complex scaling coordinate transformation as 
absorbing boundary. All methods produce identical results for sufficiently large grids. The 
time-dependent ionization probability, Pi,σ(t), of an individual spin-orbital is calculated as:15 

 , ,( ) 1 ( ),i iP t N tσ σ= −  (6) 

where , , ,( ) ( , ) ( , )i i iN t r t r tσ σ σψ ψ=  is the time dependent population (survival probability) 
of the i,σ-th spin-population.  
The number of electrons inside the grid of volume V is given as:  
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and the normalised remaining electron population as: 
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Г is the total ionization rate and 2( ,0) 2 | ( ,0)|
N

i
i

n r r
σ

σψ= ∑  is the total number of electrons in the 

initial state (without external field). The total ionization yield probability, ( )ftγ , computed at 

the final time, ft , of the propagation is then obtained from the following difference:  

 ( ) 1 ( )f ft tγ β= − , (9) 

b. MHOHG 
MHOHG is a highly nonlinear nonperturbative effect resulting from two essential steps : (i) 
ionization at the peaks of a slowly varying (low frequency)  electromagnetic pulse E(t) of 
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maximum amplitude E (Eq.4), followed by (ii) laser induced recollision after 2/3 of a cycle 
with maximum energy of harmonics of order Nm: 3.17 ,m pN IP Uω = + where IP is the 
ionization potential, Nm is the order of the harmonics and Up = I /4mω2  is the ponderomotive 
energy.5, 8 Calculations of MHOHG with ultrashort (few cycles) intense, I ≥ 1014 W/cm2 
requires special attention to grid sizes and gauges as mentioned in recent work.39 In the 
present work, the MHOHG spectrum  is calculated during the dynamical propagation as 
follows.15 The power spectrum of the dipole acceleration ( )zd t or equivalently a time-
dependent Hellman-Feyman theorem in a given direction yields the predicted MHOHG 
spectra:7, 39 
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Recent work has shown that the most accurate method for generating the MHOHG spectra 
when dealing with molecular systems.4, 12 is to calculate the dipole acceleration, ( )zd t , from 
the exact time dependent function according to Ehrenfest’s theorem.12  

 
c. Time-Dependent Electron Localization Function (TDELF) 
The ELF is a method for the mapping of electron pair probability in multi-electron systems. 
It was first introduced by Becke and Edgecombe22 as a descriptor of electronic localization, 
using arguments based on the conditional same spin pair probability function. Here, we 
briefly recall the definitions of the extension of the ELF for time dependent processes.20-21 
The time-dependent ELF or TDELF, η(r,t), is given as: 

 2
1( , )
( , )1
( , )h

r t
C r t
C r t

η =
⎛ ⎞

+ ⎜ ⎟
⎝ ⎠

 (11) 

where 

 
22

2

1

( , )[ ( , )]1( , ) | ( , )| ,
4 ( , ) ( , )

N

i
i

j r tn r tC r t r t
n r t n r t

σ
σσ

σ
σ σσ

ψ
=

⎧ ⎫∇⎪ ⎪= ∇ − −⎨ ⎬
⎪ ⎪⎩ ⎭

∑ ∑  (12) 

 2 2/3 5/33( , ) (6 ) ( , )
5hC r t n r tσπ=  (13) 

2jσ  is the squared modulus of the current density and is the time-dependent correction to 
the original ELF.22 C(r,t) measures the probability of finding one electron in the near vicinity 
of a reference like-spin electron at position r and time t. Thus, the Pauli repulsion between 
two like-spin electrons, described by the smallness of C(r,t), is taken as a measure of the 
electron localization. Ch(r,t) is the corresponding factor found for a uniform electron gas, 
i.e., a homogeneous electron gas whose density is the same as that of the real system. The 
TDELF will be used for the time-resolved observation of the molecular ionization, and can 
thus provide a visual understanding of the electron density transfer dynamics (most notably 
lone pair and bond electrons) under strong laser pulses. 

Non Perturbative Time-Dependent Density Functional Theory, TDDFT, Study of 
Ionization and Harmonic Generation in Linear Di-(N2) and Tri-(CO2, OCS, CS2)… 

 

499 

4. Electronic analysis and ionization  
One of the relevant information regarding the ground state geometry of these molecules is 
that they are linear. The electronic structure from the DFT-KS calculation is depicted in 
Fig.1, where the three highest occupied KS MO’s HOMO, HOMO-1, HOMO-2, with their 
phases and energies are presented. For the tri-atomic molecules, one finds that the highest 
occupied molecular orbital, HOMO, is an anti-bonding type, 1πg, formed of π lobes lying 
perpendicular to the inter-nuclear axis and located on the sulphur or oxygen atoms for 
respectively CS2 and CO2, while the anti-bonding orbitals forming the HOMO, 2π, of the 
OCS is located on the sulphur and the oxygen atom. The HOMO of the diatomic N2 
molecule is a bonding σg formed mostly by the overlap between the 2pz orbitals of the 
nitrogen atoms. The computed values of the IP from various ab-initio theory levels are 
presented in Table 1. 
 

 
Fig. 1. (Color online) DFT/LB94 images of the molecular orbitals of CS2, OCS, CS2 and N2. 
Only the three highest relevant occupied molecular orbitals, HOMO, HOMO-1 and HOMO-
2 are shown. Atoms colors are: Carbon (black), Sufur (yellow) and oxygen (red) 

 
Molecule Orbital HF LDA B3LYP LB94 Expt 

HOMO 11.49 7.68 8.40 10.98 11.20 
HOMO-1 17.38 11.80 12.97 14.89 16.04  

OCS 
HOMO-2 18.03 11.94 13.08 15.80 15.08 
HOMO 10.16 6.91 7.51 9.94 10.09 

HOMO-1 14.42 9.77 10.64 12.76 12.69  
CS2 HOMO-2 15.92 10.72 11.78 15.74 14.47 

HOMO 14.86 9.25 10.24 13.62 13.8 
HOMO-1 20.23 12.84 14.33 16.96 18.1  

CO2 
HOMO-2 19.52 13.01 14.46 17.21 17.6 
HOMO 17.28 10.89 12.35 15.87 15.58 

HOMO-1 16.82 12.84 12.87 17.47 17.20  
N2 HOMO-2 21.24 13.01 15.35 18.98 18.73 

Table1. Comparison of most relevant orbital absolute binding energies computed as –εKS-MO 
and experimental ionization potentials (in eV). 
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maximum amplitude E (Eq.4), followed by (ii) laser induced recollision after 2/3 of a cycle 
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2jσ  is the squared modulus of the current density and is the time-dependent correction to 
the original ELF.22 C(r,t) measures the probability of finding one electron in the near vicinity 
of a reference like-spin electron at position r and time t. Thus, the Pauli repulsion between 
two like-spin electrons, described by the smallness of C(r,t), is taken as a measure of the 
electron localization. Ch(r,t) is the corresponding factor found for a uniform electron gas, 
i.e., a homogeneous electron gas whose density is the same as that of the real system. The 
TDELF will be used for the time-resolved observation of the molecular ionization, and can 
thus provide a visual understanding of the electron density transfer dynamics (most notably 
lone pair and bond electrons) under strong laser pulses. 
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4. Electronic analysis and ionization  
One of the relevant information regarding the ground state geometry of these molecules is 
that they are linear. The electronic structure from the DFT-KS calculation is depicted in 
Fig.1, where the three highest occupied KS MO’s HOMO, HOMO-1, HOMO-2, with their 
phases and energies are presented. For the tri-atomic molecules, one finds that the highest 
occupied molecular orbital, HOMO, is an anti-bonding type, 1πg, formed of π lobes lying 
perpendicular to the inter-nuclear axis and located on the sulphur or oxygen atoms for 
respectively CS2 and CO2, while the anti-bonding orbitals forming the HOMO, 2π, of the 
OCS is located on the sulphur and the oxygen atom. The HOMO of the diatomic N2 
molecule is a bonding σg formed mostly by the overlap between the 2pz orbitals of the 
nitrogen atoms. The computed values of the IP from various ab-initio theory levels are 
presented in Table 1. 
 

 
Fig. 1. (Color online) DFT/LB94 images of the molecular orbitals of CS2, OCS, CS2 and N2. 
Only the three highest relevant occupied molecular orbitals, HOMO, HOMO-1 and HOMO-
2 are shown. Atoms colors are: Carbon (black), Sufur (yellow) and oxygen (red) 
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HOMO 11.49 7.68 8.40 10.98 11.20 
HOMO-1 17.38 11.80 12.97 14.89 16.04  

OCS 
HOMO-2 18.03 11.94 13.08 15.80 15.08 
HOMO 10.16 6.91 7.51 9.94 10.09 

HOMO-1 14.42 9.77 10.64 12.76 12.69  
CS2 HOMO-2 15.92 10.72 11.78 15.74 14.47 

HOMO 14.86 9.25 10.24 13.62 13.8 
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CO2 
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HOMO 17.28 10.89 12.35 15.87 15.58 
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Table1. Comparison of most relevant orbital absolute binding energies computed as –εKS-MO 
and experimental ionization potentials (in eV). 
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A survey of Table 1 reveals that for the tri-atomic molecules, the IP calculated with the HF 
approach are higher (around 7%) than the experimental data. This deviation is most related 
to the absence of the correlation in the HF approach. Using DFT, the serious 
underestimation of the ionization potential, IP at the LDA level is clearly noticeable. 
Computed values are approximately 43% lower than the experimental ones.  The reason of 
this large discrepancy lies as we mentioned in the previous theoretical section 2), is the 
wrong asymptotic behaviour of the LDA exchange-correlation potential which originates 
from the SI, as opposed to the HF approach (SI free eliminated by the exact exchange).  
Results using partially corrected SI through the hybrid functional B3LYP moderately 
improve the calculated value of the IP, the relative error drops from 43% with the LDA to 
25%. For the N2 molecule, the HOMO and HOMO-1 are nearly degenerate in energy, as 
consequence, the HOMO and HOMO-1 order is inverted in the HF results and we pointed 
out that CASSCF do not remove this error in N2.55 Again, the LDA and B3LYP functional 
underestimate by at least 20% the experimental value of the IP. These observations reflect 
the increasing correlation effect when molecular orbitals are nearly degenerate. Regarding 
the results with the LB94 potential, one sees that it performs much better, the global 
agreement with the experiment being satisfied within 3% of error. A convenience of the 
LB94 potential lies in its explicit dependence on the local density and a gradient correction 
to the LDA exchange potential so as to reproduce the correct asymptotic behaviour. We note 
that for the OCS molecule the HOMO-1 and HOMO-2 eigenvalues are nearly degenerate 
with an inverse molecular orbital order with respect to the experimental data, whereas the 
symmetric CS2 (as in N2) respects the experimental order with negative orbital energies 
nearly equal to the corresponding IP’s, thus suggesting that these orbitals should be close to 
Dyson orbitals.40 
a. Tri-atomic molecules (CO2, CS2, OCS,) 
To gain a better understanding of the molecular ionization, we have investigated the time 
evolution of some relevant KS orbital using Eq.6. Three angular orientations are considered 
θ=0o, 45 o, 90o. Results using three laser intensities range from lower 3.50×1014, to higher 
1.40×1015 and highest 2.99×1015 W/cm2 are displayed in Fig.2a, Fig.2b and Fig.2c for 
respectively the CO2, CS2 and the OCS molecule. Evidence of a strong dependence of the KS 
remaining orbital population, Ni,(t), with the laser intensity is observed. It emerges as 
expected that in general the KS MO ionization is most important for CS2 due to its lower IP 
as compared to OCS. The smaller is the ionization potential, IP, of the electronic shell, the 
easier it can be ionized. When θ=0o, for symmetry reason the two components of each 2π or 
1πg orbital have the same behaviour as they are degenerate. For the lower laser intensity Io= 
3.50×1014 W/cm2, one sees that the HOMO, shows as expected the dominant response to the 
laser field. It is followed respectively by the inner shell orbitals 3σ/3σu (HOMO-1 for OCS 
and CO2 and HOMO-2 for CS2). As the laser intensity increases, it emerges that the HOMO 
does not remain the most affected by the external laser field. Instead, our TDDFT/LB94 
calculation shows that the ionization of the inner 3σ/3σu molecular orbital dominates so that 
it exceeds that of the HOMO and thus presents the dominant response to the field. This 
behaviour of the HOMO under high laser intensity is related to their symmetry which has a 
nodal plane containing the molecular axis. This gives rise to a low ionization yield  
when aligned parallel to the laser electric field, while the 3σu/3σ has the right  
symmetry (MO shape) to interact with the laser field as its density is maximum  
parallel to the field. One notes also that the ionization of the inner bonding 1πu/1π  
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Fig. 2a. (Color online) TDDFT/LB94 orbital population, Ni,(t), of CO2 at different laser 
intensities for selective fixed angle, θ, between the molecular axis and the laser polarization 
direction. Only the relevant KS orbitals which possess an important response to the laser 
field are shown with their label. 
 

 
Fig. 2b. (Color online) TDDFT/LB94 orbital population, Ni,(t), of CS2 at different laser 
intensities for selective fixed angle, θ, between the molecular axis and the laser polarization 
direction. Only the relevant KS orbitals which possess an important response to the laser 
field are shown with their label. 
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Fig. 2a. (Color online) TDDFT/LB94 orbital population, Ni,(t), of CO2 at different laser 
intensities for selective fixed angle, θ, between the molecular axis and the laser polarization 
direction. Only the relevant KS orbitals which possess an important response to the laser 
field are shown with their label. 
 

 
Fig. 2b. (Color online) TDDFT/LB94 orbital population, Ni,(t), of CS2 at different laser 
intensities for selective fixed angle, θ, between the molecular axis and the laser polarization 
direction. Only the relevant KS orbitals which possess an important response to the laser 
field are shown with their label. 



 Coherence and Ultrashort Pulse Laser Emission 

 

502 

(HOMO-2 for OCS and CO2 and HOMO-1 for CS2) is increasing with the laser intensity. At 
angles θ=45o and θ=90o, the symmetry behaviour of the different components of the π 
orbitals is broken (degeneracy is removed) and we have renamed them as follows: 
components of the 1πg of CS2 and CO2 are 1πgx, 1πgy and those of the 1π of the OCS are 1πx, 
1πy. When θ=45o, independently of the laser intensity applied on these molecules, evidence 
of the ionization enhancement (compare to θ=0o case) of the HOMO is clearly visible. The 
high ionization of the HOMO is followed by that of the inner 1πu/1π and 3σu/3σ MO orbital. 
The enhanced ionization of the HOMO is the result of the combined effects of its lower IP 
and its alignment along the laser polarization axis at θ=45o. The total orbital ionization yield 
follows the trend CS2 >OCS > CO2 inversely proportional to their IP.  Finally, when θ=90o, 
once again, one finds that the KS MO’s of CS2 ionize more than the others. One finds also 
 

 
Fig. 2c. (Color online) TDDFT/LB94 orbital population, Ni,(t), of OCS at different laser 
intensities for selective fixed angle, θ, between the molecular axis and the laser polarization 
direction. Only the relevant KS orbitals which possess an important response to the laser 
field are shown with their label. 

that independently of the laser intensity, the HOMO remains the most affected by the field. 
For higher laser peak intensities, 1.40×1015 and 3.0×1015 W/cm2, the ionization of the 3σu/3σ 
HOMO-2 of CS2 or HOMO-1 of OCS and CS2 is so important that, it tends to exceed that of 
the HOMO. More remarkably, for CS2 and CO2, our TDDFT calculations predict that KS 
orbital ionization is lower for θ=90o than for θ=0o as the laser intensity is increasing mainly 
due to the contribution of the bonding 1πu/1π orbital. Although this orbital has a larger IP 
than the HOMO 1πg/2π, its density dominates at 90o whereas the HOMO, 1πg, has a node 
(zero density) at 90o in the center of the molecule. We conclude that orbitals which have 
maximum density in the direction of laser polarization, such orbitals will influence or 
dominate in ionization and in the MHOHG processes. However, for the OCS molecule, one 
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sees that as the laser is increasing, the two components of the HOMO (2πy, 2πx) present the 
dominant response to the laser field. This is because in comparison with the CS2 and CO2 
MOs’, the HOMO and the HOMO-2 of the OCS have almost the same shape (density), as 
consequence, its HOMO ionizes faster as the laser intensity is increasing due to its lower IP.     
In conclusion, we find that the KS HOMO ionization increases from θ=0o and reaches a 
maximum when the molecule is aligned at an angle around 45o with respect to the direction 
of the laser polarization, and then decreases at larger angles towards 90o. To see how the 
molecular orientation as well as each KS orbital contributes to the total molecular ionization, 
we display in Table II the total molecular ionization yield (see Eq.9) as a function of the laser 
intensity and  the angle molecular orientation, θ.  
 

 I=3.5x1014 W/cm2 I=1.4x1015 W/cm2 I=2.99x1015 W/cm2 
 0o 45o 90o 0o 45o 90o 0o 45o 90o 

CS2 13.3 12.9 9.1 34.1 32.3 25.3 58.8 54.5 39.3 
CO2 2.0 2.2 1.2 9.0 9.2 7.5 24 23 21.2 
OCS 7.3 7.3 6.8 24.8 22.12 19.3 41.0 37.9 30.5 
N2 3  1.6 16  15.6 27  27.5 

Table 2. Computed total ionization yield (%), ( )ftγ , for selected values of θ and laser 
intensities. Values are given in percentage 
In general the ionization yield follows the trend CS2>OCS>CO2 due to their IP difference. 
The ionization is significantly enhanced at higher laser intensity in the case θ=0o than the 
case of θ=90o. This is attributed to the KS MO geometry of the linear molecule. In fact, at 
θ=0o the molecular ionization yield is high due to the fact that the two components of the 
HOMO behave in the same manner (same ionization rate) and due to the additive 
contribution played by the inner 3σu/3σ MO whose densities are aligned along the laser 
polarization axis whereas for θ=90o, only one component of the HOMO as well as HOMO-2 
is very active in the presence of the laser field due to degeneracy removal.  
b. N2 molecule 
We add for comparison the two center N2 molecule for which the LB94 potential MO IP’s 
are in excellent agreement with experiment (Table 1). Fig.2d illustrates ionization 
calculations done at I=3.50×1014, 1.40×1015, and 3.0×1015 W/cm2 laser peak intensity for θ=0o, 
45o and 90o. At 3.50×1014 W/cm2 and θ=0o, the bonding HOMO, 3σg, shows as expected the 
dominant response to the field followed by the inner, 2σu, HOMO-2, anti-bonding, while the 
ionization of the 1πu HOMO-1 is not relevant.  
At angles θ=45o and θ=90o, the symmetry behaviour of the different components of the 1πu 
orbital is broken (degeneracy is removed) and we have renamed them as 1πux, 1πuy. For 
θ=45o, again the HOMO, 3σg, is again the most affected by the laser field followed by the 
inner 2σu, HOMO-2 which is closely also followed by the 1πuy component of the HOMO-1. 
At θ=90o, while the HOMO, 3σg, is still the most influenced by the electric field, it is now 
followed by the 1πuy component of the HOMO-1 and the contribution of the others are 
irrelevant. At I=1.40×1015 W/cm2, for θ=0o, both the HOMO, 3σg, and 2σu, HOMO-2 present 
the dominant response to the field during the first four optical cycle and finally the 
ionization of the 3σg exceeds that of the inner 2σu during the rest of the propagation. At the 
highest, I=3.0×1015 W/cm2 laser peak intensity, the ionization of both the 3σg, and 2σu, MOs  
 



 Coherence and Ultrashort Pulse Laser Emission 

 

502 

(HOMO-2 for OCS and CO2 and HOMO-1 for CS2) is increasing with the laser intensity. At 
angles θ=45o and θ=90o, the symmetry behaviour of the different components of the π 
orbitals is broken (degeneracy is removed) and we have renamed them as follows: 
components of the 1πg of CS2 and CO2 are 1πgx, 1πgy and those of the 1π of the OCS are 1πx, 
1πy. When θ=45o, independently of the laser intensity applied on these molecules, evidence 
of the ionization enhancement (compare to θ=0o case) of the HOMO is clearly visible. The 
high ionization of the HOMO is followed by that of the inner 1πu/1π and 3σu/3σ MO orbital. 
The enhanced ionization of the HOMO is the result of the combined effects of its lower IP 
and its alignment along the laser polarization axis at θ=45o. The total orbital ionization yield 
follows the trend CS2 >OCS > CO2 inversely proportional to their IP.  Finally, when θ=90o, 
once again, one finds that the KS MO’s of CS2 ionize more than the others. One finds also 
 

 
Fig. 2c. (Color online) TDDFT/LB94 orbital population, Ni,(t), of OCS at different laser 
intensities for selective fixed angle, θ, between the molecular axis and the laser polarization 
direction. Only the relevant KS orbitals which possess an important response to the laser 
field are shown with their label. 

that independently of the laser intensity, the HOMO remains the most affected by the field. 
For higher laser peak intensities, 1.40×1015 and 3.0×1015 W/cm2, the ionization of the 3σu/3σ 
HOMO-2 of CS2 or HOMO-1 of OCS and CS2 is so important that, it tends to exceed that of 
the HOMO. More remarkably, for CS2 and CO2, our TDDFT calculations predict that KS 
orbital ionization is lower for θ=90o than for θ=0o as the laser intensity is increasing mainly 
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than the HOMO 1πg/2π, its density dominates at 90o whereas the HOMO, 1πg, has a node 
(zero density) at 90o in the center of the molecule. We conclude that orbitals which have 
maximum density in the direction of laser polarization, such orbitals will influence or 
dominate in ionization and in the MHOHG processes. However, for the OCS molecule, one 
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sees that as the laser is increasing, the two components of the HOMO (2πy, 2πx) present the 
dominant response to the laser field. This is because in comparison with the CS2 and CO2 
MOs’, the HOMO and the HOMO-2 of the OCS have almost the same shape (density), as 
consequence, its HOMO ionizes faster as the laser intensity is increasing due to its lower IP.     
In conclusion, we find that the KS HOMO ionization increases from θ=0o and reaches a 
maximum when the molecule is aligned at an angle around 45o with respect to the direction 
of the laser polarization, and then decreases at larger angles towards 90o. To see how the 
molecular orientation as well as each KS orbital contributes to the total molecular ionization, 
we display in Table II the total molecular ionization yield (see Eq.9) as a function of the laser 
intensity and  the angle molecular orientation, θ.  
 

 I=3.5x1014 W/cm2 I=1.4x1015 W/cm2 I=2.99x1015 W/cm2 
 0o 45o 90o 0o 45o 90o 0o 45o 90o 

CS2 13.3 12.9 9.1 34.1 32.3 25.3 58.8 54.5 39.3 
CO2 2.0 2.2 1.2 9.0 9.2 7.5 24 23 21.2 
OCS 7.3 7.3 6.8 24.8 22.12 19.3 41.0 37.9 30.5 
N2 3  1.6 16  15.6 27  27.5 

Table 2. Computed total ionization yield (%), ( )ftγ , for selected values of θ and laser 
intensities. Values are given in percentage 
In general the ionization yield follows the trend CS2>OCS>CO2 due to their IP difference. 
The ionization is significantly enhanced at higher laser intensity in the case θ=0o than the 
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contribution played by the inner 3σu/3σ MO whose densities are aligned along the laser 
polarization axis whereas for θ=90o, only one component of the HOMO as well as HOMO-2 
is very active in the presence of the laser field due to degeneracy removal.  
b. N2 molecule 
We add for comparison the two center N2 molecule for which the LB94 potential MO IP’s 
are in excellent agreement with experiment (Table 1). Fig.2d illustrates ionization 
calculations done at I=3.50×1014, 1.40×1015, and 3.0×1015 W/cm2 laser peak intensity for θ=0o, 
45o and 90o. At 3.50×1014 W/cm2 and θ=0o, the bonding HOMO, 3σg, shows as expected the 
dominant response to the field followed by the inner, 2σu, HOMO-2, anti-bonding, while the 
ionization of the 1πu HOMO-1 is not relevant.  
At angles θ=45o and θ=90o, the symmetry behaviour of the different components of the 1πu 
orbital is broken (degeneracy is removed) and we have renamed them as 1πux, 1πuy. For 
θ=45o, again the HOMO, 3σg, is again the most affected by the laser field followed by the 
inner 2σu, HOMO-2 which is closely also followed by the 1πuy component of the HOMO-1. 
At θ=90o, while the HOMO, 3σg, is still the most influenced by the electric field, it is now 
followed by the 1πuy component of the HOMO-1 and the contribution of the others are 
irrelevant. At I=1.40×1015 W/cm2, for θ=0o, both the HOMO, 3σg, and 2σu, HOMO-2 present 
the dominant response to the field during the first four optical cycle and finally the 
ionization of the 3σg exceeds that of the inner 2σu during the rest of the propagation. At the 
highest, I=3.0×1015 W/cm2 laser peak intensity, the ionization of both the 3σg, and 2σu, MOs  
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Fig. 2d. (Color online) TDDFT/LB94 orbital population, Ni,(t), of N2 at different laser 
intensities for selective fixed angle, θ, between the molecular axis and the laser polarization 
direction. Only the relevant KS orbitals which possess an important response to the laser 
field are shown with their label.  

ionization remain nearly the same despite the  3eV energy gap between them. It turns out that 
when aligned parallel to the laser field, the 3σg, and 2σu, whose electron density is maximal 
along the laser polarization are the most affected by the field. For the lower I= 3.50×1014 
W/cm2, the ionization of the HOMO, 3σg, is most important due to its lower IP, however, at 
high laser intensities I= 1.40×1015 and 3,0×1015 W/cm2, the 2σu HOMO-2 presents the dominant 
response to the field due to its antibonding nature (ionized fast) and the symmetry coupling 
with the HOMO 3σg. At θ=90o and higher laser intensities, I=1.40×1015 and  2.99×1015 W/cm2,  
the 1πuy component of the HOMO-1 show the dominant response to the field because its 
electron density is maximal along the laser polarization axis, similar to the CO2 results. 

4. TDELF analysis for tri-atomic molecules 
The ground state ELF images are shown in Fig.3a for η= 0.85 (i) corresponding to highly 
localized pair electrons such as lone pairs and the two-dimensional representation of the 
ELF isosurfaces in the plane containing the three atoms of the molecule (ii). At η= 0.85 (i), 
the image exhibits only the lone pair (noted a) of the oxygen atom while the CO bond 
localization is absent. This is because the lone pair electron on the oxygen is the most 
localized in the CO2 molecule. By representing the ELF in the plane containing the three 
atoms (ii), one can more easily identify the CO chemical bond region (note b) Fig.3b exhibits 
for comparison in a two-dimensional representation the ELF of CO2, OCS and CS2 molecule. 
The highly localized bond region (CO, SO, CS) and the lone pair region are clearly 
identifiable. From the electronic structure analysis (Fig.1), it is evident that the HOMO, 
1πg/2π is essentially located in a diffuse lone pair region (a) while the HOMO-1 and the 
HOMO-2 are essentially located in localized bonding region (b). In Fig.3b, the lobe 
representing the lone pair on the oxygen (one lobe on the main axis of the three atoms)  
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Fig. 3a. DFT/LB94 representation of the ELF ground state of CO2 molecule 

 

 
Fig. 3b. DFT/LB94 representation of the ELF ground state of the OCS, CS2 and CO2 molecule 

and the sulphur (two lobes symmetrically distributed along the main axis of the three 
atoms) and the laser time evolution are shown in detail. Such clear separation between 
HOMO and relevant inner orbitals enables us to get a deep insight on the main factors 
(shape and IP) of the KS ionization process as described in the KS ionization section-4.  The 
TDELF images evolve in real time and space for θ=0o and θ=90o at 3.50×1014 W/cm2 laser 
peak intensity respectively for the molecules to follow.  
a. CO2 and CS2 
When θ=0o, at the initial time step i.e. 0 optical cycle (o.c.), the ELF picture is that of the 
ground state. As the time propagation evolves, the first major perturbation occurs on the 
lone pair region, i.e. the oxygen for CO2 or the sulphur for CS2 after 1.75 optical cycles.  
The electric field being negative LIET is thus expected to occur from left to right. The major 
perturbation consists of a lengthening of the lone pair region followed by the appearance of 
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identifiable. From the electronic structure analysis (Fig.1), it is evident that the HOMO, 
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Fig. 3a. DFT/LB94 representation of the ELF ground state of CO2 molecule 

 

 
Fig. 3b. DFT/LB94 representation of the ELF ground state of the OCS, CS2 and CO2 molecule 

and the sulphur (two lobes symmetrically distributed along the main axis of the three 
atoms) and the laser time evolution are shown in detail. Such clear separation between 
HOMO and relevant inner orbitals enables us to get a deep insight on the main factors 
(shape and IP) of the KS ionization process as described in the KS ionization section-4.  The 
TDELF images evolve in real time and space for θ=0o and θ=90o at 3.50×1014 W/cm2 laser 
peak intensity respectively for the molecules to follow.  
a. CO2 and CS2 
When θ=0o, at the initial time step i.e. 0 optical cycle (o.c.), the ELF picture is that of the 
ground state. As the time propagation evolves, the first major perturbation occurs on the 
lone pair region, i.e. the oxygen for CO2 or the sulphur for CS2 after 1.75 optical cycles.  
The electric field being negative LIET is thus expected to occur from left to right. The major 
perturbation consists of a lengthening of the lone pair region followed by the appearance of 
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a hole, reflecting the depletion/ionization of the electron density. The ionization is found as 
expected higher in CS2 (large hole) than in CO2. The highest perturbation in the CS2 is due to 
its lower IP. At 2.25 optical cycles, (the electric field is positive), a perturbation as exactly 
described below arises now on the other atom of the oxygen or sulphur. The same 
asymmetric perturbation behaviour is observed respectively at 3.75 and 4.25 optical cycles 
with the perturbation getting larger. The asymmetric distribution of the electron density on 
the two oxygens (for CO2) or sulphur (CS2) atoms shows that the two atoms do not 
experience simultaneously or instantaneously the same laser field strength, and that, 
depending on the sign of the electric field, the perturbation affects successively each of the 
oxygen/sulfur atom (the picture shows that at 1.75 o.c, for negative electric field the atom at 
 
 

 
Fig. 3c. Snapshot of the isosurface of the TDELF images for Io = 3.5 x 1014 W/cm2 as the CO2 
molecule evolves in the laser field. Calculations are done for with θ=0o and θ=90o.  

previous KS ionization analysis, the picture shows that the major part of the perturbation is 
located on the region corresponding to the lone pair region (1πg). As the time propagation 
evolves the intensity of the perturbation on the lone pair region increases as well, reaching a 
maximum for the extrema (minimum i.e 3.75 o.c (E<0) or maximum i.e 4.25 o.c (E>0)) of the 
external electric field and seeming to disappear around zero values of the external field (e.g 
at 3.0 o.c). The weak deformation of the CO bond domain reflects the weak contribution of 
the inner orbital to the molecular ionization process in agreement with the previous KS 
ionization finding. For the perpendicular configuration θ=90o, the first noticeable 
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perturbation occurs after 1.75 o.c and corresponds to the lengthening or increase in 
diffuseness of the lone pair region on the oxygen atoms of CO2 or the sulphur atoms for CS2. 
The perturbation is symmetrically distributed on the system; this effect reflects the fact that 
the two oxygen or sulphur atoms feel simultaneously the same effect of the laser field. As 
the time propagation evolves (3.75 o.c and 4.25 o.c), one also sees that the dominant 
response comes from the lone pair region. Most notably, one observes that during the 
propagation, the electronic perturbation is mainly characterized by an interaction between 
the outer lone pair and the inner bonding CO region. This may be regarded as the 
manifestation of the enhancement of the ionization of the bonding 1πu molecular orbital 
localized on the CO bond region. Evidence of the laser field intensity influence is noticeable, 
the stronger is the intensity peak value, and higher is the perturbation. Once again, one 
 
 

 
Fig. 3d. Snapshot of the isosurface of the TDELF images for Io = 3.5 x 1014 W/cm2 as the CS2 
molecule evolves in the laser field. Calculations are done for with θ=0o and θ=90o. 

observes that the ionization is found as expected higher on CS2 than CO2, and the 
perturbation from the bonding region is also higher. This suggests that for the case of CS2, 
both the HOMO and the inner orbitals are significantly affected at I=3.5×1014 W/cm2. We 
next illustrate results at higher I= 3.0×1015 W/cm2 laser peak intensity in Fig.3e for CO2. 
For θ=0o, one finds that the first major perturbation starts closer to the beginning of the time 
propagation and it is mostly localized on one of the lone pair regions of the molecule. 
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response comes from the lone pair region. Most notably, one observes that during the 
propagation, the electronic perturbation is mainly characterized by an interaction between 
the outer lone pair and the inner bonding CO region. This may be regarded as the 
manifestation of the enhancement of the ionization of the bonding 1πu molecular orbital 
localized on the CO bond region. Evidence of the laser field intensity influence is noticeable, 
the stronger is the intensity peak value, and higher is the perturbation. Once again, one 
 
 

 
Fig. 3d. Snapshot of the isosurface of the TDELF images for Io = 3.5 x 1014 W/cm2 as the CS2 
molecule evolves in the laser field. Calculations are done for with θ=0o and θ=90o. 

observes that the ionization is found as expected higher on CS2 than CO2, and the 
perturbation from the bonding region is also higher. This suggests that for the case of CS2, 
both the HOMO and the inner orbitals are significantly affected at I=3.5×1014 W/cm2. We 
next illustrate results at higher I= 3.0×1015 W/cm2 laser peak intensity in Fig.3e for CO2. 
For θ=0o, one finds that the first major perturbation starts closer to the beginning of the time 
propagation and it is mostly localized on one of the lone pair regions of the molecule. 
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Thereafter, the asymmetric perturbation appears instantaneously on the CO bond and the 
lone pair domain (1.75o.c), its effect increasing with the duration of the propagation. 
Therefore, it is difficult to identify which part of the system presents the dominant response 
to the field; this reflects the contribution of both the HOMO KS orbital (due to its lower IP) 
and the inner 3σu MO (due to its shape or its electron density which is maximal along the 
polarization of the electric field). These results corroborate our finding in the previous 
section concerning the KS ionization. When θ=90o, at the beginning of the time propagation, 
the electron depletion occurs on the lone pair region and is characterised by diffuseness of 
this region. The image shows that at 1.75 optical cycles for which E<0, the interaction 
between the lone pair density and that of the CO bond is visible and an amount of electron 
depletion is noticeable in the lone pair region. The symmetric distribution of the electron 
 

 
Fig. 3e. Snapshot of the isosurface of the TDELF images for Io = 2.5 x 1015 W/cm2 as the CS2 
molecule evolves in the laser field. Calculations are done for with θ=0o and θ=90o. 

density perturbation on the two oxygen atoms is clearly evident. As the time propagation 
evolves, the bi-partition of the perturbation domain of the lone pair orbital of each oxygen 
atom is observable and tends to enhance the overlap between the lone pair and the CO 
bonding region. This can be seen as the strong perturbation (ionization) of the inner 1πu KS 
orbital. These observations are consistent with our results in Fig.2a and Fig.2b which show that 
the IP and the shape of the KS orbital are the main factors which define its ionization. At lower 
laser peak intensity, the IP is the main factor which governed the ionization process while at 
higher laser peak intensity; the ionization of the KS orbital is influenced by its shape. 
b. OCS 
The most interesting feature in the study of the non symmetric OCS molecule with the 
TDELF function is the fact that the HOMO is located on two different atoms; the oxygen and 
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the sulphur. As found in the previous section, the two atoms ionize differently due to their 
IP difference. The oxygen is easily recognized with one lobe while the sulphur bears two. 
For θ=0o, at 1.75 (E<0) optical cycles, the perturbation of the electron density appears on the 
lone pair position of the oxygen atom, while its homolog lone pair on the sulphur atom 
seems less sensitive to the negative electric field. The ELF after 2.25 (E>0) optical cycle 
shows the perturbation appears now on the lone pair region of the sulphur atom while the 
corresponding lone pair region on the oxygen atom remains nearly unchanged. As the 
propagation is evolving, the intensity of the perturbation on the lone pair region is 
increasing as well; reaching a maximum at the electric field maxima or minimal. For the 
orientation   θ=90o, an overview of the TDELF image at 1.75 and 2.25 optical cycle shows an 
amount of electron density leaving the system. While the two atoms are feeling exactly the 
same laser intensity at the same time, the ionized electron density is much higher from the 
sulphur moiety than the oxygen one, due to the electronegativity difference of the sulphur 
and the oxygen atom. As expected, the perturbation on the different lone pair region is 
getting higher as the laser intensity is increasing. Fig.3f shows that the OCS behaves in the 
presence of the laser as superposition of the moieties, one from CS2 and the other from CO2, 
giving rise to a non-symmetric perturbation on the system when the laser is oriented 
parallel or perpendicular to the laser field. 
In conclusion, we find that at the lower I=3.50×1014 W/cm2 (10-2a.u.) laser peak intensity, the 
lone pair region (HOMO) of linear molecules is the most affected by the field, in good 
agreement with our finding in the KS-MO ionization analysis in section-4. We show next 
that harmonics emitted by the molecule at that particular laser peak intensity is also mostly 
due to the HOMO of each molecule, whereas at higher intensities, inner shell ionization 
must be considered.41 

6. Molecular High Order Harmonic Generation-MHOHG 
In Fig.4a, Fig.4b, we present the MHOHG power spectra obtained by, Eq.11, emitted 
respectively by CS2 and CO2 at θ=0, 45 and 90. Calculations are done at I=3.50×1014 
W/cm2 laser intensity and the ionization yield is given in Table II to see the connection 
between the molecular ionization and MHOHG spectrum signal. One finds in general that 
the overall shape of the power spectra resemble each other. For all orientations, features of 
these spectra strongly resemble those of harmonic spectra from atoms, i.e., a sharp decrease 
of the first few harmonics from bound orbital electrons, followed by a “plateau” and ending 
with the ‘cut-off’ due to recollision of an ionized electron that usually determines the highest 
harmonic order achievable5, 8-9, 42and is given by the classical law, Nmω=IP+3.17Up. The 
computed cut-off number, Nm, which is in agreement with the classical law is found 
approximately at the 55th harmonic for CS2 and 57th for CO2; the difference lies in their IP. 
The figures show that the harmonic peaks in the plateau region are in general smaller in the 
case of θ= 0 (parallel polarization) than other orientations. The difference can be as high as 
one order of magnitude, which is the case for the harmonics between the 35th and 45th for 
CO2. The most interesting feature of these spectra appears when one has a close look at the 
plateau region. There is a broad region with suppressed harmonic emission rate (indicated 
by the arrow on the figures). This has been interpreted in terms of two center interference 
between the contributions from two atomic centers.11-12, 43-44 In fact, a CO2 or CS2 molecule 
can be regarded from their HOMO as an elongated diatomic molecule where the point 
emitters are located on the two sulphur nuclei for CS2 or the two oxygen nuclei for  
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between the lone pair density and that of the CO bond is visible and an amount of electron 
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Fig. 3e. Snapshot of the isosurface of the TDELF images for Io = 2.5 x 1015 W/cm2 as the CS2 
molecule evolves in the laser field. Calculations are done for with θ=0o and θ=90o. 

density perturbation on the two oxygen atoms is clearly evident. As the time propagation 
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b. OCS 
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the sulphur. As found in the previous section, the two atoms ionize differently due to their 
IP difference. The oxygen is easily recognized with one lobe while the sulphur bears two. 
For θ=0o, at 1.75 (E<0) optical cycles, the perturbation of the electron density appears on the 
lone pair position of the oxygen atom, while its homolog lone pair on the sulphur atom 
seems less sensitive to the negative electric field. The ELF after 2.25 (E>0) optical cycle 
shows the perturbation appears now on the lone pair region of the sulphur atom while the 
corresponding lone pair region on the oxygen atom remains nearly unchanged. As the 
propagation is evolving, the intensity of the perturbation on the lone pair region is 
increasing as well; reaching a maximum at the electric field maxima or minimal. For the 
orientation   θ=90o, an overview of the TDELF image at 1.75 and 2.25 optical cycle shows an 
amount of electron density leaving the system. While the two atoms are feeling exactly the 
same laser intensity at the same time, the ionized electron density is much higher from the 
sulphur moiety than the oxygen one, due to the electronegativity difference of the sulphur 
and the oxygen atom. As expected, the perturbation on the different lone pair region is 
getting higher as the laser intensity is increasing. Fig.3f shows that the OCS behaves in the 
presence of the laser as superposition of the moieties, one from CS2 and the other from CO2, 
giving rise to a non-symmetric perturbation on the system when the laser is oriented 
parallel or perpendicular to the laser field. 
In conclusion, we find that at the lower I=3.50×1014 W/cm2 (10-2a.u.) laser peak intensity, the 
lone pair region (HOMO) of linear molecules is the most affected by the field, in good 
agreement with our finding in the KS-MO ionization analysis in section-4. We show next 
that harmonics emitted by the molecule at that particular laser peak intensity is also mostly 
due to the HOMO of each molecule, whereas at higher intensities, inner shell ionization 
must be considered.41 

6. Molecular High Order Harmonic Generation-MHOHG 
In Fig.4a, Fig.4b, we present the MHOHG power spectra obtained by, Eq.11, emitted 
respectively by CS2 and CO2 at θ=0, 45 and 90. Calculations are done at I=3.50×1014 
W/cm2 laser intensity and the ionization yield is given in Table II to see the connection 
between the molecular ionization and MHOHG spectrum signal. One finds in general that 
the overall shape of the power spectra resemble each other. For all orientations, features of 
these spectra strongly resemble those of harmonic spectra from atoms, i.e., a sharp decrease 
of the first few harmonics from bound orbital electrons, followed by a “plateau” and ending 
with the ‘cut-off’ due to recollision of an ionized electron that usually determines the highest 
harmonic order achievable5, 8-9, 42and is given by the classical law, Nmω=IP+3.17Up. The 
computed cut-off number, Nm, which is in agreement with the classical law is found 
approximately at the 55th harmonic for CS2 and 57th for CO2; the difference lies in their IP. 
The figures show that the harmonic peaks in the plateau region are in general smaller in the 
case of θ= 0 (parallel polarization) than other orientations. The difference can be as high as 
one order of magnitude, which is the case for the harmonics between the 35th and 45th for 
CO2. The most interesting feature of these spectra appears when one has a close look at the 
plateau region. There is a broad region with suppressed harmonic emission rate (indicated 
by the arrow on the figures). This has been interpreted in terms of two center interference 
between the contributions from two atomic centers.11-12, 43-44 In fact, a CO2 or CS2 molecule 
can be regarded from their HOMO as an elongated diatomic molecule where the point 
emitters are located on the two sulphur nuclei for CS2 or the two oxygen nuclei for  
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Fig. 4a. (Color online) TDDFT/LB94 harmonic spectra of CO2 for some angles, between the 
molecular axis and the laser polarization direction.  Laser pulse duration, eight optical 
cycles, peak intensity I= 3.50×1014 W/cm2, and wavelength, 800nm. 

 
Fig. 4b. (Color online) TDDFT/LB94 harmonic spectra of CS2 for some angles, between the 
molecular axis and the laser polarization direction.  Laser pulse duration, eight optical 
cycles, peak intensity I= 3.50×1014 W/cm2, and wavelength, 800nm.   
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CO2. The suppression comes from destructive interference between the contributions from 
the two atomic centers discussed below.  
a. CO2 
The total molecular ionization yield (Table II) is respectively 2.0, 2.3 and 1.2 %  when θ=0ºo, 
45º, 90º. From Fig.4a, one sees that when θ=0°, the spectrum shows the presence of a low 
signal in agreement with the experimental observation45-47, but with  slight different laser 
peak intensities centered around the 29th harmonic. When the molecular axis is 45 with 
respect to the laser polarisation, two plots are done, showing the projection of the time 
dependent dipole acceleration along the z and y axis. The MHOHG spectrum is split into 
contributions from the z-axis (noted by 45_z on the figure) and the corresponding 
perpendicular x-axis (noted by 45_x). One sees that the minimum (the destructive 
interference between the contributions from the two atomic centers) is shifted to the 
harmonic order N around 35 for both. Furthermore the MHOHG signal increases 
significantly compared to what is obtained at θ=0 due to the strong HOMO 1πg orbital 
ionization. Evidence of the elliptical polarization of the MHOHG spectra is visible due to the 
different signal amplitude from the two component of the harmonic spectrum as shown in 
the Fig.4a. The interference minimum of the z component of the harmonic spectrum is 
located near the harmonic order N=31 while it shifts to N= 37 for the x component. It also 
appears that the harmonic spectrum signal from the z component is higher than that of the 
corresponding x component, due to the different contribution of the inner 3σu and 1πu 
molecular orbitals. When θ=90, no obvious minimum is observable, in comparison to the 
case θ=0. Instead, one observes an enhancement of the signal of harmonics above N=25. 
This is mainly the result of the constructive interference from the two oxygen atoms. In fact, 
they have the same potential and are feeling exactly at the same time, the same electric field. 
b. CS2 
For CS2, the total molecular ionization yield (Table II) is respectively 13.3, 12.9 and 9.1% 
when θ=0o, 45 o, 90o. The harmonic spectrum at 3.5x1014 W/cm2 is given in Fig.4b. A close 
view reveals that the destructive interference (weak MHOHG signal spectrum amplitude) 
takes place near N=25 when θ=0, it moves to harmonic order 31 when θ=45. Evidence of 
the elliptical polarization of the MHOHG spectra is again visible due to the different signal 
amplitude from the z and x component of the harmonic spectrum near the cut-off. The data 
shows for harmonics order N<31, the signal from the x component is higher than that of the 
z component, while the opposite trend is found for N near the cut-off.  When θ=90, a 
shallow minimum is observed near the cut-off, in contrary to the case θ=0, so the evidence 
of the constructive interference is not clearly observable on the spectrum while the two 
sulphur atom have the same potential and are experiencing the same laser intensity. This 
comes from the lower IP of the KS MOs of CS2, which gives rise to high ionization involving 
inner MOs at I=3.50×1014 W/cm2 laser peak intensity as shown in table II. To check this, we 
have further investigated the influence of the laser intensity or the inner orbitals on the 
interference effect, by repeating the calculation on CS2 at the low laser intensity Io=1.72 x 
1014 W/cm2 for θ=90o and 0o in Fig.4c. The computed total ionization yield, Eq.9 is found 
around 6.5% for the parallel case and less than 4.4% for the perpendicular one. We assume 
that for this lower laser intensity, the contribution of the inner orbital is unimportant as 
shown on the orbital population ionization analysis in Fig.4c. 
The corresponding MHOHG spectrum shows a cut-off around the 35th harmonic (Fig.4d). 
As in Fig.4a, the harmonic signals in the plateau region are higher for the perpendicular 
orientation than the parallel one. For θ=0o, a pronounced minimum is visible around the 27th 
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Fig. 4a. (Color online) TDDFT/LB94 harmonic spectra of CO2 for some angles, between the 
molecular axis and the laser polarization direction.  Laser pulse duration, eight optical 
cycles, peak intensity I= 3.50×1014 W/cm2, and wavelength, 800nm. 

 
Fig. 4b. (Color online) TDDFT/LB94 harmonic spectra of CS2 for some angles, between the 
molecular axis and the laser polarization direction.  Laser pulse duration, eight optical 
cycles, peak intensity I= 3.50×1014 W/cm2, and wavelength, 800nm.   
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corresponding x component, due to the different contribution of the inner 3σu and 1πu 
molecular orbitals. When θ=90, no obvious minimum is observable, in comparison to the 
case θ=0. Instead, one observes an enhancement of the signal of harmonics above N=25. 
This is mainly the result of the constructive interference from the two oxygen atoms. In fact, 
they have the same potential and are feeling exactly at the same time, the same electric field. 
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For CS2, the total molecular ionization yield (Table II) is respectively 13.3, 12.9 and 9.1% 
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the elliptical polarization of the MHOHG spectra is again visible due to the different signal 
amplitude from the z and x component of the harmonic spectrum near the cut-off. The data 
shows for harmonics order N<31, the signal from the x component is higher than that of the 
z component, while the opposite trend is found for N near the cut-off.  When θ=90, a 
shallow minimum is observed near the cut-off, in contrary to the case θ=0, so the evidence 
of the constructive interference is not clearly observable on the spectrum while the two 
sulphur atom have the same potential and are experiencing the same laser intensity. This 
comes from the lower IP of the KS MOs of CS2, which gives rise to high ionization involving 
inner MOs at I=3.50×1014 W/cm2 laser peak intensity as shown in table II. To check this, we 
have further investigated the influence of the laser intensity or the inner orbitals on the 
interference effect, by repeating the calculation on CS2 at the low laser intensity Io=1.72 x 
1014 W/cm2 for θ=90o and 0o in Fig.4c. The computed total ionization yield, Eq.9 is found 
around 6.5% for the parallel case and less than 4.4% for the perpendicular one. We assume 
that for this lower laser intensity, the contribution of the inner orbital is unimportant as 
shown on the orbital population ionization analysis in Fig.4c. 
The corresponding MHOHG spectrum shows a cut-off around the 35th harmonic (Fig.4d). 
As in Fig.4a, the harmonic signals in the plateau region are higher for the perpendicular 
orientation than the parallel one. For θ=0o, a pronounced minimum is visible around the 27th 
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Fig. 4c. (Color online) TDDFT/LB94 orbital population, Ni,(t), of CS2 for selective fixed 
angle, θ, between the molecular axis and the laser polarization direction and I= 1.72×1014 
W/cm2. Only the relevant KS orbitals which possess an important response to the laser field 
are shown with their label.   

 
Fig.4d. (Color online) TDDFT/LB94 harmonic spectra of CO2 for some angles, between the 
molecular axis and the laser polarization direction.  Laser pulse duration, eight optical 
cycles, peak intensity I= 1.72×1014 W/cm2, and wavelength, 800nm. 
harmonic while when θ=90o the harmonic spectrum signal is significantly higher as 
expected resulting from a constructive interference  as found in the CO2 and the H2+ case.48 
c. OCS 
Considering the nonsymmetric OCS case, one finds that the amount of ionization, computed 
using Eq.9 is nearly the same at the end of the eight cycle laser pulse (around 7%) 
independent of the laser molecule angle θ. However, the difference between theses 
orientations on the harmonic spectra (Fig.4e) is remarkable. 
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For the parallel orientation, θ=0o, the spectra shows in the plateau region a striking 
pronounced minimum or destructive interference as for the CS2 and CO2 case around N= 39. 
For θ=90o, unlike what we find for the case of CS2, a minimum is found around N=25. This 
interference minimum is rather broad and as deep as is found for θ=0o. Although the oxygen 
and the sulfur atom experience exactly the same external electric field, the minimum 
observed is due to the electronegativity and the IP difference between the two atoms.  To 
explain these results, we invoke the semiclassical picture of MHOHG. When the driving 
laser field is polarized perpendicular to the molecular axis, if the two nuclei are identical 
(CS2 and CO2), they experience the same tunnelling ionization and the returning electron 
wavepacket can interact simultaneously with all the ionic cores. Then, both nuclei at the 
same time emit radiation of the same intensity, frequency and phase12, 49, thus leading to 
enhanced harmonic yield. However, if the two nuclei are different (different atomic 
electronegativity or atomic ionization potential, IP as for the OCS case), although they 
experience the same laser intensity, both nuclei emit different radiation of different 
intensity, giving rise to the presence of both minima and maxima in the spectrum. In 
contrast, the electron wavepacket if they are driven by a laser field parallel to the molecular 
axis can miss the molecular core. In fact the nuclei screen each other from the returning 
electron wavepacket. Thus the interference of harmonics emitted from each nucleus occurs 
over a wide spread of harmonic order thus giving rise to a smaller efficiency for HHG in the 
case of parallel orientation. 
 

 
Fig. 4e. (Color online) TDDFT/LB94 harmonic spectra of OCS for some angles, between the 
molecular axis and the laser polarization direction.  Laser pulse duration, eight optical 
cycles, peak intensity I= 3.50×1014 W/cm2, and wavelength, 800nm. 
d. N2 
In Fig.4f we present the MHOHG power spectra obtained by, Eq.11, emitted respectively by 
N2 at θ=0and 90. Calculations are done at I=3.50×1014 W/cm2 laser intensity and the 
ionization yield is respectively 3% at θ=0 and 5% at θ=90.  The ‘cut-off’ due to recollision of 
an ionized electron that usually determines the highest harmonic order achievable, Nm, is 
found approximately at the 55th harmonic. When the molecule is aligned parallel to the laser 
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wavepacket can interact simultaneously with all the ionic cores. Then, both nuclei at the 
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experience the same laser intensity, both nuclei emit different radiation of different 
intensity, giving rise to the presence of both minima and maxima in the spectrum. In 
contrast, the electron wavepacket if they are driven by a laser field parallel to the molecular 
axis can miss the molecular core. In fact the nuclei screen each other from the returning 
electron wavepacket. Thus the interference of harmonics emitted from each nucleus occurs 
over a wide spread of harmonic order thus giving rise to a smaller efficiency for HHG in the 
case of parallel orientation. 
 

 
Fig. 4e. (Color online) TDDFT/LB94 harmonic spectra of OCS for some angles, between the 
molecular axis and the laser polarization direction.  Laser pulse duration, eight optical 
cycles, peak intensity I= 3.50×1014 W/cm2, and wavelength, 800nm. 
d. N2 
In Fig.4f we present the MHOHG power spectra obtained by, Eq.11, emitted respectively by 
N2 at θ=0and 90. Calculations are done at I=3.50×1014 W/cm2 laser intensity and the 
ionization yield is respectively 3% at θ=0 and 5% at θ=90.  The ‘cut-off’ due to recollision of 
an ionized electron that usually determines the highest harmonic order achievable, Nm, is 
found approximately at the 55th harmonic. When the molecule is aligned parallel to the laser 
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polarization (θ=0), the spectrum displays two shallow minima, the first  at N=25 in 
agreement with the experimental measurements45-47 at I=2.3 x 1014 W/cm2  and the second 
one near the cut-off at N=43. This latter is absent in the experimental data most probably 
due to the different laser intensity used or due to the fact that experimentally the noise level 
is much higher near the cut-off. The difference with the corresponding harmonic spectrum 
amplitude for θ=90 is remarkable. An interesting future is the complete absence of a 
minimum interference and the harmonic signal is strongest near the cut-off region of the 
spectrum. This reflects the constructive interference in the MHOHG recombination step that 
results in a maximum in the high harmonic signal originating from the HOMO-1 of 
symmetry πu (although it is bound by an additional 1.6 eV) due to its shape and also its 
large recombination dipole as shown in Fig.1 and Fig.3d.  
 

 
Fig. 4f. ((Color online) TDDFT/LB94 harmonic spectra of N2 for some angles, between the 
molecular axis and the laser polarization direction.  Laser pulse duration, eight optical 
cycles, peak intensity I= 3.50×1014 W/cm2, and wavelength, 800nm. 
e. Comparative MHOHG 
In figures 4a-f, we have illustrated MHOHG spectra for CO2, CS2, OCS and N2, i.e. 3-center 
and 2-center molecules. The TDELF images, Fig 3a-f show that OCS behaves like a 
superposition of two 2-center moieties, CO and CS. The dominant features of the MHOHG 
spectra are intensity minima at certain laser-molecule angles, θ. Thus in Fig.4a, CO2 exhibits 
a minimum around N=37 at θ=45o. CS2   z and y harmonic components have minima around 
N=30, Fig.4c and similarly for OCS Fig.4d. For comparison the 2-center N2 shows a 
minimum around N=25 and 41 at θ=0o which disappears for perpendicular ionization and 
recombination at θ=90o, Fig.4f. CO2 (Fig.4a), CS2 (Fig 4b) and N2 (Fig.4f) show no significant 
minima in their MHOHG spectrum at θ=90o whereas OCS (Fig.4d) manifests at θ=90o a 
broad minimum centered around N=30. The symmetric molecules N2, CO2, CS2 can be 
treated as 2-center ionization and recombination systems with emitter interference patterns 
for the multiphoton ionization and photon recombination.4, 12 Thus for molecular bonding 
orbitals sums of atomic orbital, σg and πu, both ionization and recombination amplitude will 
have 2-center interference modulation proportional to cos(pe•R/2) whereas antibonding 
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antisymmetric combinations σu and πg produce a sin(pe•R/2)  interference4 for electron  
momentum pe and internuclear distance R. Thus for perpendicular laser-molecule 
orientation, θ=90o, cos(pe•R/2) =1 and sin(pe•R/2)=0 for electrons ionized or recombining 
along the laser polarization. CO2, OCS and CS2 ionization probabilities are in fact minimal at 
θ=90o, whereas for N2 at higher intensities these are equal (Table 2). This result is confirmed 
by the HOMO antibonding combination of atomic orbitals of the triatomics πg as compared 
to the bonding 3σg HOMO of N2. Similarly, lower higher IP bonding πu orbitals in the 
triatomics have dominant ionization at θ=90o and higher intensities where cos (pe•R/2) = 1, 
Fig.2. In the case of harmonics, one observes in general little structure or interference at 
θ=90o for symmetric molecule due to both cos(pe•R/2)  and sin(pe•R/2) modulating factors. 
Clear MHOG intensity minima are found for CO2 around N=37 at θ=45o Fig.4a, for CS2 and 
N=30 and θ=45o Fig.4b, and N2 at N=25 for θ=0o, Fig.4f. Harmonics at orders N=25 are 
produced by electrons with momentum pe=1.69, since pe2/2=Nω, with ω=0.057 au (800nm). 
The corresponding electron wavelength is λe= 2π/pe=0.197 nm, or equivalently 2R for N2 
(R=0.104 nm). Since recombination occurs to the bonding 3σg, HOMO, cos(pe•R/2) 
=cos(πR/λe)=cos(π/2)=0, thus explaining the minimum. The same exercise at θ=45o for CO2 
gives λe=R(CO2)=0.2 nm and sin(pe•R/2)= sin(πR/λe)=0. The same result is found for CS2, 
since in both cases recombination occurs in an antibonding πg HOMO. In these three 
symmetric molecular cases, two center interferences, cos(pe•R/2) for bonding and 
sin(pe•R/2) for antibonding HOMO’s regulate MHOHG spectral intensities. The 
nonsymmetric OCS MHOHG spectra present anomalous intensities as seen in Fig.4d. A 
clear minimum appears at order N=35 at θ=0o and an unexpected minimum around N=30 at 
θ=90o. The charge asymmetry in this molecule is responsible for more complex 
recombination and MHOHG spectra. 

7. Conclusion 
The nonlinear nonperturbative TDDFT calculations presented in this paper for symmetric 
CO2, CS2 and non-symmetric OCS tri-atomics and the di-atomic N2 address the TDELF 
analysis and the MHOHG process occurring from MO ionization at high laser intensities 
where linear TDDFT is not applicable. As major results, we find that at equilibrium distance 
R and at intensities I0 > 3.5x1014 W/cm2, lower inner highest occupied molecular orbitals 
contribute significantly to ionization and to the MHOHG process. This is due to the 
symmetry of these orbitals. Even though such lower inner shell orbitals have higher 
ionization potentials and MHOHG processes occur when orbital densities are maximal with 
laser polarization direction. Our simulations also reveal that the direction of the laser 
polarization, θ, with respect to the molecular axis of the linear molecule can have a 
significant effect on MHOHG. At some angles, ionization probabilities of different orbitals 
cross in magnitude.50 So, while maxima (constructive) and minima (destructive) due to 
intramolecular interference are found in the dependence of the harmonic intensities on the 
orientation of the asymmetric OCS molecule, only maxima interference are found for 
symmetric CS2 and CO2 molecules when the laser polarization is perpendicular to the 
molecular axis. The relative position of the minima interference increases to high harmonic 
order, N, when the laser-molecule angle, θ, increases. This is explained in section (6-e) by a 
simple general formula based on recombination of a continuum electron with a HOMO.4   
These findings are confirmed with the time dependent electron localization function, 
TDELF, representation through the analysis in term of density perturbations appearing on 
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results in a maximum in the high harmonic signal originating from the HOMO-1 of 
symmetry πu (although it is bound by an additional 1.6 eV) due to its shape and also its 
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Fig. 4f. ((Color online) TDDFT/LB94 harmonic spectra of N2 for some angles, between the 
molecular axis and the laser polarization direction.  Laser pulse duration, eight optical 
cycles, peak intensity I= 3.50×1014 W/cm2, and wavelength, 800nm. 
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minimum around N=25 and 41 at θ=0o which disappears for perpendicular ionization and 
recombination at θ=90o, Fig.4f. CO2 (Fig.4a), CS2 (Fig 4b) and N2 (Fig.4f) show no significant 
minima in their MHOHG spectrum at θ=90o whereas OCS (Fig.4d) manifests at θ=90o a 
broad minimum centered around N=30. The symmetric molecules N2, CO2, CS2 can be 
treated as 2-center ionization and recombination systems with emitter interference patterns 
for the multiphoton ionization and photon recombination.4, 12 Thus for molecular bonding 
orbitals sums of atomic orbital, σg and πu, both ionization and recombination amplitude will 
have 2-center interference modulation proportional to cos(pe•R/2) whereas antibonding 
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antisymmetric combinations σu and πg produce a sin(pe•R/2)  interference4 for electron  
momentum pe and internuclear distance R. Thus for perpendicular laser-molecule 
orientation, θ=90o, cos(pe•R/2) =1 and sin(pe•R/2)=0 for electrons ionized or recombining 
along the laser polarization. CO2, OCS and CS2 ionization probabilities are in fact minimal at 
θ=90o, whereas for N2 at higher intensities these are equal (Table 2). This result is confirmed 
by the HOMO antibonding combination of atomic orbitals of the triatomics πg as compared 
to the bonding 3σg HOMO of N2. Similarly, lower higher IP bonding πu orbitals in the 
triatomics have dominant ionization at θ=90o and higher intensities where cos (pe•R/2) = 1, 
Fig.2. In the case of harmonics, one observes in general little structure or interference at 
θ=90o for symmetric molecule due to both cos(pe•R/2)  and sin(pe•R/2) modulating factors. 
Clear MHOG intensity minima are found for CO2 around N=37 at θ=45o Fig.4a, for CS2 and 
N=30 and θ=45o Fig.4b, and N2 at N=25 for θ=0o, Fig.4f. Harmonics at orders N=25 are 
produced by electrons with momentum pe=1.69, since pe2/2=Nω, with ω=0.057 au (800nm). 
The corresponding electron wavelength is λe= 2π/pe=0.197 nm, or equivalently 2R for N2 
(R=0.104 nm). Since recombination occurs to the bonding 3σg, HOMO, cos(pe•R/2) 
=cos(πR/λe)=cos(π/2)=0, thus explaining the minimum. The same exercise at θ=45o for CO2 
gives λe=R(CO2)=0.2 nm and sin(pe•R/2)= sin(πR/λe)=0. The same result is found for CS2, 
since in both cases recombination occurs in an antibonding πg HOMO. In these three 
symmetric molecular cases, two center interferences, cos(pe•R/2) for bonding and 
sin(pe•R/2) for antibonding HOMO’s regulate MHOHG spectral intensities. The 
nonsymmetric OCS MHOHG spectra present anomalous intensities as seen in Fig.4d. A 
clear minimum appears at order N=35 at θ=0o and an unexpected minimum around N=30 at 
θ=90o. The charge asymmetry in this molecule is responsible for more complex 
recombination and MHOHG spectra. 

7. Conclusion 
The nonlinear nonperturbative TDDFT calculations presented in this paper for symmetric 
CO2, CS2 and non-symmetric OCS tri-atomics and the di-atomic N2 address the TDELF 
analysis and the MHOHG process occurring from MO ionization at high laser intensities 
where linear TDDFT is not applicable. As major results, we find that at equilibrium distance 
R and at intensities I0 > 3.5x1014 W/cm2, lower inner highest occupied molecular orbitals 
contribute significantly to ionization and to the MHOHG process. This is due to the 
symmetry of these orbitals. Even though such lower inner shell orbitals have higher 
ionization potentials and MHOHG processes occur when orbital densities are maximal with 
laser polarization direction. Our simulations also reveal that the direction of the laser 
polarization, θ, with respect to the molecular axis of the linear molecule can have a 
significant effect on MHOHG. At some angles, ionization probabilities of different orbitals 
cross in magnitude.50 So, while maxima (constructive) and minima (destructive) due to 
intramolecular interference are found in the dependence of the harmonic intensities on the 
orientation of the asymmetric OCS molecule, only maxima interference are found for 
symmetric CS2 and CO2 molecules when the laser polarization is perpendicular to the 
molecular axis. The relative position of the minima interference increases to high harmonic 
order, N, when the laser-molecule angle, θ, increases. This is explained in section (6-e) by a 
simple general formula based on recombination of a continuum electron with a HOMO.4   
These findings are confirmed with the time dependent electron localization function, 
TDELF, representation through the analysis in term of density perturbations appearing on 
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the TDELF images of each molecule.23 For θ < 90o and at lower laser intensity (Io =1014 
W/cm2), one sees that the HOMO is the most affected by the laser field and a large 
asymmetry density is found, i.e., we clearly see that during each half cycle, the perturbation 
occurs alternatively from one nucleus to another (favouring minimal interference) while for 
θ=90o, both nuclei simultaneously feel the same perturbation from the laser field (favouring 
maximal interference).51 The present TDDFT simulations show also that the local LB94 
potential  gives reliable ionization energies52, IP, of individual orbitals, thus suggesting that 
the KS orbitals are close to Dyson orbitals40 which are the exact many body orbitals for 
ionization. The relation between these Dyson and the LB94 KS orbitals requires further 
exploration. Furthermore, the MHOHG spectra show strong dependence on the laser 
intensity and the laser-molecular angle θ. This suggests that MHOHG can be a potentially 
powerful way of studying molecular structure such as orbital tomography.10 This is made 
possible by observing and analyzing the shape of the MHOHG spectrum in the plateau 
region whereas electron recombination is predicted to occur near zero electric field.49 We 
also show that elliptical polarization of the MHOHG spectra are influenced by inner shell 
ionization. In general, for intensities above I=3.5x1014 W/cm2, inner shell orbitals, i.e. lower 
highest occupied molecular orbitals HOMO-1 and HOMO-2 with larger ionization 
potentials, IP,  than the highest occupied orbital, HOMO, can contribute considerably to 
total ionization. The main reason is that these inner-valence orbitals have fewer nodes than 
the HOMO and therefore for certain laser polarization, the density of these lower (but 
higher IP) orbitals at the laser-molecule angle θ is much larger than the HOMO. At angle 
θ=45o, the degeneracy of π orbitals is removed by the laser, resulting in different MHOHG 
polarization components. The phase dependence of these different component harmonics 
and their relation to electron dynamics has not yet been explored.49 As a general rule, we 
note that the ionization is generally preferred as the molecule is aligned along the major axis 
of the electron distribution in the active molecular orbital. It should be emphasized that 
while the local LB94 potential yields good molecular orbital ionization potentials IP, further 
study of MHOHG including the nucleus separation distance effects such as recently 
reported53 for H2 and using more accurate exchange potentials based on long range-short 
range corrected model54 offer scope for future accurate characterization of MHOHG 
processes. The effects of the atomic position (bond length) on the molecular ionization and 
MHOHG signal are left for future study in order to treat new nonlinear phenomena in 
molecules such as Charge Resonance Enhanced Ionization, CREI.51  
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θ=90o, both nuclei simultaneously feel the same perturbation from the laser field (favouring 
maximal interference).51 The present TDDFT simulations show also that the local LB94 
potential  gives reliable ionization energies52, IP, of individual orbitals, thus suggesting that 
the KS orbitals are close to Dyson orbitals40 which are the exact many body orbitals for 
ionization. The relation between these Dyson and the LB94 KS orbitals requires further 
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intensity and the laser-molecular angle θ. This suggests that MHOHG can be a potentially 
powerful way of studying molecular structure such as orbital tomography.10 This is made 
possible by observing and analyzing the shape of the MHOHG spectrum in the plateau 
region whereas electron recombination is predicted to occur near zero electric field.49 We 
also show that elliptical polarization of the MHOHG spectra are influenced by inner shell 
ionization. In general, for intensities above I=3.5x1014 W/cm2, inner shell orbitals, i.e. lower 
highest occupied molecular orbitals HOMO-1 and HOMO-2 with larger ionization 
potentials, IP,  than the highest occupied orbital, HOMO, can contribute considerably to 
total ionization. The main reason is that these inner-valence orbitals have fewer nodes than 
the HOMO and therefore for certain laser polarization, the density of these lower (but 
higher IP) orbitals at the laser-molecule angle θ is much larger than the HOMO. At angle 
θ=45o, the degeneracy of π orbitals is removed by the laser, resulting in different MHOHG 
polarization components. The phase dependence of these different component harmonics 
and their relation to electron dynamics has not yet been explored.49 As a general rule, we 
note that the ionization is generally preferred as the molecule is aligned along the major axis 
of the electron distribution in the active molecular orbital. It should be emphasized that 
while the local LB94 potential yields good molecular orbital ionization potentials IP, further 
study of MHOHG including the nucleus separation distance effects such as recently 
reported53 for H2 and using more accurate exchange potentials based on long range-short 
range corrected model54 offer scope for future accurate characterization of MHOHG 
processes. The effects of the atomic position (bond length) on the molecular ionization and 
MHOHG signal are left for future study in order to treat new nonlinear phenomena in 
molecules such as Charge Resonance Enhanced Ionization, CREI.51  
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1. Introduction  
Permanent refractive index change (PRICE) in dielectrics by means of the femtosecond laser 
pulses is a novel enabling technology in photonics. A wide range of photonic structures 
manufactured using this method has been demonstrated in glasses and crystals since the first 
observation of the underling phenomenon (Davis, 1996). While numerous waveguides, 
waveguide lasers and amplifiers, couplers and Bragg gratings were fabricated on the basis of 
this phenomenon, PRICE theory is far from accomplishment yet, although some basic 
principles are beyond any doubt. To date it is obvious that to understand femtosecond 
modification of a transparent dielectric the process should be separated in two stages. The first 
stage consists of the non-linear absorption of a femtosecond pulse and electron plasma 
generation. The second stage consists of energy transfer from the electron plasma to ions and 
structural changes in a dielectric. The first stage seems to be very analogous both in glasses 
and crystals, as it deals with electronic excitation and only material parameters required for its 
description are energy gap width and coefficients of multiphonon absorption (MPA). 
The second stage still rises many questions and should be considered as an incomplete 
chapter in PRICE theory. To date it is not clear whether PRICE proceeds in the same manner 
both in crystals and glasses. It is generally understood for glasses and associated with 
melting and densification (Glezer, 1997; Streltsov & Borelli, 2001). As a rule it gives positive 
refractive index change in the exposed region, and its magnitude can be as high as 10-2 
(Allsop, 2010). Thus a straightforward way for waveguide inscription is open for glasses.  
Contrary to glasses PRICE is rather more complicated and intrigued in crystals. As a rule 
refractive index change is negative in the exposed region. For example, a widely accepted 
point of view relays on the assumption that a crystal undergoes amorphisation in the 
exposed region, and this causes stresses and positive refractive index change in the 
surrounding area (Gorelik, 2003; Apostolopoulos, 2004). Thus a waveguide is usually 
created in the area adjacent to tracks written by femtosecond beam. Since in this case 
waveguiding is due to an indirect effect accompanying femtosecond modification of crystal 
lattice, magnitude of refractive index change in the waveguide is not so high as in glass 
waveguides and does not exceed 1*10-3 (Nejadmalayeri, 2005; Torchia, 2008; Siebenmorgen, 
2009; Silva, 2010; Bookey, 2007; Burghoff, 2007). This value is not enough to build compact 
waveguide lasers with diode pumping. Meantime in many cases crystals are more a 
attractive media for femtosecond fabrication of compact waveguide lasers in comparison to 
glasses, because they have better thermo-conductivity, high optical damage threshold and 
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allow high doping level of rare-earth and transition metal ions without significant 
degradation of spectroscopic characteristics. Finally negative refractive index change could 
be altered to an advantage, as it allows writing a cladding, while a waveguide core is 
composed of unperturbed crystal region. In such architecture degradation of spectroscopic 
parameter is excluded and scattering loss is basically lower.  
This paper is devoted to investigation of the processes relating to femtosecond writing of 
waveguides in laser crystals doped by rare-earth and transition metal ions, as well as to 
design and fabrication of crystalline waveguide lasers. The author proposes his own point of 
view on processes taking place in crystal, and methods for inscription of low loss 
waveguides in ion-doped YAG crystals. An example of a waveguide laser will be presented.  

2. Waveguide fabrication technique and architecture 
Numerous femtosecond lasers operating in NIR (Ti: sapphire or Yb-based lasers) or VIS 
(harmonic of Ti:sapphire laser), and even in Mid-IR (OPO, 2400 nm) are used for waveguide 
fabrication in transparent dielectrics. They are either oscillators providing pulses with high 
rep rate from range of 5 MHz to 25 MHz, or regenerative amplifiers providing lower rep 
rate nearly less than 5 MHz. A sample is mounted on high-precision 3-D translation stage, 
and laser beam is tightly focused in the sample volume at a depth of 20-500 µm under 
polished surface of the sample. Microscopic lenses with numerical aperture NA= 0.4 – 1.4 
are usually used for focusing, providing beam waist as low as 0.5 - 2 µm. Focusing depth  is 
first of all constrained by aberrations which a converging beam suffered at air-dielectric 
interface (they could be reduced by implementing immersion liquid). Another constrain is 
the lens working distance. While the sample is moving in the direction perpendicular to the 
laser beam, beam waist produces a permanent stable track of modified material with altered 
refractive index, or permanent refractive index change (PRICE). Velocity of the translation in 
dependency of laser rep rate may be in the range of 0.01 – 50 mm/s.  
Under moderate pulse energy, suitable for waveguide fabrication, PRICE is positive in fused 
silica and most of glasses (Davis, 1996; Miura, 1997; Homoelle, 1999; Schaffer, 2001; 
Streltsov, 2001). Thus even a single track recorded in glass is a waveguide core, while 
surrounding area is a cladding (Fig.1a). Transverse cross section of such waveguide is 
generally elliptical. Ellipticity is high for low rep rate inscription. Special beam shaping is 
applied in order to make waveguide with a circular cross section at low rep rate laser 
systems (Osellame, 2003; Moh, 2005; Marshall, 2006). High rep rate lasers provide circular 
waveguide cross section even without beam shaping due to strong cumulative heating effect 
(Eaton, 2005). However it holds true for glasses with low thermal conductivity (borosilicate, 
boroaluminosilicate, etc.), and does not work for fused silica. 
Situation is more complicated in crystals. Positive refractive index change in the exposed 
crystal area was observed only under certain restricted conditions. Refractive index change 
is positive in LiNbO3 crystal for extraordinary axis under low pulse energy (Burghoff, 2006; 
Burghoff, 2007). Second harmonic generation in a waveguide written in this regime in z-cut 
PPLN crystal was demonstrated (Lee, 2006). A track has a pronounced elliptical cross 
section with width of about 1 µm and was elongated in direction of femtosecond beam 
propagation by 10 µm and more. Because of this a multiscan technique was applied in order 
to fabricate a more symmetrical waveguide core. That is, 6 tracks separated by 0.7 µm in 
direction perpendicular to a track and beam propagation were written (Fig.1b). A near-
circular single mode waveguide of analogous type was fabricated in z-cut LiNbO3 single 
crystal (Bookey, 2007). In this work the modified region of the crystal is consisted of two 
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parts: rectangular damaged region and a waveguide of 8.9 µm x 21 µm cross section 
underneath the damaged region (Fig.1c).  

 

 
Fig. 1. Architectures of femtosecond written waveguides. Direct writing of a core: a) a single 
track, b) a multiple track core. Stress induced waveguides: c) and d) a waveguide is below 
and above the track, e) waveguide is in between two tracks. f) A micro-structured depressed 
cladding waveguide. 

Sign of PRICE induced by 11-MHz rep rate Ti-Sapphire oscillator in YAG:Cr4+ crystal 
depends upon speed of crystal translation and pulse energy (Okhrimchuk, 2008 ). In Fig.2 
the waveguide written in the regime of positive PRICE with a high aperture focusing lens 
(NA=0.8) is presented. The waveguide core of a rectangular 35x55 µm cross-section consistes 
of 30 parallel tracks separated in horizontal and vertical transverse dimensions by 3.5 and 20 
µm correspondingly. Refractive index profile of the waveguide recorded by QPm technique 
(http://www.iatia.com.au) under observation in the direction of femtosecond laser beam 
propagation is shown in Fig.3.  
The 1 kHz Ti:Sapphire laser always produces a negative PRICE in YAG single crystals 
(Okhrimchuk, 2005-a, 2005-b; Siebenmorgen, 2009). It was reported that in the ceramic YAG 
doped with 2 at.% of Nd3+ ions PRICE is negative too (Torchia, 2008). However there is 
refractive index increase in the area closely adjacent to a track (Dubov, 2004; Siebenmorgen, 
2009) that is due to elasto-optical effect. The waveguide is produced due to this phenomenon 
in these works. An advanced waveguide architecture consists of two parallel tracks separated 
by 15 – 25 µm inscribed with a 1 kHz rep rate lasers (Fig. 1e). Although PRICE is negative 
inside tracks, mechanical stress induced between them provides positive PRICE. This way a 
single mode waveguide with almost circle mode profile was manufactured both in single 
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allow high doping level of rare-earth and transition metal ions without significant 
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Fig. 2. End view of a waveguide written by Ti-Sapphire oscillator operating at 11-MHz rep 
rate. The arrow indicates direction of the femtosecond beam. 

 
Fig. 3. Refractive index profile of a waveguide presented in Fig.2. 

crystal and in ceramic YAG (Torchia, 2008; Siebenmorgen, 2009). In this design waveguide 
core is the stressed area which is not exposed by the femtosecond beam. An identical scheme 
was implemented earlier in x-cut LiNbO3 single crystal (Burghoff, 2006), and z-cut PPLN 
(Thomas, 2007) and then in YVO4:Nd single crystal (Silva, 2010). 
Refractive index alteration was found in Al2O3:Ti3+ single crystal under irradiation with 1 kHz 
rep rate Ti:sapphire laser. PRICE is negative inside a track analogously to YAG crystal, and a 
waveguide arises in the area below or above the track (Apostolopoulos, 2004) (Fig.1 c,d). No 
refractive index change was observed in Al2O3:Ti3+ under irradiation with a high rep rate laser.  
Waveguide fabrication in crystalline silicon was made by irradiation at wavelength of 2400 nm 
with OPO pumped by chirped-pulse-amplified mode-locked Ti:sapphire laser (Nejadmalayeri, 
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2005).  Plate of crystalline silicon was coved by oxide layer of 20 µm thickness. Femtosecond 
beam was focused inside silicon through this layer. An inscribed track produces mechanical 
stress, which causes index increase in the restricted area located between the track and silica-
silicon interface. This way a waveguide with strong birefringence was fabricated.  
An original approach based on negative PRICE was proposed by the author (Okhrimchuk, 
2005-a; Okhrimchuk, 2009). A single mode and multimode waveguides were fabricated with 
a depressed cladding in YAG:Nd (1 at.%), YAG:Cr4+, diffusion bonded YAG:Nd/YAG:Cr4+ 
and YAG:Yb(15 at.%) crystals. A femtosecond laser beam from a Ti-sapphire laser system 
operating at 800 nm with 1 kHz repetition rate (Spitfire, Spectra Physics) was used for 
waveguides fabrication. The laser produced pulses with 115 fs pulse width (FWHM). A  
  

 
Fig. 3. Focusing of femtosecond beam with an elliptical cross section. 
crystal sample was placed on a high precision 3-D Aerotech translation stage. Laser beam 
was focused under the crystal surface with Carl Zeiss (NA=0.65) or Mitutoyo lens (NA = 
0.55). The crystal was translated at a constant speed of 0.3 - 0.7 mm/s to inscribe smooth 
tracks with lowered refractive index. A femtosecond laser beam with elliptic cross-section 
was used for the inscription. It proves to produce much more homogeneous tracks in YAG 
crystals compared to a standard beam of circular cross-section (Okhrimchuk, 2009). Such an 
approach leads to a dramatic reduction of scattering loss. To achieve this, a plane-concave 
cylindrical lens was placed before the high aperture lens to produce a waist of elliptical 
cross-section. Normally, two elliptical waists with mutually orthogonal orientations of 
principal axes were formed with ratio of major to minor diameters of nearly 10 (Fig.3). 
Typically, more than a half of input pulse energy was absorbed in the first waist nearest to 
the focusing lens. Therefore, for the moderate input energies used in the experiments, the 
inscription threshold was not reached in the second waist. Thus, tracks were inscribed by 
the first waist having a principal axis parallel to an inscribing track.  
An elemental structural unit (a track) was produced by straight moving of the crystal with 
constant velocity so that a femtosecond beam waist crosses crystal from one edge to another. 
Cross section of a track is close to an oval with large to small axes ratio being larger then 10. 
In dependency on crystal doping it has refractive index lowered by (1 – 5)×10-3 in 
comparison with unperturbed value in the bulk of crystal, thus tracks all together formed a 
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Fig. 2. End view of a waveguide written by Ti-Sapphire oscillator operating at 11-MHz rep 
rate. The arrow indicates direction of the femtosecond beam. 

 
Fig. 3. Refractive index profile of a waveguide presented in Fig.2. 
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An elemental structural unit (a track) was produced by straight moving of the crystal with 
constant velocity so that a femtosecond beam waist crosses crystal from one edge to another. 
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waveguide cladding, while a core corresponded to a non-perturbed region of the crystal 
(Fig.1-f). Author would like to stress that a waveguide is formed due to lowed refractive 
index in the cladding. Unlike to alternative design with one or two tracks (Fig.1 c,d,e), 
author considers that contribution of mechanical stress in the core is negligible for this 
method of inscription and waveguide architecture. 
Basing on the above approach a rectangular shaped, 10 mm long waveguide with core 
dimensions of 100 µm x13 µm was fabricated in YAG:Nd3+ (0.8 at.%) as shown in Fig. 5. 
(Okhrimchuk, 2005-a). Propagation loss for the fundamental mode was estimated to be as 
low as 0.2 dB/cm at wavelength of 1064 nm. 
Single mode waveguide with mode field size comparable with standard Yb-doped fiber was 
fabricated in YAG:Cr4+ crystal (Okhrimchuk, 2009-b). End view of this waveguide is shown 
in Fig.6. It works as a waveguide saturable absorber insuring Q-switch operation of an Yb-
fiber laser.   
Multimode waveguides efficiently guiding light of multimode high power laser diodes were 
inscribed in diffusion bonded YAG:Nd/YAG:Cr4+ and YAG:Yb(15 at.%) crystals. (Fig.7 & 8). 
The tracks were written perpendicular the YAG:Nd/YAG:Cr4+ interface plane, thus 
waveguide crossed the bonded crystal from its Nd-part to Cr-part. Total number of tracks 
creating cladding equals 66 for both crystals. Numerical mode analysis of the waveguide 
shown in fig.7 was performed with a commercial code (www.comsol.com). The 
electromagnetic eigenvalue problem was solved by the finite-element method. It was found  
 
 

 
Fig. 5. End view of a depressed cladding waveguide inscribed in YAG:Nd3+. 

 
Fig. 6. End view of a depressed cladding waveguide inscribed in YAG:Cr4+ 
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Fig. 7. End view of a depressed cladding multimode waveguide inscribed in diffusion 
bonded YAG:Nd/YAG:Cr4+ crystal. The refractive index is lowered by nearly 3×10-3 in each 
track compared to the unperturbed value in the bulk of crystal. 
That the structure maintains 24 leakage modes at wavelength of 1064 nm. The propagation 
loss for two fundamental modes with mutually orthogonal polarisations was derived from 
the imaginary part of the propagation constant, and was determined to be less then 4·10-3 
cm−1. It was experimentally found that both waveguides are strong enough to keep pump 
emission in the waveguide core (Fig.9 & 22). Finally an efficient Q-switch operation was 
obtained in YAG:Nd/YAG:Cr4+ crystal (see chapter 6). 
 

 

 
Fig. 8. End view of a depressed cladding waveguide inscribed in YAG:Yb3+ 
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Fig. 9. Near field image of pump light at the output of the waveguide in YAG:Yb shown in Fig.8. 

Propagation attenuation for pump emission in the waveguide inscribed in YAG:Yb crystal 
was measured in dependency upon numerical aperture (NA) of the input pump light at 965 
nm. Experimental setup for measurement is shown in Fig.10. The total pump attenuation in 
the waveguide was found to be 5 cm-1 for pumping light with NA≤0.09, while absorption 
coefficient due Yb3+ ions is as high as 3.5 cm-1. Thus ratio of bulk absorption coefficient of the 
crystal to the total waveguide propagation attenuation coefficient is as high as 0.7 for input 
light cone corresponding to NA=0.09. Thus pump should be efficiently utilized in the 
waveguide. 

 
Fig. 10. Experimental setup for pump light attenuation measurements. 

3. Grating inscription in YAG crystals 
Two techniques of Bragg gratings inscription were tested both at fundamental wavelength 
of the femtosecond laser system (800 nm), and at the second harmonic (400 nm). First 
technique is a direct “point-by-point” (P-by-P), and the second is based on beam intensity 
modulation by Quartz acoustic modulator (AOM) (2008, Marshall). Differential interference 
contrast microscopy (DIC) was applied for inscribed structures inspection.  
It was reasonably expected that a minimal inscribable grating pitch would be of the order or 
even slightly lower than a wavelength of a femtosecond laser due to sufficiently non-linear 
character of light-matter interaction. This consideration was supported by grating 
inscription  in fused silica, where smallest grating with pitch of 260 nm was obtained by P-
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by-P technique with beam wavelength of 800 nm (Dubov, 2006;). However it was found in 
the course of grating inscription experiments that grating pitch in YAG crystals can not be 
inscribed smaller than 800 nm even with inscribing beam wavelength of 400 nm. When 
author tried to write grating with pitch size smaller than 800 nm, chaotic overcoming of 
grating marks was obtained. Microscopic pictures of gratings with minimal inscribable 
pitches for different inscription regimes are shown in Fig. 11 for inscription wavelength of 
800 nm and in Fig.12, 13 for the wavelength of 400 nm.  
The expected pitch size should be calculated by formula: 

 V
f

Δ = , (1) 

where V is sample moving velocity, and f is whether laser repetition rate, or AOM 
modulation frequency in dependency of technique applied. The inscribed grating pitch size 
obeys formula (1) when P-by-P technique was applied under moving velocity V=0.8 mm/s 
or higher and pitch size of 800 nm or higher is obtained (Fig.11 a,b), and no gratings were 
inscribed when V<0.8 mm/s. Analogous behaviour was observed for AOM modulation 
technique. For example, when we tried to inscribe pitch of Δ=410 nm a grating of nearly 
double size than predicted by formula (1) was really obtained (Fig.11- c).  
It was a surprise that the smallest inscribable pitch size was found to be around 900 nm for 
femtosecond beam wavelength of 400 nm and P-by-P technique, and this pitch size is even 
larger, than for beam wavelength of 800 nm. It is interesting that a refractive index 
structuring was found when crystal was very slowly moving so that according formula (1) 
Δ<100 nm (Fig.12). Moreover nearly the same period of refractive index modulation of 900 
nm was obtained. These facts coerce to suppose that some self-organising processes take 
place in this case. 
Attempts were made to inscribe gratings with pitches sizes of Δ= 410, 670 and 760 nm under 
AOM modulation at wavelength of 400 nm. Instead gratings with nearly the same pitch 
sizes of 1100 – 1200 nm were really obtained (Fig.13).  
Obtained experimental results open possibility for 1-st order Bragg grating writing for 
wavelength of 2.9 µm (2nΔ), which are promising for fabrication of waveguide Er:YAG lasers. 
 

 

 
a) b) 

 
c) 

Fig. 11. Gratings inscribed in YAG:Cr4+ crystal at wavelength of 800 nm with point-by-point 
technique (a,b) and AOM modulation (c):  
(a) beam of a circular cross section; V=0.80 mm/s; f=1 kHz, Ein=0.2 µJ.  
(b)beam of an elliptical cross-section; V=0.81 mm/s; f=1 kHz, Ein=1.1 µJ. 
(c) beam of an elliptical cross-section; V=0.0094 mm/s; f=23 Hz, Ein=1.8 µJ 
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modulation frequency in dependency of technique applied. The inscribed grating pitch size 
obeys formula (1) when P-by-P technique was applied under moving velocity V=0.8 mm/s 
or higher and pitch size of 800 nm or higher is obtained (Fig.11 a,b), and no gratings were 
inscribed when V<0.8 mm/s. Analogous behaviour was observed for AOM modulation 
technique. For example, when we tried to inscribe pitch of Δ=410 nm a grating of nearly 
double size than predicted by formula (1) was really obtained (Fig.11- c).  
It was a surprise that the smallest inscribable pitch size was found to be around 900 nm for 
femtosecond beam wavelength of 400 nm and P-by-P technique, and this pitch size is even 
larger, than for beam wavelength of 800 nm. It is interesting that a refractive index 
structuring was found when crystal was very slowly moving so that according formula (1) 
Δ<100 nm (Fig.12). Moreover nearly the same period of refractive index modulation of 900 
nm was obtained. These facts coerce to suppose that some self-organising processes take 
place in this case. 
Attempts were made to inscribe gratings with pitches sizes of Δ= 410, 670 and 760 nm under 
AOM modulation at wavelength of 400 nm. Instead gratings with nearly the same pitch 
sizes of 1100 – 1200 nm were really obtained (Fig.13).  
Obtained experimental results open possibility for 1-st order Bragg grating writing for 
wavelength of 2.9 µm (2nΔ), which are promising for fabrication of waveguide Er:YAG lasers. 
 

 

 
a) b) 

 
c) 

Fig. 11. Gratings inscribed in YAG:Cr4+ crystal at wavelength of 800 nm with point-by-point 
technique (a,b) and AOM modulation (c):  
(a) beam of a circular cross section; V=0.80 mm/s; f=1 kHz, Ein=0.2 µJ.  
(b)beam of an elliptical cross-section; V=0.81 mm/s; f=1 kHz, Ein=1.1 µJ. 
(c) beam of an elliptical cross-section; V=0.0094 mm/s; f=23 Hz, Ein=1.8 µJ 
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Fig. 12. Self-organised gratings inscribed in YAG:Cr4+ crystal at wavelength of 400 nm with 
slow moving ( V<0.015 mm/c). 
 

a) b) 
 

c) 

Fig. 13. Gratings inscribed in YAG:Cr4+ crystal at wavelength of 400 nm by AOM 
modulation technique with beam of an elliptical cross-section; Ein=0.56 µJ:  
(a) f=23 Hz, V=0.0094 mm/s;  
(b)f=23 Hz, V=0.0154 mm/s  
(c) f=23 Hz, V=0.0174 mm/s.  

4. Non-linear interaction of a femtosecond laser beam with dielectrics. 
There are no doubt that understanding of processes concerning interaction of femtosecond 
pulses with a crystal lattice plays a central role in successful advancement of the technology. 
The first stage of this interaction comprising non-linear absorption of femtosecond pulses is 
rather clear and described in details in literature. This description is common for crystals 
and glasses, and even liquids (for wideband dielectrics).  
It is a widely accepted that the process of energy absorption dealing with material 
modification by pulses shorter than 1 ps is determined by i) multi-photon absorption and ii) 
resistive heating of the generated plasma. These processes can be mathematically described 
by a popular simplified model for the evolution of the scalar electric field envelope A(x,y,z,t) 
in paraxial approximation and electron density ρ(x,y,z,t). Although the paraxial 
approximation has certain restrictions in exact quantitative description of femtosecond beam 
propagation dealing with practically used conditions of beam focusing (a high NA lens is 
generally used), it helps to understand basic character and peculiarities of the process, and 
to get a qualitative visual at least. It comprises nonlinear partial differential equations that 
account for the major propagation effects such as diffraction, Kerr nonlinearity, group 
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velocity dispersion, multi-photon absorption, impact ionization and absorption and 
defocusing by the generated electron-hole plasma (Feng, 1997, Berge, 2007; Turitsyn, 2007):  
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The last three terms in the left-hand side of Eq.(2a) describe effects of beam diffraction, 
group velocity dispersion (GVD), and Kerr nonlinearity, respectively. The latter term alone 
is responsible for a catastrophic self-focusing which is limited by the effects described by 
terms on the right-hand side of Eq.(2a), namely plasma absorption and defocusing, and 
multi-photon absorption. In Eq.(2a) the laser beam propagation along the z axis is assumed 
and this equation is essentially a reduced paraxial approximation of the wave equation for 
the complex electric field envelope A with a carrier frequency ω in the moving frame of 
coordinates. k= nk0= nω/c is the propagation vector, n is the material linear refraction index, 
k” is the GVD parameter, n2 is the nonlinear refractive index describing Kerr effect, σbs is the 
cross section for inverse Bremsstrahlung, τe is the electron-phonon collision time in 
conduction band, and the quantity βK describes the K-photon absorption (K>1). Equation 
(2b) implements the simplest Drude model for electron-hole plasma in dielectrics and 
describes the evolution of the electron density ρ. The first term on the right-hand of eq. (2b) 
side is responsible for the avalanche impact ionization and the second term – for the 
ionization resulting from multi-photon absorption (MPA). Eg is the energy gap between 
valence and conduction bands.  
Self-focusing dealing with Kerr non-linearity plays an essential role in the inscription process. 
This role is obviously destructive for smart modification of crystal, and apparently it can play a 
positive role in some cases for inscription of structures in glasses of sub-wavelength sizes 
(Dubov, 2006). Self-focusing leads to filamentation and fragmentation of a laser beam and this 
is a one course of scattering loss in waveguides written in this regime. Authors of (Turitsyn, 
2007) discussed regimes of inscription with a diminishing role of self-focusing. As a result of 
theoretical analysis they offered to use a non-Gaussian ring-shaped beam in order to increase 
self-focusing threshold, while PRICE threshold remains unchanged.  
In the work (Okhrimchuk, 2009-a) beam of elliptical cross-section is suggested as a tool 
diminishing the self-focusing. A negative cylindrical lens with large focal length was arranged 
in the femtosecond beam path before it passes to the focusing lens. It is considered that 
breaking of axial symmetry of the beam postpones self-focusing to higher input energies, 
which partly takes place without the cylindrical lens. Self-focusing easily deforms axially-
symmetric beam profile in such a way that the central (part) core of the beam suffers from 
spatial collapse caused by non-linear focusing. The collapsed part could be effectively 
absorbed, thus PRICE threshold is reached in this small central part, while the rest of the beam 
exhibits loss-less propagation. When a cylindrical lens is inserted, PRICE threshold is reached 
in wider area of beam cross-section, and the beam experiences a more uniform absorption, 
which decreases a transmittance, as it was observed in experiment (Table.1). This result 
suggests that breaking of axial symmetry of the femtosecond beam is a promising 
technological method to prevent destructive self-focusing at small energies, and thus it may 
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Fig. 12. Self-organised gratings inscribed in YAG:Cr4+ crystal at wavelength of 400 nm with 
slow moving ( V<0.015 mm/c). 
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Fig. 13. Gratings inscribed in YAG:Cr4+ crystal at wavelength of 400 nm by AOM 
modulation technique with beam of an elliptical cross-section; Ein=0.56 µJ:  
(a) f=23 Hz, V=0.0094 mm/s;  
(b)f=23 Hz, V=0.0154 mm/s  
(c) f=23 Hz, V=0.0174 mm/s.  
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There are no doubt that understanding of processes concerning interaction of femtosecond 
pulses with a crystal lattice plays a central role in successful advancement of the technology. 
The first stage of this interaction comprising non-linear absorption of femtosecond pulses is 
rather clear and described in details in literature. This description is common for crystals 
and glasses, and even liquids (for wideband dielectrics).  
It is a widely accepted that the process of energy absorption dealing with material 
modification by pulses shorter than 1 ps is determined by i) multi-photon absorption and ii) 
resistive heating of the generated plasma. These processes can be mathematically described 
by a popular simplified model for the evolution of the scalar electric field envelope A(x,y,z,t) 
in paraxial approximation and electron density ρ(x,y,z,t). Although the paraxial 
approximation has certain restrictions in exact quantitative description of femtosecond beam 
propagation dealing with practically used conditions of beam focusing (a high NA lens is 
generally used), it helps to understand basic character and peculiarities of the process, and 
to get a qualitative visual at least. It comprises nonlinear partial differential equations that 
account for the major propagation effects such as diffraction, Kerr nonlinearity, group 
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velocity dispersion, multi-photon absorption, impact ionization and absorption and 
defocusing by the generated electron-hole plasma (Feng, 1997, Berge, 2007; Turitsyn, 2007):  
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The last three terms in the left-hand side of Eq.(2a) describe effects of beam diffraction, 
group velocity dispersion (GVD), and Kerr nonlinearity, respectively. The latter term alone 
is responsible for a catastrophic self-focusing which is limited by the effects described by 
terms on the right-hand side of Eq.(2a), namely plasma absorption and defocusing, and 
multi-photon absorption. In Eq.(2a) the laser beam propagation along the z axis is assumed 
and this equation is essentially a reduced paraxial approximation of the wave equation for 
the complex electric field envelope A with a carrier frequency ω in the moving frame of 
coordinates. k= nk0= nω/c is the propagation vector, n is the material linear refraction index, 
k” is the GVD parameter, n2 is the nonlinear refractive index describing Kerr effect, σbs is the 
cross section for inverse Bremsstrahlung, τe is the electron-phonon collision time in 
conduction band, and the quantity βK describes the K-photon absorption (K>1). Equation 
(2b) implements the simplest Drude model for electron-hole plasma in dielectrics and 
describes the evolution of the electron density ρ. The first term on the right-hand of eq. (2b) 
side is responsible for the avalanche impact ionization and the second term – for the 
ionization resulting from multi-photon absorption (MPA). Eg is the energy gap between 
valence and conduction bands.  
Self-focusing dealing with Kerr non-linearity plays an essential role in the inscription process. 
This role is obviously destructive for smart modification of crystal, and apparently it can play a 
positive role in some cases for inscription of structures in glasses of sub-wavelength sizes 
(Dubov, 2006). Self-focusing leads to filamentation and fragmentation of a laser beam and this 
is a one course of scattering loss in waveguides written in this regime. Authors of (Turitsyn, 
2007) discussed regimes of inscription with a diminishing role of self-focusing. As a result of 
theoretical analysis they offered to use a non-Gaussian ring-shaped beam in order to increase 
self-focusing threshold, while PRICE threshold remains unchanged.  
In the work (Okhrimchuk, 2009-a) beam of elliptical cross-section is suggested as a tool 
diminishing the self-focusing. A negative cylindrical lens with large focal length was arranged 
in the femtosecond beam path before it passes to the focusing lens. It is considered that 
breaking of axial symmetry of the beam postpones self-focusing to higher input energies, 
which partly takes place without the cylindrical lens. Self-focusing easily deforms axially-
symmetric beam profile in such a way that the central (part) core of the beam suffers from 
spatial collapse caused by non-linear focusing. The collapsed part could be effectively 
absorbed, thus PRICE threshold is reached in this small central part, while the rest of the beam 
exhibits loss-less propagation. When a cylindrical lens is inserted, PRICE threshold is reached 
in wider area of beam cross-section, and the beam experiences a more uniform absorption, 
which decreases a transmittance, as it was observed in experiment (Table.1). This result 
suggests that breaking of axial symmetry of the femtosecond beam is a promising 
technological method to prevent destructive self-focusing at small energies, and thus it may 
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lead to a better control over the energy deposition and a waveguides inscription process. The 
track made with the cylindrical lens is smooth, without any observable defects. Such tracks 
form a depressed cladding waveguide as it was demonstrated (Okhrimchuk, 2005-a, 2009-b).  
Understanding of relative contribution of the MPA the MPA and the plasma absorption and 
the plasma absorption in the process of energy deposition leading to PRICE is ultimately 
required for optimization of the inscription process. Transmittance of laser crystal and 
glasses in dependency on input pulse energy was measured with this purpose 
(Okhrimchuk, 2009-a). Focusing conditions in these experiments were identical to 
conditions of waveguide inscription. Ti:sapphire oscillator-amplifier with repetition rate 
was of 1 kHz was used in these experiments. PRICE threshold was measured in the same 
conditions too (Table.1).   
 

w/o cyl. lens 
Ein (nJ) 

Transmittance at 
the threshold 

Material 

MPA 
order 

K 
(λ, nm) 

MPA 
coefficient

βK, Inscription 
thresholds

with cyl. lens
Ein (nJ). 

Intensity 
threshold, 

(1013 W/cm2)
(with & w/o 

cyl. Lens) 

w/o cyl. 
lens. 

with cyl. 
lens 

YAG 5 (800) 3.1·10-51 
cm7/W4 61 610 4.8 0.64 0.49 

YAG:Nd3+   55 580 4.5 0.66 0.54 
(800)  46 1200 4…9   YAG:Cr4+ 
(400)  50 500    

RbPb2Cl5:Dy3+    90 0.66   
ZnSe:Cr2+   104  850   

ZnSe (polycr.) 2  n/r n/r  - - 

ZnS:Cr2+ (polycr.) 2  250* n/r up to 
7000    

ZnS:Cr1+ (polycr.) 2  1250*     

5 1.2·10-51 
cm7/W4

Fused silica 
6 2.7·10-65 

cm9/W5

55 460 3.6 0.83  

3 2.7·10-24 
cm3/W2

4 6.9·10-38 
cm5/W3BK7 

5 1.9·10-51 
cm7/W4

55 550 4.4 0.71 0.55 

Table 1. Result of measurement of the non-linear transmittance in dependency upon input 
pulse energy and the inscription thresholds. n/r - threshold is not reached for the 
investigated input energy range. 
It is instructive to present the results of the transmittance experiments in terms of the 
absorbed pulse energy versus input energy in double logarithmic coordinates as shown in 
Fig. 14 for the beam of circular cross section and in Fig15 for the beam of elliptical cross 
section. Very similar dependences for the transmittance and values of threshold input 
energes were obtained for undoped YAG, YAG:Nd3+, YAG:Cr4+ crystals, fused silica and 
BK7 glass. Strongly difference dependence was found for ZnSe crystals, and inscription 
threshold is not reached at all in range of input energies investigated. 
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Different behaviour is seen for the absorption in YAG crystals for low and high energy 
regions. It is natural to assume that different mechanisms are responsible for absorption in 
these regions. It is well established that for 100 fs pulse width and moderate electric field 
strength the non-linear absorption in wide band insulators is initiated by MPA process 
(Berge, 2007; Turitsyn, 2007). Following this it is reasonable to consider MPA process 
dominates in the low energy region, while the plasma absorption prevails for higher 
energies. Confirmative results were obtained while investigating electronic excitations in 
SiO2, Al2O3 and MgO crystal by measurement of induced phase shift of a delayed probe 
beam (Quere, 2001). They found a transition from MPA absorption regime to free carrier 
absorption at the input pulse intensity nearly corresponding to the dependence curve bend 
in Fig. 14 &15. As phase shift saturates authors of the last paper consider that there is no 
more electronic density rise for input intensities higher than 1014 W/cm2, and the electronic 
avalanche process is an ineffective in comparison with MPA. This is completely in 
agreement with a tendency of the absorption curve to be linear for high input pulse energies 
(Fig.14 &15).  
So as MPA is dominant in non-linear absorption up to inscription threshold , and it is a main 
channel of supplying a conduction band by electrons, we can estimate free electron 
concentration at the threshold and above as: 

 abs

g m

E
E V

ρ
Δ

= , (3) 

Eg is the energy gap, where ΔEabs is energy absorbed due to MPA at the threshold, Vm is 
volume occupied by free electrons. It is reasonably to consider that region occupied by free 
electrons is converted to the modified region (region of PRICE), and these regions nearly 
coincide with each other. Sizes of PRICE region were directly measured with a microscope: 
Vm= 1µm x10µm x 12µm = 1.2*10-10 cm2 for YAG:Nd(0.5%)  crystal modified in the setup 
with the cylindrical lens. ΔEabs= 0.04 µJ as could be defined from fig.15. Finally we obtain for 
free electron density ρ= 3*1020 cm-3. 

 

 
Fig. 14. Dependence of pulse absorbed energy in undoped YAG crystal in dependency upon 
input pulse energy. The arrow indicates PRICE threshold. Inscribing beam has cross section 
of circular symmetry. 
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lead to a better control over the energy deposition and a waveguides inscription process. The 
track made with the cylindrical lens is smooth, without any observable defects. Such tracks 
form a depressed cladding waveguide as it was demonstrated (Okhrimchuk, 2005-a, 2009-b).  
Understanding of relative contribution of the MPA the MPA and the plasma absorption and 
the plasma absorption in the process of energy deposition leading to PRICE is ultimately 
required for optimization of the inscription process. Transmittance of laser crystal and 
glasses in dependency on input pulse energy was measured with this purpose 
(Okhrimchuk, 2009-a). Focusing conditions in these experiments were identical to 
conditions of waveguide inscription. Ti:sapphire oscillator-amplifier with repetition rate 
was of 1 kHz was used in these experiments. PRICE threshold was measured in the same 
conditions too (Table.1).   
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regions. It is natural to assume that different mechanisms are responsible for absorption in 
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strength the non-linear absorption in wide band insulators is initiated by MPA process 
(Berge, 2007; Turitsyn, 2007). Following this it is reasonable to consider MPA process 
dominates in the low energy region, while the plasma absorption prevails for higher 
energies. Confirmative results were obtained while investigating electronic excitations in 
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absorption at the input pulse intensity nearly corresponding to the dependence curve bend 
in Fig. 14 &15. As phase shift saturates authors of the last paper consider that there is no 
more electronic density rise for input intensities higher than 1014 W/cm2, and the electronic 
avalanche process is an ineffective in comparison with MPA. This is completely in 
agreement with a tendency of the absorption curve to be linear for high input pulse energies 
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So as MPA is dominant in non-linear absorption up to inscription threshold , and it is a main 
channel of supplying a conduction band by electrons, we can estimate free electron 
concentration at the threshold and above as: 
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Eg is the energy gap, where ΔEabs is energy absorbed due to MPA at the threshold, Vm is 
volume occupied by free electrons. It is reasonably to consider that region occupied by free 
electrons is converted to the modified region (region of PRICE), and these regions nearly 
coincide with each other. Sizes of PRICE region were directly measured with a microscope: 
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Fig. 14. Dependence of pulse absorbed energy in undoped YAG crystal in dependency upon 
input pulse energy. The arrow indicates PRICE threshold. Inscribing beam has cross section 
of circular symmetry. 
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Fig. 15. Dependence of pulse absorbed energy in undoped YAG and YAG:Nd(0.5%) crystals 
(black and red points correspondingly) ZnSe crystal (blue points) and BK7 glass (green 
points) in dependency upon input pulse energy. The arrow indicates PRICE threshold for 
YAG and BK7. Inscribing beam has cross section of an elliptical symmetry. 
Under approximations of Drude electron plasma density can be related with high frequency 
relative permittivity by following formula (Ashcroft & Mermin, 1976; Martin, 1997): 
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where εc is permittivity of unexcited crystal, meff is effective electron mass. Absorption 
coefficient of free electrons α is defined by imaginary part of permittivity: 
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where c is speed of light. The experimental transmittance data gives estimation of free 
electron absorption coefficient α  as high as 1000 cm-1. Now we can estimate with formula (5) 
free electron time τe. Accepting the effective mass equalled to an electron mass me we find a 
reasonable value τe= 2 fs. Thus it confirms correctness of our previous estimations of free 
electron density ρ and a determinative role of MPA in generation of free electrons in 
conduction band. Parameters concerned inscription in YAG are summarised in table 2. 
 

Free electron density ρ 3*1020 cm-3 
Free electron time τe 2 fs 
Effective electron mass, meff me 

Plasma absorption coefficient, α 1000 cm-1 

MPA coefficient β5,  3.1·10-51 cm7/W4 

Table 2. Material parameters concerned femtosecond inscription in YAG crystals. 
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Experimental transmittance data in the low energy region can be described analytically 
under conditions of smallness of the loss terms in the right hand side of Eq. (2a) and sub-
critical propagation regime when the peak pulse power is lower than the critical value for 
self-focusing (Okhrimchuk, 2009-a). These assumptions justify self-similar quasi-linear 
approximation for pulse propagation (Turitsyn, 2007). Self-similar Gaussian shape of the 
pulse is a good approximation. Under this simplification the following analytical formula 
for transmittance T(Ein) corresponding to pure MPA absorption can be derived: 
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where λ is a central wavelength, 2τp is laser pulse width at 1/e2. Applicability of the formula 
(6) is not limited to low energy region. In fact, it describes MPA for wider range of 
transmittance, if the beam remains its Gaussian shape. The restriction of formula (6) arises 
from plasma related absorption and beam defocusing. The dependences for transmittance 
measured for un-doped YAG crystal, fused silica and BK7 glass were fitted with formula (6) 
(Okhrimchuk, 2009-a). The only fitting parameters were the order of MPA K, coefficient of 
MPA βK. Results of fitting are summarised in Table 1.  

5. Nature of refractive index change in YAG crystals. 
Dependence of PRICE upon input pulse energy was investigated at wavelength of 800 nm at 
the experimental setups designed for waveguide inscription (see chapter 2). Two different 
setups were used: the first is based on a high rep rate oscillator (11MHz), and the second 
setup comprises a low rep rate oscillator – regenerative amplifier system ( 1 kHz).  
 

 
Fig. 16. Dependencies of PRICE and track height in YAG:Cr4+ crystal upon average input 
power. 11 MHz rep rate femtosecond laser. 
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where εc is permittivity of unexcited crystal, meff is effective electron mass. Absorption 
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free electron time τe. Accepting the effective mass equalled to an electron mass me we find a 
reasonable value τe= 2 fs. Thus it confirms correctness of our previous estimations of free 
electron density ρ and a determinative role of MPA in generation of free electrons in 
conduction band. Parameters concerned inscription in YAG are summarised in table 2. 
 

Free electron density ρ 3*1020 cm-3 
Free electron time τe 2 fs 
Effective electron mass, meff me 

Plasma absorption coefficient, α 1000 cm-1 

MPA coefficient β5,  3.1·10-51 cm7/W4 

Table 2. Material parameters concerned femtosecond inscription in YAG crystals. 
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Experimental transmittance data in the low energy region can be described analytically 
under conditions of smallness of the loss terms in the right hand side of Eq. (2a) and sub-
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approximation for pulse propagation (Turitsyn, 2007). Self-similar Gaussian shape of the 
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where λ is a central wavelength, 2τp is laser pulse width at 1/e2. Applicability of the formula 
(6) is not limited to low energy region. In fact, it describes MPA for wider range of 
transmittance, if the beam remains its Gaussian shape. The restriction of formula (6) arises 
from plasma related absorption and beam defocusing. The dependences for transmittance 
measured for un-doped YAG crystal, fused silica and BK7 glass were fitted with formula (6) 
(Okhrimchuk, 2009-a). The only fitting parameters were the order of MPA K, coefficient of 
MPA βK. Results of fitting are summarised in Table 1.  

5. Nature of refractive index change in YAG crystals. 
Dependence of PRICE upon input pulse energy was investigated at wavelength of 800 nm at 
the experimental setups designed for waveguide inscription (see chapter 2). Two different 
setups were used: the first is based on a high rep rate oscillator (11MHz), and the second 
setup comprises a low rep rate oscillator – regenerative amplifier system ( 1 kHz).  
 

 
Fig. 16. Dependencies of PRICE and track height in YAG:Cr4+ crystal upon average input 
power. 11 MHz rep rate femtosecond laser. 
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Sign of PRICE induced by 11-MHz rep rate Ti-Sapphire oscillator in YAG:Cr4+ crystal 
depends upon speed of crystal translation and pulse energy (Okhrimchuk, 2008). For 
example at velocity V=32 mm/s it is positive for pulse energy exceeding 50 nJ, and is 
negative for pulse energies ranging from PRICE threshold to 50 nJ (Fig. 16). 
Setup with 1 kHz laser includes Mitutoyo lens and a negative cylindrical lens with focal lens 
of 34 cm. The beam was focused at the depth of 60 µm. Translation speed was of 0.5 mm/s. 
Series of tracks written under different input pulse energies was inscribed. End view of a 
typical track is shown in Fig.17. Refractive index profiles of tracks were measured my QPm 
method at wavelength of 605 nm ( http://www.iatia.com.au ). PRICE is always negative for 
1 kHz rep rate laser system. Typical index profile is shown in Fig17. Both PRICE magnitude 
and height of the track depend upon the input pulse energy, corresponding dependences for 
YAG:Nd(0.3 at.%) crystal are shown in Fig.18. 
 

 
a) 

 
b) 

Fig. 17. a) Microscopic end view of a track inscribed in YAG:Nd(0.3%) crystal at a depth of 
60 µm. b) Refractive index profile of the same track. The arrow indicates the direction of the 
femtosecond beam and of observation when index profile was measured. 

 
Fig. 18. Dependencies of PRICE and track height in YAG:Nd(0.3%) crystal upon input pulse 
energy.  
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Similar dependencies were found for YAG:Nd and YAG:Cr crystals. Dependence of 
refractive index change upon pulse energy has strong threshold character, and it saturates 
when the pulse energy exceeds the threshold by nearly factor of two. The saturation level 
depends upon doping level. Fig. 19 shows a dependence of the index change amplitude on 
the total concentration of dopant ions the crystal, measured for fixed input energy of 1 µJ. At 
this level of exposure refractive index change in a normally undoped YAG crystal strongly 
varied from sample to sample, and probably is determined by real purity of the crystal. 
Fig.19 includes data for one of the undoped YAG crystal investigated only, which probably 
has highest quality.  

 
Fig. 19. Dependence of PRICE upon total dopant concentration in YAG crystal under input 
pulse energy of inscription of 1 µJ.  
Reflectance spectrum of the modified region of the YAG:Nd crystal was investigated 
(Okhrimchuk, 2005-b). A rectangular area of 2000x2000 µm inside a crystal volume was 
processed by a focused femtosecond laser beam by writing a number of parallel tracks, 
inscribed with a spacing of 3 µm and laying in one plane. The beam was focused by 
microscope objective with NA=0.65 at a depth of 200 µm under the crystal surface and had 
intensity of 0.5 PW/cm2 in focus. The thickness (height) of the modified volume was 
approximately 10 µm. Then unexposed layer of material between the exposed volume and 
the surface was removed by polishing. As a result, the processed volume of material could 
be directly accessed and characterised.  
Reflectance spectra corresponding to the vibration modes of the crystal were recorded by 
using a standard FTIR spectrophotometer (Bruker, model Vector-22), customised for the 
measurements of reflected signals. The reflection spectra, measured with a resolution of 2 
cm-1 are presented in Fig.20.  
Firstly, the general profile of the spectrum corresponding to the exposed material is very 
similar to that of the unprocessed material, indicating that the garnet crystal lattice remains 
intact after ultrafast laser exposure. At the same time the spectrum lines of the processed 
material exhibit a shift to higher frequency which non-uniformly varies with frequency and 
shows a tendency to increase at higher frequencies. The maximal frequency shift equals 5 
cm-1 approximately. Therefore, one can state that processing by an ultrafast laser causes a 
positive shift in vibration frequencies of YAG:Nd lattice. The above measurement of positive 
shift in vibration frequencies is in line with the negative change of refractive index, observed  
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Fig. 18. Dependencies of PRICE and track height in YAG:Nd(0.3%) crystal upon input pulse 
energy.  
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Fig. 20. Reflectance spectra of exposed (solid line) and unexposed (dashed-dotted line) of the 
YAG:Nd crystal. 
earlier in phase delay measurements. Indeed, according to the Kramers-Kronig analysis, 
dielectric susceptibility ε = ε’+ i·ε’’ in the region of transparency could be estimated as 
(Landay & Lifshits, 1982): 
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where a – constant, ω1 – cut-off frequency of vibration band. Results of the spectral 
measurements indicate that integral b increases in the processed material as a result of the 
general positive frequency shift in the vibration spectrum. For the refractive index change 
dn, one can obtain from (7):  
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Unchanged state of the reflectance spectrum indicates that notwithstanding a widely 
spreading hypnosis of melting the mechanism of YAG crystal modification under low 
repetition rate exposition differs from those taking place in glasses and crystalline quartz 
(Gorelik, 2003). The following simple estimation of crystal heating under exposition by one 
femtosecond pulse supports this statement. Temperature rise due to absorbed energy can be 
estimated under assumption that there are no channels of heat dissipation outside of 
electron plasma region:  
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Accepting cp= 0.84 J/K (T=900 K), ρYAG=4.5 g/cm3, Vm= 1.2*10-10 cm3 (see chapter 4), we 
obtain that ΔT= 1300 K. Such temperature rise is not enough for YAG melting (Tm= 2220 K). 

Femtosecond Fabrication of Waveguides in Ion-Doped Laser Crystals   

 

537 

Moreover, if one takes into account energy loss due to irradiation, an estimation of 
temperature change even decreases. Definitely that temperature rise plays a higher role in 
the case of the high repetition rate inscription (Fig. 16.). However a luminescence spectrum 
of Cr4+ ions recorded in the regime of guiding of pump and luminescence emission does not 
differ from those recorded for unperturbed crystal area (Okhrimchuk, 2008). This fact 
excludes any amorphisation of YAG crystal for the high repetition rate inscription too.   
Another mechanisms excluding melting should be found to explain PRICE in YAG crystal. 
It is evident from the results presented in Fig. 19 that reaction of YAG crystals to the 
femtosecond laser irradiation strongly depends upon concentration of defects in the crystal. 
This can be explained by the assumption that the point defects existing in the crystal define 
the possibility of modification of YAG crystal lattices without optical damage, resulting in 
the well-defined refractive index change. Such behavior arises from phenomenon that 
dopants present in a YAG crystal generate several types of lattice defects, and its 
concentration is rather higher, than in an undoped crystal. These defects interact with 
crystal lattice and each other and form a system with week binding. The flexible defect 
system of a doped crystal readily reacts to moderate external perturbation such as a high-
intensity optical pulse, unlike regular ions of a crystal. Thus modifications without crystal 
lattice destroy can take place for some restricted range of pulse energies. There are no room 
for similar changes in ideal crystals and its modification probably occurs in a form of crystal 
lattice destroy only. The defect system has remarkable contribution to dielectric 
susceptibility of the crystal. Modification of the defect system is accompanied by changing 
of dielectric susceptibility of a crystal which manifests itself, in particular, as a change of the 
refractive index.  
Recent investigation of some femto exposed complex glasses by means of electron probe 
microanalyzer (EPMA) (Kanehira, 2008; Liu, 2009) and electron dispersive x-ray 
spectroscopy (Liu, 2008) have revealed migration of positive ions out of an exposed region,  
while oxygen ions concentrate inside this region. Author of these papers explain the effect 
by temperature diffusion. Although temperature rise should have strong effect on ion 
mobility, let us to suppose another explanation. Diffusion expansion of electron plasma can 
be a driving force for ions migration. Indeed, average electron velocity in the conduction 
band can be calculated accordingly (Ashcroft & Mermin, 1976):  
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Under pulse energy of 1 µJ, we get Ve ≈ 1.5 *108 cm/s. Average diffusion length of a free 
electron before its trapping by a hole or a lattice defect is calculated by the formula: 

 2e e e trl V tτ=  (11) 

where ttr is the electron trapping time. The last parameter was measured for Al2O3 and SiO2 
crystals (Guizard, 1995). It was found to be about 100 ps in Al2O3. So as chemical bonds in 
Al2O3 and in YAG crystals are similar we can accept this value for estimation of the average 
diffusion length in YAG. Taking into account τe=2 fs (table 2) we obtain <le>= 1 µm. Thus 
increase of electron plasma cloud size is comparable with its initial size. This could explain 
the reason of impossibility of inscription grating pitch smaller that 800 nm (chapter 3). The 
expanding electron plasma could drag some weekly bonded positive ions outside the 
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Fig. 20. Reflectance spectra of exposed (solid line) and unexposed (dashed-dotted line) of the 
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crystals (Guizard, 1995). It was found to be about 100 ps in Al2O3. So as chemical bonds in 
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exposed area. In this case even inscription with a shorter wavelength does not reduce a 
minimal inscribable pitch, because minimal pitch size not defined by size of the exposed 
area, but by size of the electron plasma expanding for a long time after laser pulse is over. 
Accordingly to this assumption another situation should take place in SiO2, as electron 
trapping time is found to be rather shorter in this material (150 fs). Thus electrons is trapped 
very quickly and there are no plasma expansion. This is in line with successful inscription of 
a very small pitch in fused silica (Dubov, 2006). 
The model of electron plasma dragging ions explains positive effect of implementation of the 
cylindrical lens (Okhrimchuk, 2009-a). When the lens is used the electron plasma cloud has a 
shape of a flattened ellipsoid, and a normal to its surface is primary directed perpendicular to 
direction of an inscribed track. Thus each pulse drags ions predominantly outside area of 
modification. This is not the case for beam of circular cross section, when remarkable part of 
ions are pushed in the direction of the track, and each following pulse redistributes ions 
arranged by previous one. This could provoke instabilities in the track writing process. On the 
contrary pulses push ions in the same direction, when the cylindrical lens is applied. In other 
words, beam of an elliptical cross-section works as an “optical plug”. 

6. Microchip waveguide laser operating in Q-switch mode 
In this chapter an example of successful application of the femtosecond inscription 
technology is presented. A waveguide was fabricated with a depressed cladding in a 
diffusion bonded YAG:Nd3+/YAG:Cr4+ crystal under a crystal surface at 110 μm depth (for 
an optical axis of the waveguide). The YAG:Nd3+ and YAG:Cr4+ crystals were diffusion 
bonded at high temperature close to the melting point. Concentration of Nd3+ ions was 1 
at.%. The calcium co-doping was used to switch valence of chromium to 4+. An absorption 
coefficient in the YAG:Cr4+ crystal at 1064 nm was of 4 cm-1. The experimental setup for 
waveguide inscription is described in chapter 2. Cross section of a track is close to an oval 
with large to small axes ratio being more than 10. The refractive index was lowered by 
nearly 3×10-3 compared to the unperturbed value in the bulk of crystal. As a result, the array 
of tracks formed a waveguide cladding, while a core was corresponded to a non-perturbed 
region of the crystal. 
Crystal surfaces with the waveguide ends have been polished, and dielectric coating was 
applied in order to complete a laser cavity. The neodymium end was provided with a 
diachronic mirror reflecting 100% at 1064 nm and transmitting 98% at 808 nm. An output 
coupler (OC) with the reflection coefficient of 65% at 1064 nm was made at the chromium 
end. Small signal transmittance of YAG:Cr4+ crystal was of 57 %. The total waveguide length 
was of 5.4 mm; length of the neodymium part was of 4 mm. Microscopic image of the 
waveguide end view is shown in Fig 7.  
The scheme of laser setup is shown in Fig. 21. In this design a pump power is delivered from a 
laser diode (Lumics) through the fiber of NA=0.15 and core diameter of 105 µm. Pump fiber 
core diameter is only slightly lower than the waveguide laser core diameter (110 µm). It was 
found the waveguide is strong enough to keep pump emission at the waveguide core. Near 
field image of OC end is taken for pump power below Q-switch oscillation threshold (Fig.22), 
thus it corresponds to pump emission only. Diameter of the pump emission spot exactly 
matches to diameter of the waveguide core. No sufficient leakage of pump is observed (small 
leakage is noticed on the right side that corresponds to discontinuity in the waveguide 
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cladding ). Oscillation was investigated in a pulsed pump mode with repetition rate ranging 
from 1 Hz to 10 kHz and pump pulse duration of 100 – 250 µs. Q-switch pulse energy and 
duration were found to be independent upon repetition rate. At repetition rate of 1 kHz and 
pump pulse duration of 250 µs output pulse energy is as high as 10 µJ, and threshold pump 
energy is 200 µJ (pump power is 0.85 W). It is important to note that nearly 3-times larger 
pump energy is required to produce the same output energy in traditional bulk microchip 
laser without waveguide but with the same other parameters (the OC and YAG:Cr4+ 
transmittances, the cavity length). Time profile of the Q-switch pulse posses a single pick 
shape without any additional shoulder at the pulse tail for investigated repetition rates (Fig 
23). Pulse duration was found to be 1 ns (FWHM) for entire investigated repetition rate range. 
 
 

 
 

Fig. 21. Scheme of laser setup. 

 

 
Fig. 22. Near field image of pump emission taken at OC location. 
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Fig. 21. Scheme of laser setup. 

 

 
Fig. 22. Near field image of pump emission taken at OC location. 
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Fig. 23. Oscilloscope trace of a Q-switch pulse. 

7. Conclusion 
Micro-modification by means of femtosecond laser pulses is an effective tool for fabrication 
of low threshold and efficient waveguide lasers in YAG crystals. A beam with elliptical cross 
section is very effective tool for femtosecond inscription of depressed cladding waveguides 
in a low repetition rate regime. The technique is flexible for waveguide inscription with 
cross section of a predetermined shape. Both MPA and electron plasma absorptions are 
responsible for energy deposition and refractive index modification in YAG crystals. The 
presence of doping ions facilitates smart modification of crystal structure without optical 
damage and, as a result, refractive index change is not accompanied by disintegration of a 
crystal lattice during femtosecond laser inscription.  
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Fig. 23. Oscilloscope trace of a Q-switch pulse. 
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1. Introduction    
With the rapid development of short pulse lasers, femtosecond (fs) lasers have been used in 
technologies such as materials modification (Vorobyev & Guo, 2008), micromachining (Liu 
et al., 1997; Gattass & Mazur, 2008), and surface patterning (Miyaji & Miyazaki, 2008). 
However, details on energy absorption, heat dissipation, and phase transformation during 
the initial excitation of these intense pulses are poorly understood, despite their importance 
in determining the final microstructure and morphology of the laser-processed materials. 
Scientifically, intense laser pulses drive materials into highly non-equilibrium states, which 
provide us new opportunities in studying the fundamental properties of these states. By 
carefully controlling the relaxation of the excited materials, it is also possible to create novel 
metastable structures. 
Before we can achieve these goals, we need a detailed knowledge on how materials respond 
to these intense pulses. This is a non-trivial task since the optical, thermodynamics and 
transport properties can change drastically upon intense laser irradiation. In this chapter, we 
summarize our recent works on Ag to illustrate some of the complexities involved in both 
heat transport and absorption at laser fluencies near the melting and ablation threshold. We 
observe significant heat confinement and absorption enhancement at high laser fluences. 
These differences derive mainly from the excitation of d-band electrons at high electron 
temperatures, which significantly changes the electronic properties, although many of the 
details remain poorly understood. From a more applied consideration, we show that by 
using fs-pulses, we are able to confine melting and ablation to the very top layers of the 
materials, which has important implications for pulsed laser deposition of ultra-thin layers 
and micromachining. Furthermore, we demonstrate that by utilizing the ultrafast quenching 
of the surface layer after laser excitations, we can create a pure metallic liquid at a 
temperature as low as 0.6 Tm, where Tm is the melting temperature of the metal. This degree 
of undercooling has not been achieved by other experimental techniques in pure metals and 
the transformation kinetics of this far-from-equilibrium state is not well-understood. Indeed, 
our results show that classical solidification theories cannot explain the experimental results 
and new atomistic mechanisms are needed in order to explain the measured kinetics.  
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observe significant heat confinement and absorption enhancement at high laser fluences. 
These differences derive mainly from the excitation of d-band electrons at high electron 
temperatures, which significantly changes the electronic properties, although many of the 
details remain poorly understood. From a more applied consideration, we show that by 
using fs-pulses, we are able to confine melting and ablation to the very top layers of the 
materials, which has important implications for pulsed laser deposition of ultra-thin layers 
and micromachining. Furthermore, we demonstrate that by utilizing the ultrafast quenching 
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2. Non-linear heating by a single laser pulse 
Before we discuss the heat transport and phase transformation in noble metals irradiated by fs-
lasers, we first need to consider how heat is absorbed by the materials during a single pulse 
irradiation. This is not a simple problem because, for a high intensity pulse with a finite width, 
the electrons excited by the early part of the pulse can alter significantly the reflectance during 
the latter part of the pulse. This integral effect makes the total absorbed energy depends not 
only on the transient reflectivity of the materials, but also on the pulse duration and the laser 
fluence. There are numerous time-resolved measurements on reflectivity changes in metals 
induced by fs-laser (see e.g. Norris et al., 2003; Eesley, 1983; Tas & Maris, 1994), but most of 
these studies are performed at relatively low excitations. Absorption measurements have been 
done at very high fluencies for studying the dynamics of electrons in the plasma state 
(Milchberg et al., 1988; Cerchez et al., 2008) and the energy that resides in the sample after laser 
ablation (Vorobyev & Guo, 2004). However, at a more moderate excitation, where processes 
such as melting and desorption occur, the change in absorption can still be significant, but they 
are often neglected. In the following, we summarize our absorption measurements in noble 
metals and show that excitation of d-band electrons significantly changes the optical properties 
of the materials, and therefore, the total energy absorbed. Knowing the actual amount of 
energy that is absorbed by the materials is important, for example, in determining how much 
materials can be melted by a single laser pulse.  

2.1 Heat absorption measured by calorimetry 
Instead of measuring the transient optical properties of the metals, we choose to measure 
the energy absorbed by the samples directly, using calorimetry method. A laser pulse with a 
wavelength of 800 nm and FWHM pulse duration of 140 fs was used to excite the sample. 
The same laser system was used for experiments described in the remainder of this chapter. 
The samples were 400 nm-thick metal thin films sputter deposited on a Si substrate. We 
thermally isolated the sample from the surrounding by holding the sample with a very fine 
(0.001”) thermocouple wire. This allows us to measure the temperature change of the 
sample induced by the laser pulses before the heat is dissipated to the surrounding. Figure 
1(a) shows a schematic of the setup. The absorption coefficient A(f), defined  as the absorbed 
energy divided by the incident energy, can be determined analytically by measuring the 
temperature change as a function of time. The detailed analysis can be found in (Chan et al., 
2009a). Here, we discuss only our main results.  
Figure 1(b) shows the A(f) as a function of incident energy (solid square) for Ag. For 
comparison, the peak fluence f of the pulses is shown on the top axis. At low fluences, the 
measured A(f) agrees well with the optical absorption calculated using the dielectric 
constant of Ag, which is ≈ 0.014. However, at higher incident energies, A(f) deviates 
significantly from this theoretical absorption. Furthermore, since the measured A(f) 
represents the average absorption coefficient over the entire Gaussian beam. Spatially, at the 
center of the laser beam, the fluence is much higher. Therefore, the actual absorption 
coefficient a(f) at the center of the pulse can be much more sensitive to the change in the 
fluence as compared to A(f). Mathematically, the actual a(f) can be related to the measured 
A(f) by: 
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where r is the radial distance from the center of the pulse. For a Gaussian beam profile, a(f) 
can be solved analytically (Chan et al., 2009b) and the calculated a(f) is shown as the solid 
line in Fig. 1(b). We note that near the melting threshold (~ 0.4 J cm-2), the actual absorbed 
energy can be 4 times as high as the absorption predicted by the optical constants of Ag.  
 

             
                                           (a)                                                                              (b) 

Fig. 1. (a) Schematics of the calorimetry setup. (b) The absorption coefficient as a function of 
laser incident energy in Ag. (Figure reprinted from Chan et al., 2009a) 

2.2 Physical origin of the increase in absorption 
In noble metals, the optical properties in the visible range can be described by the Drude 
model of free electrons (Pines, 1999). In this model, the reflectivity depends on the electron 
scattering rate, which decreases with an increase in the scattering rate. The abrupt increase in 
the optical absorption in Fig. 1(b) can be explained by a sudden increase in the electron 
scattering rate. Using the band structure of Ag (Fuster et al., 1990) and assuming the electrons 
maintain a Fermi-Dirac distribution, it can be shown that the fluence where the absorption 
begins to increase corresponds to the excitation of the d-band electrons. Furthermore, we note 
that the conducting s-electrons are scattered far more strongly by d-band holes compared to 
other s-electrons.  Indeed, the s-d electron scattering rate is ≈ 2 orders of magnitudes higher 
than the s-s electron scattering rate (Mott, 1936; Baber, 1937). As the d-holes are created, 
therefore, the electron-scattering time shortens significantly. This results in an abrupt increase 
in the energy absorption, as observed in our calorimetry experiment.  
According to the above picture, there should not be a comparable increase in the absorption 
in noble metals that already have a significant number of d-band holes at room temperature. 
To create such a sample, for instance, we can dope Ag with transition metals to create 
“doped“d-band holes (Coles & Taylor, 1962). We conduct absorption experiments on dilute 
Ag alloys doped with a few atomic percent of Pt. The results are shown in Fig. 2. The 
absorption coefficient a(f) is determined from the experimentally measured A(f) using Eq. 
(1). To provide a direct comparsion of the laser-induced d-band holes and the doped d-band 
holes, we plot a(f) as a function of absorbed fluence. The population of the excited d-band 
holes (for Ag) can be estimated for a given absorbed fluence by assuming the electrons 
maintain a Fermi-Dirac distribution. They are shown as verticle lines in Fig. 2.   
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where r is the radial distance from the center of the pulse. For a Gaussian beam profile, a(f) 
can be solved analytically (Chan et al., 2009b) and the calculated a(f) is shown as the solid 
line in Fig. 1(b). We note that near the melting threshold (~ 0.4 J cm-2), the actual absorbed 
energy can be 4 times as high as the absorption predicted by the optical constants of Ag.  
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laser incident energy in Ag. (Figure reprinted from Chan et al., 2009a) 

2.2 Physical origin of the increase in absorption 
In noble metals, the optical properties in the visible range can be described by the Drude 
model of free electrons (Pines, 1999). In this model, the reflectivity depends on the electron 
scattering rate, which decreases with an increase in the scattering rate. The abrupt increase in 
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maintain a Fermi-Dirac distribution, it can be shown that the fluence where the absorption 
begins to increase corresponds to the excitation of the d-band electrons. Furthermore, we note 
that the conducting s-electrons are scattered far more strongly by d-band holes compared to 
other s-electrons.  Indeed, the s-d electron scattering rate is ≈ 2 orders of magnitudes higher 
than the s-s electron scattering rate (Mott, 1936; Baber, 1937). As the d-holes are created, 
therefore, the electron-scattering time shortens significantly. This results in an abrupt increase 
in the energy absorption, as observed in our calorimetry experiment.  
According to the above picture, there should not be a comparable increase in the absorption 
in noble metals that already have a significant number of d-band holes at room temperature. 
To create such a sample, for instance, we can dope Ag with transition metals to create 
“doped“d-band holes (Coles & Taylor, 1962). We conduct absorption experiments on dilute 
Ag alloys doped with a few atomic percent of Pt. The results are shown in Fig. 2. The 
absorption coefficient a(f) is determined from the experimentally measured A(f) using Eq. 
(1). To provide a direct comparsion of the laser-induced d-band holes and the doped d-band 
holes, we plot a(f) as a function of absorbed fluence. The population of the excited d-band 
holes (for Ag) can be estimated for a given absorbed fluence by assuming the electrons 
maintain a Fermi-Dirac distribution. They are shown as verticle lines in Fig. 2.   
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At low Pt concentrations, the laser-induced d-band holes seem to be equivalent to the d-
band holes produced by alloying. As shown by the dotted line, the absorption at low 
fluences of the 2.7 % alloy is similar to the absorption of Ag at an absorbed fluence that can 
create ≈ 3% d-band holes. This particularly good agreement is probably somewhat 
fortuitous, considering that the laser-induced d-band holes are not physically the same as 
doped holes even though their effects can be similar. In addition, the calculated number of 
laser-induced d-band holes is the number of holes after the entire pulse is absorbed; the 
number of holes within the pulse duration will probably be less. Nevertheless, Fig. 2 
suggests that the nature of the two kinds of holes is similar. For the fluence dependence, 
similar to Ag, the 2.7% alloy shows an increase in absorption at higher fluences. For the 8% 
alloy, we do not see a measurable increase in absorption. This simply illustrates that for a 
sample that already has a significant number of d-band holes, the laser fluence has little 
effect on increasing the overall optical absorption. 

 
Fig. 2. Optical absorption as a function of absorbed fluence for diluted Ag alloys. The 
vertical lines represent the calculated population of laser-induced d-band holes. (Figure 
reprinted from Chan et al., 2009a) 
From the above measurements, we can see that the optical absorption can vary significantly 
with the laser fluence. This is because electron bands under the Fermi-level, which normally 
remain filled at low excitations, can be excited at higher laser fluences. This significantly 
changes the optical response of the materials. We have qualitatively explained this 
absorption change by d-band excitation in Ag. Unfortunately, formulating a more 
quantitative model is challenging, even for simple materials such as noble metals. This is 
because our understanding on electron properties at these high excitations is limited.  

3. Ultrafast melting in silver 
The strong excitation of electrons not only changes the optical properties of the materials, 
but also the transport properties. The transport properties of these excited electrons 
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determine how heat is dissipated from the initially excited region. This in turn controls how 
much materials is heated up and, in some cases, transformed to a different phase in the 
regions within and beyond the excitation depth of the laser. Technologically, fs-lasers are 
believed to be better tools for laser-machining and materials modification compared to ps- 
or ns-lasers. This is because the faster heating of fs lasers results in a better heat confinement 
near the surface region. In the other words, it creates less damage to materials beyond the 
optical absorption depth of the laser. Understanding the heat deposition profile after fs-laser 
irradiation is critical to these applications. However, the heat dissipation mechanisms are 
difficult to measure and still poorly understood. 
In this section, we present our recent measurements on the melting dynamics of Ag. We 
measure the melt-depth as a function of time. The melting dynamics cannot be explained by 
the well-known transport properties of noble metals. More specifically, the melt-region is 
much shallower than what is predicted by the hot electron transport properties of Ag. 
Additional heat confining mechanisms are needed to explain the observed dynamics. As we 
have mentioned, the d-band electrons, even though they are ≈ 3 eV below the Fermi level in 
Ag, can be excited at high fluences. They affect the electron transport properties and the 
observed melting dynamics. 

3.1 Measurements on the propagation of the melt-front into a superheated solid 
To measure the depth of melt as a function of time after laser excitation, we performed time-
resolved optical third harmonic (TH) generation measurements. Optical TH generation is 
extinct in an isotropic phase (e.g. liquid) but usually not in a crystalline phase (Butcher & 
Cotter, 1990). This gives us large measurement contrast between the two phases. The 
experimental details and the calibration methods can be found in (Chan et al., 2008). Here, 
we will briefly summarize the experimental method. 
All the measurements were done on single crystal Ag (001) grown on MgO substrates. 
Optical pump-probe experiment was done to determine the melt-depth as a function of 
time. A pump pulse was first used to excite the solid and a time-delayed probe beam with a 
beam diameter 10 times smaller than the pump pulse was used to determine the melt-depth 
at the center of the pump pulse. The intensity of TH generation from the sample surface, 
which induced by the probe pulse, was measured using a sensitive CCD camera. Ultra-fast 
melting usually creates a continuous liquid layer on top of the solid phase. Since the liquid 
phase does not generate TH light, the depth of the melt d(t) can be related to the normalized 
intensity I through the exponential relationship: 
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where dI and dIII are the extinction depths of the fundamental and TH light. The 3 in the 
exponential term arises from the cubic dependence of the TH signal on the probe laser 
intensity. Equation (2) neglects the difference in the dielectric constant between the liquid 
and solid phase. This, however, is a good approximation for metals such as Ag, for which 
the two phases have a very similar dielectric constants (Miller, 1969). The combined 
extinction depth (3/dI+1/dIII)-1 for high laser fluences is not known apriori, but we measured 
it separately in our control experiment with multilayer films with known thicknesses. 



 Coherence and Ultrashort Pulse Laser Emission 

 

546 

At low Pt concentrations, the laser-induced d-band holes seem to be equivalent to the d-
band holes produced by alloying. As shown by the dotted line, the absorption at low 
fluences of the 2.7 % alloy is similar to the absorption of Ag at an absorbed fluence that can 
create ≈ 3% d-band holes. This particularly good agreement is probably somewhat 
fortuitous, considering that the laser-induced d-band holes are not physically the same as 
doped holes even though their effects can be similar. In addition, the calculated number of 
laser-induced d-band holes is the number of holes after the entire pulse is absorbed; the 
number of holes within the pulse duration will probably be less. Nevertheless, Fig. 2 
suggests that the nature of the two kinds of holes is similar. For the fluence dependence, 
similar to Ag, the 2.7% alloy shows an increase in absorption at higher fluences. For the 8% 
alloy, we do not see a measurable increase in absorption. This simply illustrates that for a 
sample that already has a significant number of d-band holes, the laser fluence has little 
effect on increasing the overall optical absorption. 

 
Fig. 2. Optical absorption as a function of absorbed fluence for diluted Ag alloys. The 
vertical lines represent the calculated population of laser-induced d-band holes. (Figure 
reprinted from Chan et al., 2009a) 
From the above measurements, we can see that the optical absorption can vary significantly 
with the laser fluence. This is because electron bands under the Fermi-level, which normally 
remain filled at low excitations, can be excited at higher laser fluences. This significantly 
changes the optical response of the materials. We have qualitatively explained this 
absorption change by d-band excitation in Ag. Unfortunately, formulating a more 
quantitative model is challenging, even for simple materials such as noble metals. This is 
because our understanding on electron properties at these high excitations is limited.  

3. Ultrafast melting in silver 
The strong excitation of electrons not only changes the optical properties of the materials, 
but also the transport properties. The transport properties of these excited electrons 

Heat Absorption, Transport and Phase Transformation  
in Noble Metals Excited by Femtosecond Laser Pulses   

 

547 

determine how heat is dissipated from the initially excited region. This in turn controls how 
much materials is heated up and, in some cases, transformed to a different phase in the 
regions within and beyond the excitation depth of the laser. Technologically, fs-lasers are 
believed to be better tools for laser-machining and materials modification compared to ps- 
or ns-lasers. This is because the faster heating of fs lasers results in a better heat confinement 
near the surface region. In the other words, it creates less damage to materials beyond the 
optical absorption depth of the laser. Understanding the heat deposition profile after fs-laser 
irradiation is critical to these applications. However, the heat dissipation mechanisms are 
difficult to measure and still poorly understood. 
In this section, we present our recent measurements on the melting dynamics of Ag. We 
measure the melt-depth as a function of time. The melting dynamics cannot be explained by 
the well-known transport properties of noble metals. More specifically, the melt-region is 
much shallower than what is predicted by the hot electron transport properties of Ag. 
Additional heat confining mechanisms are needed to explain the observed dynamics. As we 
have mentioned, the d-band electrons, even though they are ≈ 3 eV below the Fermi level in 
Ag, can be excited at high fluences. They affect the electron transport properties and the 
observed melting dynamics. 

3.1 Measurements on the propagation of the melt-front into a superheated solid 
To measure the depth of melt as a function of time after laser excitation, we performed time-
resolved optical third harmonic (TH) generation measurements. Optical TH generation is 
extinct in an isotropic phase (e.g. liquid) but usually not in a crystalline phase (Butcher & 
Cotter, 1990). This gives us large measurement contrast between the two phases. The 
experimental details and the calibration methods can be found in (Chan et al., 2008). Here, 
we will briefly summarize the experimental method. 
All the measurements were done on single crystal Ag (001) grown on MgO substrates. 
Optical pump-probe experiment was done to determine the melt-depth as a function of 
time. A pump pulse was first used to excite the solid and a time-delayed probe beam with a 
beam diameter 10 times smaller than the pump pulse was used to determine the melt-depth 
at the center of the pump pulse. The intensity of TH generation from the sample surface, 
which induced by the probe pulse, was measured using a sensitive CCD camera. Ultra-fast 
melting usually creates a continuous liquid layer on top of the solid phase. Since the liquid 
phase does not generate TH light, the depth of the melt d(t) can be related to the normalized 
intensity I through the exponential relationship: 

 
⎥
⎥
⎦

⎤

⎢
⎢
⎣

⎡
⎟⎟
⎠

⎞
⎜⎜
⎝

⎛
+−=

IIII dd
tdtI 13)(exp)(  (2) 

where dI and dIII are the extinction depths of the fundamental and TH light. The 3 in the 
exponential term arises from the cubic dependence of the TH signal on the probe laser 
intensity. Equation (2) neglects the difference in the dielectric constant between the liquid 
and solid phase. This, however, is a good approximation for metals such as Ag, for which 
the two phases have a very similar dielectric constants (Miller, 1969). The combined 
extinction depth (3/dI+1/dIII)-1 for high laser fluences is not known apriori, but we measured 
it separately in our control experiment with multilayer films with known thicknesses. 
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Fig. 3. Normalized TH generation as a function of delay time for a 200 nm Ag film. The axis 
on the right shows the corresponding melt depth. The melting can be divided into two 
stages: (I) initial melting due to transfer of energy from electron to phonon; (II) propagation 
of the melting front into the superheat solid. The dotted line represents a melting speed of 
350 m s-1. (Figure reprinted from Chan et al., 2008) 
Figure 3 plots the melt-depth as a function of time at two different pump fluences. The data 
are plotted on a semi-log scale. According to Eq. (2), the slopes of the curves represent the 
velocities of the melt-crystal interface. The calculated melt-depth is shown on the axis on the 
right. The melting can be roughly divided into two stages. In the first stage, rapid melting 
occurs within first 5 ps. This corresponds to the electron-phonon coupling time in Ag 
(Ernstorfer et al., 2007; Lin et al., 2008b); i.e. time needed for the excited electrons to transfer 
the energy to the cold lattice. Following the initial fast melting, the melt-front propagates 
steadily into the bulk at a velocity ≈ 350 m s-1 (the slope for this velocity is shown as the 
dashed line in Fig. 3) for another 25 ps. The combined maximum melt-depth for both stages 
is ≈ 25-30 nm, which occurs at t ≈ 30 ps. Then, the melt resolidifed with much slower 
dynamics (the solidifcation kinetics will be addressed in Sec. 4). 
A more surprising result is the melt-depth as a function of laser fluences for experiments 
performed on Ag films with different thicknesses. The results are shown in Fig. 4. We note that 
non-equilibrium electrons excited by the laser can carry heat away from the optical extinction 
depth before they couple to the phonons. This measurement characterizes the dynamics of 
these ‘hot’ electrons. Similar ideas have been used in (Suarez et al., 1995; Bonn et al. 2000) to 
study the fast electron transport at lower fluences. For the results represented in Fig. 4, we fix 
the delay time at 25 ps (onset before resolidification occurs) and measure the TH intensity as a 
function of pump fluence. The film does not melt until a threshold is reached. The amount of 
melt then increases approximately linearly with respect to the additional fluence. The 
threshold for melting and the amount of melt remains nearly independent of film thickness, 
until the thickness falls below 100 nm.  Since heat transport across the Ag-MgO interface is 
negligible in 25 ps, the melting threshold should start to decrease when the film thickness falls 
below the depth of heat deposition. Therefore, the result indicates that at t = 25 ps, most of the 
heat is confined within the top 50 - 100 nm of the Ag. 
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Fig. 4. TH generation as a function of pump fluence for different film thicknesses. The delay 
time is fixed at 25 ps. (Figure reprinted from Chan et al., 2008) 

Experiments performed at lower fluencies (where d-band electrons are not excited) have 
indicated that hot electrons can carry heat a few times deeper than what we observe here via 
the so-call ballistic transport (Suarez et al., 1995; Bonn et al. 2000). Therefore, when the 
fluence is high enough to induce melting, the electron transport must change significantly to 
produce the heat confinment observed in Fig. 4. 

3.2 Heat transport mechanisms 
In order to understand what aspects of the heat transport can create the spatial confinement 
following, we use a two temperature model (TTM) to model the thickness dependences 
observed in Fig. 4. TTM (Anisimov et al., 1974) is a standard technique to model the 
evolution of electron and phonon temperatures. The details of our TTM can be found in 
(Chan et al., 2008) and will not be discussed here. Note that the model is not aimed at being 
rigorous for the first few ps after the excitations since such a treatment on the electron 
transport with d-band excitation that includes the consideration of non-equilibrium 
electrons, is beyond the scope of this chapter. The model described here is used to estimate 
the amount of heat confinement induced by excited d-band holes and to explore possible 
heat confining mechanisms.  
It has been reported in other studies that the excitation of d-band electrons changes the 
electron heat capacity and electron-phonon coupling constant by an order of magnitude at 
high electron temperatures (Lin et al., 2008b). First, we include these effects into our TTM, 
but do not account for the effects of d-band excitation on electron transports. This result is 
shown as solid-squares in Fig. 5, which plots the maximum melt-depth as a function of film 
thickness at a given laser fluence.  The experimental results are shown as solid-circles for 
comparison. We see that this model highly underestimates the melt-depth in the thick films. 
It also predicts that the melt-depth decreases significantly with an increase in film thickness. 
This contradicts to the experiment in which the melt-depth does not change significantly for 
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occurs within first 5 ps. This corresponds to the electron-phonon coupling time in Ag 
(Ernstorfer et al., 2007; Lin et al., 2008b); i.e. time needed for the excited electrons to transfer 
the energy to the cold lattice. Following the initial fast melting, the melt-front propagates 
steadily into the bulk at a velocity ≈ 350 m s-1 (the slope for this velocity is shown as the 
dashed line in Fig. 3) for another 25 ps. The combined maximum melt-depth for both stages 
is ≈ 25-30 nm, which occurs at t ≈ 30 ps. Then, the melt resolidifed with much slower 
dynamics (the solidifcation kinetics will be addressed in Sec. 4). 
A more surprising result is the melt-depth as a function of laser fluences for experiments 
performed on Ag films with different thicknesses. The results are shown in Fig. 4. We note that 
non-equilibrium electrons excited by the laser can carry heat away from the optical extinction 
depth before they couple to the phonons. This measurement characterizes the dynamics of 
these ‘hot’ electrons. Similar ideas have been used in (Suarez et al., 1995; Bonn et al. 2000) to 
study the fast electron transport at lower fluences. For the results represented in Fig. 4, we fix 
the delay time at 25 ps (onset before resolidification occurs) and measure the TH intensity as a 
function of pump fluence. The film does not melt until a threshold is reached. The amount of 
melt then increases approximately linearly with respect to the additional fluence. The 
threshold for melting and the amount of melt remains nearly independent of film thickness, 
until the thickness falls below 100 nm.  Since heat transport across the Ag-MgO interface is 
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Fig. 4. TH generation as a function of pump fluence for different film thicknesses. The delay 
time is fixed at 25 ps. (Figure reprinted from Chan et al., 2008) 

Experiments performed at lower fluencies (where d-band electrons are not excited) have 
indicated that hot electrons can carry heat a few times deeper than what we observe here via 
the so-call ballistic transport (Suarez et al., 1995; Bonn et al. 2000). Therefore, when the 
fluence is high enough to induce melting, the electron transport must change significantly to 
produce the heat confinment observed in Fig. 4. 

3.2 Heat transport mechanisms 
In order to understand what aspects of the heat transport can create the spatial confinement 
following, we use a two temperature model (TTM) to model the thickness dependences 
observed in Fig. 4. TTM (Anisimov et al., 1974) is a standard technique to model the 
evolution of electron and phonon temperatures. The details of our TTM can be found in 
(Chan et al., 2008) and will not be discussed here. Note that the model is not aimed at being 
rigorous for the first few ps after the excitations since such a treatment on the electron 
transport with d-band excitation that includes the consideration of non-equilibrium 
electrons, is beyond the scope of this chapter. The model described here is used to estimate 
the amount of heat confinement induced by excited d-band holes and to explore possible 
heat confining mechanisms.  
It has been reported in other studies that the excitation of d-band electrons changes the 
electron heat capacity and electron-phonon coupling constant by an order of magnitude at 
high electron temperatures (Lin et al., 2008b). First, we include these effects into our TTM, 
but do not account for the effects of d-band excitation on electron transports. This result is 
shown as solid-squares in Fig. 5, which plots the maximum melt-depth as a function of film 
thickness at a given laser fluence.  The experimental results are shown as solid-circles for 
comparison. We see that this model highly underestimates the melt-depth in the thick films. 
It also predicts that the melt-depth decreases significantly with an increase in film thickness. 
This contradicts to the experiment in which the melt-depth does not change significantly for 
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Fig. 5. Melt-depth as a function of film thickness at delay time equals to 25 ps. The 
experimental points (black-circles) are determined from Fig. 4, at fluence = 0.45 J cm-2 (the 
vertical dashed line in Fig. 4). For the TTM calculation, the absorbed fluence is fixed at 0.025 
J cm-2. The modeling parameters used are: green-line with squares – no enhancement in e-e 
scattering rate from d-band holes [C = 0 in Eq. (3)]; red-line with crosses – enhancement in e-
e scattering modeled by Eq. (3), with C = 150; orange-line with open circles – C = 1500; blue-
lines with triangles – C = 150, with the addition of an effective interface impedance G (see 
the text). Only G = 5 and 8 GW m-2 K-1 are shown. (Figure reprinted from Chan et al., 2008) 

film thickness larger than 100 nm. This discrepancy is caused by neglecting the d-band 
excitation on thermal transport, which causes significant heat confinement. The 
overestimated heat conductivity allows heat to dissipate quickly from the surface region to 
the deeper region of the film, which reduces the overall melt-depth. 
In Sec. 2, we have mentioned that the presence of d-band holes can increase the electron 
scattering rate. To account for the effect of d-band holes on electron scattering, we add the 
contribution of s-d scattering to the total scattering rate by the following phenomenological 
relationship: 

 [ ])(10, elheeee TCNAA += . (3) 

In this equation, Aee,0 is the e-e scattering coefficient in the low temperature limit, which for 
Ag  is 0.13 m MW-1 (MacDonald & Geldart, 1980). Nh is the number of d-band holes per 
atom, which is determined by integrating the Fermi distribution. The constant C represents 
the ratio of the s-d electron scattering rate to the s-s electron scattering rate; we roughly 
estimate that C = 150, based on Aee being about 2 orders of magnitudes larger in Ni than in 
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Ag (Mott, 1936; Baber, 1937). The TTM result with the inclusion of this reduced electron 
conductivity is shown as crosses in Fig. 5. Although the new results agree much better with 
the experiments, it still underestimates the melt-depth at larger film thicknesses. Increasing 
the constant C by another order of magnitude (open-circle) does not significantly change the 
result. An additional heat confinement mechanism is needed to explain the experimental 
data. 
We explore possible additional mechanisms that can create the heat confinement necessary 
to explain the experimental results using the TTM; we do this by adding a thermal interface 
impedance. This is rationalized by recognition of the sharp interface that is created by the d-
band excitations in the surface region. Since a large temperature gradient exists over a 
distance that is small compared to the electron mean free path, λ, of Ag [e.g. λ ≈ 50 nm at RT 
(Kittle, 2005)], electron conductance on the ‘cold’ side of the interface can be overestimated 
in the above TTM. In other words, the excited d-band electrons should have influence on κel 
in the un-excited region, extending to a distance on the order of λ. A similar argument for 
non-local heat transport has been employed previously in (Mahan & Claro, 1988) to describe 
the reduction in phonon conductivity when the curvature in the temperature depth profile 
is large. We place the interface at a depth of 20 nm and assume its conductance varies 
inversely with the number of d-band holes. Since the number of d-band holes increases 
approximately linearly with electron temperature Te above some critical temperature (≈ 4000 
K), we take the interface conductance as 10000×G/(Ts-4000), where Ts is the surface 
temperature and G is a fitting constant with the unit of interface conductance. In the first 3-4 
ps, Ts falls from around 15,000 K to a temperature below 4,000 K. Therefore, the interface is 
only active during stage I, shown in Fig. 3. We vary G from 2 to 12 GW m-2 K-1. The melt-
depth as a function of film thickness is shown in Fig. 5 (blue-lines with triangles). The 
prediction of the model agrees well with the experiment for G ≈ 5 – 8 GW m-2 K-1. For 
comparison, we note that the conductance of Cu-Al interface is 4 GW m-2 K-1 (Gundrum et 
al., 2005), and a conductance of 8 GW m-2 K-1 effectively reduces electron conductivity in a 
50 nm-thick region in Ag by half. Therefore, the scattering of the conducting electrons by the 
d-band holes explains the heat confinement observed in experiments. 

3.3 Melting dynamics and its implications  
After the cooling down of the excited d-band holes (the end of stage I), the surface region is 
highly superheated. The melt-front continues to travel into the superheated solid but at the 
same time, heat is lost to deeper regions and the melting eventually stops. These dynamics 
result in the stage II melting as depicted in Fig. 3.  To understand the melting dynamics in 
this stage, we plot the isotherms in the sample in which the phonon temperature Tp equals 
to 1234 K (the melting temperature Tm of Ag) and 1620 K as a function of time in Fig. 6. For 
regions in the sample for which Tp > 1620 K, we assume that they melt immediately because 
there is no energy barrier to melting. This treatment is consistent to the observations in MD 
simulations, which show that metals melt homogenously for Tp > 1.2 Tm (Ivanov et al., 2007; 
Delogu 2006). The actual position of the melt-front is therefore within the two isotherms. 
Note that the constant temperature contours can retract to the surface as the sample cools 
down, but the melting-front should only move forward and eventually stop when the 
temperature of the front is less than Tm. For reference, we include the experimentally 
measured velocity (≈ 350 m s-1) as the dotted line in Fig. 6. The melting stops as the 
temperature of the front falls below Tm, which occurs at t ≈ 20-25 ps. This is consistent with 
the experiment in which the melting continues until t ≈ 30 ps. 



 Coherence and Ultrashort Pulse Laser Emission 

 

550 

 
Fig. 5. Melt-depth as a function of film thickness at delay time equals to 25 ps. The 
experimental points (black-circles) are determined from Fig. 4, at fluence = 0.45 J cm-2 (the 
vertical dashed line in Fig. 4). For the TTM calculation, the absorbed fluence is fixed at 0.025 
J cm-2. The modeling parameters used are: green-line with squares – no enhancement in e-e 
scattering rate from d-band holes [C = 0 in Eq. (3)]; red-line with crosses – enhancement in e-
e scattering modeled by Eq. (3), with C = 150; orange-line with open circles – C = 1500; blue-
lines with triangles – C = 150, with the addition of an effective interface impedance G (see 
the text). Only G = 5 and 8 GW m-2 K-1 are shown. (Figure reprinted from Chan et al., 2008) 

film thickness larger than 100 nm. This discrepancy is caused by neglecting the d-band 
excitation on thermal transport, which causes significant heat confinement. The 
overestimated heat conductivity allows heat to dissipate quickly from the surface region to 
the deeper region of the film, which reduces the overall melt-depth. 
In Sec. 2, we have mentioned that the presence of d-band holes can increase the electron 
scattering rate. To account for the effect of d-band holes on electron scattering, we add the 
contribution of s-d scattering to the total scattering rate by the following phenomenological 
relationship: 

 [ ])(10, elheeee TCNAA += . (3) 

In this equation, Aee,0 is the e-e scattering coefficient in the low temperature limit, which for 
Ag  is 0.13 m MW-1 (MacDonald & Geldart, 1980). Nh is the number of d-band holes per 
atom, which is determined by integrating the Fermi distribution. The constant C represents 
the ratio of the s-d electron scattering rate to the s-s electron scattering rate; we roughly 
estimate that C = 150, based on Aee being about 2 orders of magnitudes larger in Ni than in 
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Ag (Mott, 1936; Baber, 1937). The TTM result with the inclusion of this reduced electron 
conductivity is shown as crosses in Fig. 5. Although the new results agree much better with 
the experiments, it still underestimates the melt-depth at larger film thicknesses. Increasing 
the constant C by another order of magnitude (open-circle) does not significantly change the 
result. An additional heat confinement mechanism is needed to explain the experimental 
data. 
We explore possible additional mechanisms that can create the heat confinement necessary 
to explain the experimental results using the TTM; we do this by adding a thermal interface 
impedance. This is rationalized by recognition of the sharp interface that is created by the d-
band excitations in the surface region. Since a large temperature gradient exists over a 
distance that is small compared to the electron mean free path, λ, of Ag [e.g. λ ≈ 50 nm at RT 
(Kittle, 2005)], electron conductance on the ‘cold’ side of the interface can be overestimated 
in the above TTM. In other words, the excited d-band electrons should have influence on κel 
in the un-excited region, extending to a distance on the order of λ. A similar argument for 
non-local heat transport has been employed previously in (Mahan & Claro, 1988) to describe 
the reduction in phonon conductivity when the curvature in the temperature depth profile 
is large. We place the interface at a depth of 20 nm and assume its conductance varies 
inversely with the number of d-band holes. Since the number of d-band holes increases 
approximately linearly with electron temperature Te above some critical temperature (≈ 4000 
K), we take the interface conductance as 10000×G/(Ts-4000), where Ts is the surface 
temperature and G is a fitting constant with the unit of interface conductance. In the first 3-4 
ps, Ts falls from around 15,000 K to a temperature below 4,000 K. Therefore, the interface is 
only active during stage I, shown in Fig. 3. We vary G from 2 to 12 GW m-2 K-1. The melt-
depth as a function of film thickness is shown in Fig. 5 (blue-lines with triangles). The 
prediction of the model agrees well with the experiment for G ≈ 5 – 8 GW m-2 K-1. For 
comparison, we note that the conductance of Cu-Al interface is 4 GW m-2 K-1 (Gundrum et 
al., 2005), and a conductance of 8 GW m-2 K-1 effectively reduces electron conductivity in a 
50 nm-thick region in Ag by half. Therefore, the scattering of the conducting electrons by the 
d-band holes explains the heat confinement observed in experiments. 

3.3 Melting dynamics and its implications  
After the cooling down of the excited d-band holes (the end of stage I), the surface region is 
highly superheated. The melt-front continues to travel into the superheated solid but at the 
same time, heat is lost to deeper regions and the melting eventually stops. These dynamics 
result in the stage II melting as depicted in Fig. 3.  To understand the melting dynamics in 
this stage, we plot the isotherms in the sample in which the phonon temperature Tp equals 
to 1234 K (the melting temperature Tm of Ag) and 1620 K as a function of time in Fig. 6. For 
regions in the sample for which Tp > 1620 K, we assume that they melt immediately because 
there is no energy barrier to melting. This treatment is consistent to the observations in MD 
simulations, which show that metals melt homogenously for Tp > 1.2 Tm (Ivanov et al., 2007; 
Delogu 2006). The actual position of the melt-front is therefore within the two isotherms. 
Note that the constant temperature contours can retract to the surface as the sample cools 
down, but the melting-front should only move forward and eventually stop when the 
temperature of the front is less than Tm. For reference, we include the experimentally 
measured velocity (≈ 350 m s-1) as the dotted line in Fig. 6. The melting stops as the 
temperature of the front falls below Tm, which occurs at t ≈ 20-25 ps. This is consistent with 
the experiment in which the melting continues until t ≈ 30 ps. 
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Fig. 6. Constant temperature contours at 1234 K and 1620 K calculated by TTM. In stage I 
melting, the solid melt homogenously along the T = 1620 K contour. In stage II, the melt-
front propagates within these two contours. (Figure reprinted from Chan et al., 2008) 

One of the interesting observations worth mention here is that during the stage II, when 
heat is transported away from a thin surface region (< 30 nm),  a strong decoupling occurs 
between the phonon and electron system. This produces a situation characterized by ‘hot’ 
phonons and ‘cold’ electrons at the surface region, in contrast to ‘hot’ electrons and ‘cold’ 
phonons observed in stage I. To rationalize this interesting phenomenon, we note that heat 
is mainly carried away by the electrons. The heat from the hot phonons at the surface is first 
transferred to the electrons. Then, the heat is transported to the deeper regions by electrons.  
Hence, the rate of heat removal can be limited by the slow electron-phonon coupling of Ag. 
The decoupling can readily be observed from the results of the TTM. For example, in a 200 
nm thick film, electron temperature Te at the surface is just ≈ 100 K higher than Te at back for 
t > 5 ps, regardless of the larger temperature difference (up to 1000K) in Tp. While different 
transport processes are included implicitly in the TTM, we can illustrate the phenomenon 
more clearly by calculating the effective conductance for heat carried away from a hot 
region of thickness h through electron Gel and phonon Gph.  The effective heat conductance 
for phonons, by dimensional analysis, is equal to κp /h (κp is phonon heat conductance). A 
thinner surface hot layer (i.e., smaller h) implies a steeper temperature gradient, which 
increases the effective heat conductance. 
The conductance for electrons is more complicated. Heat must first be transferred from 
phonons in the hot surface layer to electrons, and it is carried away by electrons through 
diffusion. The transfer of heat back into the phonon system in the cold region is not the rate 
limiting process, assuming the cold reservoir is always much thicker than the hot region. 
The first step depends on the e-p coupling constant g and is proportional to the thickness of 
the hot layer. The conductance for this step is Gel-ep =gh. The conductance for the second step 
(electron diffusion) is Gel-d =κel/h. The conductance of electrons is the combination of the two 
conductances in series, which is given by 
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Normally Gel-ep >> Gel-d, which gives Gel  ≈ Gel-d. However, for small h and g, Gel-ep can be small 
enough such that it will dominate the heat transport. In our case, taking h = 25 nm yields Gel-

d ≈ 16 GW m-2 K-1, Gel-ep ≈ 0.9 GWm-2K-1. It is thus clear that Gel is limited by e-p coupling and 
its value, calculated by Eq. (4) is 0.85 GW m-2 K-1. In addition, this small value of Gel is the 
same order of magnitude as the phonon conductance Gph. Using κp in our model, we find Gph 
= 0.27 GW m-2 K-1. Although Gph is still smaller than Gel, it is no longer negligible as most 
studies have assumed. The phonon conduction, moreover, becomes increasingly more 
important as h falls below 25 nm.  
The above behaviors should be general to other noble metals (Cu and Au) that have 
electronic structures similar to Ag. To summarize, the above analysis on Ag allows us to 
estimate the amount of materials that can be melted by fs-laser pulses before ablation 
occurs. This is important to applications such as micromachining where a precise control on 
the laser damaging depth is needed. For the group of noble metals discussed, the excitation 
of d-band electrons in stage I limits the depth of the initial heat deposition to approximately 
the optical absorption depth of the material. Subsequently, transport of heat by electrons 
from the excited region in stage II is limited by the weak e-p coupling. Although this 
limitation lengthens the melt lifetime, it is ineffective in increasing the total melt-depth, 
since most of the heat removed from the surface layer is evenly redistributed over the 
remainder of the film, i.e., a large temperature drops in the hot region is compensated by a 
small temperature rise in the cold region. Increasing the laser fluence does not increase the 
melt-depth appreciably since the extra energy results in ablation before the heat can spread 
into the bulk. For example, we have found that in our MD simulations, a Cu lattice becomes 
unstable at Tp ≈ 4000 K (i.e. ablation will occur). Since the surface phonon temperature in our 
TTM calculation already reaches 2000 K and the heat confinement increases non-linearly as 
the laser fluence increases, we estimate that the maximum melt thickness is not larger than 
30-40 nm before ablation becomes significant.  
For comparison, we note that the above scenario can be much different if the effects of d-
band excitation on thermal conductivity are not taken into account. The predicted melt-
depth can be 3-5 times larger before the onset of ablation if the transport properties of noble 
metals at lower fluencies are used to model the melting dynamics.  

4. Solidification of deeply-quenched melts 
In the last part of this chapter, we will discuss the use of fs-laser pulses to study the ultrafast 
solidification dynamics of undercooled liquid Ag. This serves as an example in which we 
can use fs-lasers to produce a highly non-equilibrium phase. Furthermore, the time-resolved 
relaxation dynamics of the undercooled liquid can be studied quantitatively. Our 
experimental results do not agree with classical solidification theories (Chalmers, 1964), but 
are consistent with recent results from MD simulation. The MD simulation shows that a 
defect mechanism can describe the solidification behavior in a highly undercooled melt 
(Ashkenazy & Averback, 2007). 
Quenching a pure metal into its glassy state has been a challenge to materials scientists over 
the last few decades (Turnbull & Cech, 1950). Two common ways to achieve this is either by 
removing the heterogeneous nucleation sites or by quenching the metals fast enough such 
that solidification does not have enough time to take place. Using traditional techniques, a 
pure metal can at most be quenched to ≈ 0.8 Tm because of its extremely fast solidification 
kinetics. Ultrafast lasers provide a new way to achieve this goal because it can confine the 
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Fig. 6. Constant temperature contours at 1234 K and 1620 K calculated by TTM. In stage I 
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phonons and ‘cold’ electrons at the surface region, in contrast to ‘hot’ electrons and ‘cold’ 
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is mainly carried away by the electrons. The heat from the hot phonons at the surface is first 
transferred to the electrons. Then, the heat is transported to the deeper regions by electrons.  
Hence, the rate of heat removal can be limited by the slow electron-phonon coupling of Ag. 
The decoupling can readily be observed from the results of the TTM. For example, in a 200 
nm thick film, electron temperature Te at the surface is just ≈ 100 K higher than Te at back for 
t > 5 ps, regardless of the larger temperature difference (up to 1000K) in Tp. While different 
transport processes are included implicitly in the TTM, we can illustrate the phenomenon 
more clearly by calculating the effective conductance for heat carried away from a hot 
region of thickness h through electron Gel and phonon Gph.  The effective heat conductance 
for phonons, by dimensional analysis, is equal to κp /h (κp is phonon heat conductance). A 
thinner surface hot layer (i.e., smaller h) implies a steeper temperature gradient, which 
increases the effective heat conductance. 
The conductance for electrons is more complicated. Heat must first be transferred from 
phonons in the hot surface layer to electrons, and it is carried away by electrons through 
diffusion. The transfer of heat back into the phonon system in the cold region is not the rate 
limiting process, assuming the cold reservoir is always much thicker than the hot region. 
The first step depends on the e-p coupling constant g and is proportional to the thickness of 
the hot layer. The conductance for this step is Gel-ep =gh. The conductance for the second step 
(electron diffusion) is Gel-d =κel/h. The conductance of electrons is the combination of the two 
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enough such that it will dominate the heat transport. In our case, taking h = 25 nm yields Gel-

d ≈ 16 GW m-2 K-1, Gel-ep ≈ 0.9 GWm-2K-1. It is thus clear that Gel is limited by e-p coupling and 
its value, calculated by Eq. (4) is 0.85 GW m-2 K-1. In addition, this small value of Gel is the 
same order of magnitude as the phonon conductance Gph. Using κp in our model, we find Gph 
= 0.27 GW m-2 K-1. Although Gph is still smaller than Gel, it is no longer negligible as most 
studies have assumed. The phonon conduction, moreover, becomes increasingly more 
important as h falls below 25 nm.  
The above behaviors should be general to other noble metals (Cu and Au) that have 
electronic structures similar to Ag. To summarize, the above analysis on Ag allows us to 
estimate the amount of materials that can be melted by fs-laser pulses before ablation 
occurs. This is important to applications such as micromachining where a precise control on 
the laser damaging depth is needed. For the group of noble metals discussed, the excitation 
of d-band electrons in stage I limits the depth of the initial heat deposition to approximately 
the optical absorption depth of the material. Subsequently, transport of heat by electrons 
from the excited region in stage II is limited by the weak e-p coupling. Although this 
limitation lengthens the melt lifetime, it is ineffective in increasing the total melt-depth, 
since most of the heat removed from the surface layer is evenly redistributed over the 
remainder of the film, i.e., a large temperature drops in the hot region is compensated by a 
small temperature rise in the cold region. Increasing the laser fluence does not increase the 
melt-depth appreciably since the extra energy results in ablation before the heat can spread 
into the bulk. For example, we have found that in our MD simulations, a Cu lattice becomes 
unstable at Tp ≈ 4000 K (i.e. ablation will occur). Since the surface phonon temperature in our 
TTM calculation already reaches 2000 K and the heat confinement increases non-linearly as 
the laser fluence increases, we estimate that the maximum melt thickness is not larger than 
30-40 nm before ablation becomes significant.  
For comparison, we note that the above scenario can be much different if the effects of d-
band excitation on thermal conductivity are not taken into account. The predicted melt-
depth can be 3-5 times larger before the onset of ablation if the transport properties of noble 
metals at lower fluencies are used to model the melting dynamics.  

4. Solidification of deeply-quenched melts 
In the last part of this chapter, we will discuss the use of fs-laser pulses to study the ultrafast 
solidification dynamics of undercooled liquid Ag. This serves as an example in which we 
can use fs-lasers to produce a highly non-equilibrium phase. Furthermore, the time-resolved 
relaxation dynamics of the undercooled liquid can be studied quantitatively. Our 
experimental results do not agree with classical solidification theories (Chalmers, 1964), but 
are consistent with recent results from MD simulation. The MD simulation shows that a 
defect mechanism can describe the solidification behavior in a highly undercooled melt 
(Ashkenazy & Averback, 2007). 
Quenching a pure metal into its glassy state has been a challenge to materials scientists over 
the last few decades (Turnbull & Cech, 1950). Two common ways to achieve this is either by 
removing the heterogeneous nucleation sites or by quenching the metals fast enough such 
that solidification does not have enough time to take place. Using traditional techniques, a 
pure metal can at most be quenched to ≈ 0.8 Tm because of its extremely fast solidification 
kinetics. Ultrafast lasers provide a new way to achieve this goal because it can confine the 
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melt in a very few surface region (10s of nm) while keeping the remainders of the sample 
cold. As we will see below, quenching rates as fast as 5×1012 K s-1 can be achieved.  
There have been some earlier attempts to use ps or ns lasers to undercool liquids.  However, 
in the ps-laser studies (MacDonald et al., 1989; Agranat et al., 1999), only resolidification 
time can be measured quantitatively. Important parameters such as surface temperature and 
solidification velocity remain unknown. In the ns-laser studies, the pulses are too long and a 
thick layer of materials can be heated up within the pulse duration. Hence, no significant 
undercooling can be achieved (Tsao et al., 1986; Smith & Aziz, 1994). In our current 
experiment with fs-lasers, we are able to quench the liquid with large undercooling and 
measure the solidification velocity quantitatively using the optical TH generation described 
above. The undercooling temperature is modeled by TTM with a high accuracy. As a result, 
we can measure the solidification velocity as a function of temperature down to ≈ 0.6 Tm. 

4.1 Ultrafast quenching and solidification of undercooled liquid 
Single crystals Ag grown on MgO substrates were used in the experiment. The details of the 
experiments can be found in (Chan et al., 2009b). A schematics diagram for the experiment 
is shown in Fig. 7. A thin layer of Ag is melted by the fs-laser pulse. The optical TH 
generation technique discussed in Sec. 3.1 was used to measure the position of the crystal-
melt interface as a function of time. The rate of resolidification depends on the undercooling 
of the liquid Ag. The degree of undercooling during solidification can be readily controlled 
by simply changing the thickness of the thin films, which will be discussed below. 
  

 
Fig. 7. A schematic of the experiment setup. The pump beam, which is ≈ 10 times larger in 
size than the probe beam, is used to melt the Ag. Optical TH generation is used to measure 
the thickness d of the liquid layer. The cooling rate is controlled by varying the thickness of 
the Ag layer. (Figure reprinted from Chan et al., 2009b) 

Figure 8 shows the results for three Ag films with different film thicknesses. After the initial 
melting, the TH intensity recovers steadily for t > 50 ps, which represents resolidification of 
the liquid phase. The slope of the solid line represents the average interfacial velocity vave. 
The solidification process is completed by t ≈ 200 - 300 ps. The signal does not fully recover 
at t ≈ 1 ns, but it does so, however, before t ≈ 1 s. We attribute the degradation in signal at t = 
1 ns to the production of quenched-in defects (primarily vacancies) during solidification, 
such defects have been observed in MD simulations (Lin et al., 2008a).  
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Note that the solidification velocity varies with the film thicknesses. The conductance of 
heat through the thin Ag film is much faster than through the Ag-MgO interface and the 
MgO substrate. During the solidification, therefore, the heat spreads rapidly across the 
entire Ag film, but only a small amount of heat can transport across the Ag-MgO interface. 
Larger undercoolings (or low temperatures) are thus achieved in thicker films. 

 
Fig. 8. The TH signal as a function of time measured for samples with three different 
thicknesses of the Ag layer. The converted melt-depth is shown on the axis on the right. The 
average resolidification velocity is indicated by the solid-lines. (Figure reprinted from Chan 
et al., 2009b) 

We determine the temperature of the crystal-melt interface using TTM. For the solidification 
process, since the electronic system has already restored the Fermi-Dirac distribution, the 
TTM model is aimed at determining the interface temperatures with high accuracy. The 
details of the model can be found in (Chan et al., 2009b). Here, we note that the parameter in 
the model that has the strongest effect on the calculated temperatures is the total energy 
initially absorbed by the samples. Instead of modeling this parameter, we have measured it 
directly using the calorimetry setup discussed in Sec. 2. Figure 9 shows the interface 
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the thickness d of the liquid layer. The cooling rate is controlled by varying the thickness of 
the Ag layer. (Figure reprinted from Chan et al., 2009b) 
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temperature as a function of time for different film thicknesses. By combining the average 
temperature determined from the TTM and the vave found in experiment, we can plot the 
solidification velocity as a function of temperature, which is shown in Fig. 10. 

 
Fig. 9. The interface temperature as a function of time. The arrows indicate the end of the 
solidification. The average temperatures over the whole period of solidification are indicated 
by the solid-symbols on the left. The error bars above (below) the symbols represent the mean 
deviations from the average temperature during the period with temperatures above (below) 
the average temperature. (Figure reprinted from Chan et al., 2009b) 

The solidification velocity is also obtained as a function of temperature using MD simulation 
(Ashkenazy & Averback 2007; 2010); these data are shown in Fig. 9 as circles. The agreement 
between experiment and simulation is quite good; note that there are no adjustable 
parameters.  The velocity increases approximately linearly from Tm to 0.85 Tm, and then it 
becomes insensitive to temperature with further decrease in temperature. The long plateau 
observed in Fig. 10 explains why the experimental solidification velocity remains nearly 
constant as a function of time even though Fig. 9 shows that the crystal-melt interface 
temperature can vary by ≈ 200 – 300 K during solidification. 

4.2 Kinetics mechanisms for solidification 
Although continuum models for solidification have been developed for decades, none of 
these models have been experimentally verified in a pure metal at deep undercooling. This 
is mainly due to the difficulty in quenching a pure metallic liquid far below its melting 
point. The classical model assumes that the solidification rate in pure is controlled by 
collision-limited kinetics (MacDonald et al., 1989; Coriell & Turnbull, 1983; Broughton et al., 
1982). Furthermore, it is often accepted that there is no energy barrier for an atom to move 
across the liquid-solid interface. Under these assumptions, the velocity can be written as 

 ( )[ ]kT
m
kTCTv μΔ−−= exp13)( , (5) 
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where C is a geometric factor on the order of 1, m is the atomic mass and Δμ is the free 
energy difference between the solid and liquid phase. This relation is shown as the solid line 
in Fig. 9. Because of the weak (T)1/2 dependence, the velocity continues to increase until T < 
0.3 Tm; this clearly disagrees with the experimental and simulation data shown in Fig. 10.  

 
Fig. 10. Solidification velocities verse the temperatures. The experimental data (squares) 
show reasonable agreement to the MD simulations (triangles). However, it clearly deviates 
from the collision-limited model (the blue solid line). If we assume the motion of the atom 
across the liquid-solid interface is thermally activated (with an activation barrier = 0.12 eV), 
the predicted velocity is shown as the orange line (dashed-line). (Figure reprinted from 
Chan et al., 2009b) 
If a barrier exists in the energy landscape for an atom to move from the liquid to the solid, 
one can replace the square root term in Eq. (5) by an exponential term Aexp(-E/kT) (Frenkel, 
1946), where E represents the barrier height. By setting E = 0.12eV and A = 1300 m s-1, 
indicated by the orange (dashed) line in Fig. 10, we see that above 600 K, the velocity agrees 
well with the MD simulation and the experimental data. The existence of an activation 
barrier, therefore, can explain why the solidification velocity reaches its maximum at a 
relatively high temperature. Such a barrier, however, indicates that the velocity should 
diminish at lower temperatures, which disagrees with the MD simulations. We note that in 
Ag the glass transition temperature Tg ≈ 600K. The discrepancy between the continuum 
models and the MD data perhaps suggests that the solidification mechanisms for the liquid 
and glass states may be very different.  
Our recent MD simulation (Chan et al., 2010) shows that atoms at the interface transform 
into the crystalline phase cooperatively instead of individually as assumed in the classical 
models. In our simulations, the transformation is often induced by 1 or 2 atoms making 
exceptional long jumps, the nearest neighbors surrounding these atoms then transform into 
the crystalline phase cooperatively. Interestingly, the magnitude and directionality of these 
long jumps is very similar to the motion of an interstitial defect in the crystalline phase.  
These observations agree with the model proposed earlier by Ashkenazy and Averback 
(Ashkenazy & Averback, 2007), in which the solidification kinetics is controlled by 
interstitial-like motions at the crystal-melt interface. To prove this model experimentally, we 
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one can replace the square root term in Eq. (5) by an exponential term Aexp(-E/kT) (Frenkel, 
1946), where E represents the barrier height. By setting E = 0.12eV and A = 1300 m s-1, 
indicated by the orange (dashed) line in Fig. 10, we see that above 600 K, the velocity agrees 
well with the MD simulation and the experimental data. The existence of an activation 
barrier, therefore, can explain why the solidification velocity reaches its maximum at a 
relatively high temperature. Such a barrier, however, indicates that the velocity should 
diminish at lower temperatures, which disagrees with the MD simulations. We note that in 
Ag the glass transition temperature Tg ≈ 600K. The discrepancy between the continuum 
models and the MD data perhaps suggests that the solidification mechanisms for the liquid 
and glass states may be very different.  
Our recent MD simulation (Chan et al., 2010) shows that atoms at the interface transform 
into the crystalline phase cooperatively instead of individually as assumed in the classical 
models. In our simulations, the transformation is often induced by 1 or 2 atoms making 
exceptional long jumps, the nearest neighbors surrounding these atoms then transform into 
the crystalline phase cooperatively. Interestingly, the magnitude and directionality of these 
long jumps is very similar to the motion of an interstitial defect in the crystalline phase.  
These observations agree with the model proposed earlier by Ashkenazy and Averback 
(Ashkenazy & Averback, 2007), in which the solidification kinetics is controlled by 
interstitial-like motions at the crystal-melt interface. To prove this model experimentally, we 
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need to quench the liquid below its glass transition temperature.  Currently, we are not able 
to achieve these deep undercoolings, but with more carefully designed experimental 
systems, more tunable laser systems, or advance characterization techniques such as time-
resolved diffraction, this goal appears within reach.  

5. Conclusion 
In this chapter, we have presented a comprehensive study on the heat absorption, transport, 
and phase transformation kinetics in Ag irradiated by fs-lasers. Although the current study 
is focused on Ag, but similar behaviors are expected to be observed in Cu and Au as well. 
We have shown that a lot of complexities on the optical and transport properties can arise at 
fluences close to the melting and ablation threshold. These complexities come from the 
excitation of electron bands that are below the Fermi level.  Although noble metals are 
among the most-studied materials, at these high excitations, many fundamental issues such 
as the relaxation of non-equilibrium hot electrons, the thermal transport under extremely 
high temperature gradients, and the dynamics of superheated solid are still not well-
resolved.  We can expect similar complex situations can be found in other transition metals 
as well.   
We also demonstrated that by the using of fs-lasers, we can induce ultrafast quenching in 
Ag and measure the transformation kinetics of the undercooled liquid quantitatively.  This 
only serves as one of the examples in which we can use fs-laser to drive materials into 
structurally unstable phases. With the rapid development of the laser technologies and time-
resolved characterization techniques, we can study phases that are inaccessible before. This 
not only improves our understanding of materials under extreme environments, but also 
provides us new ways to create metastable materials that have novel structural and 
electronic properties. 
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1. Introduction 
The technical development of ultrashort laser pulses covering infrared to extreme ultraviolet 
has opened a door to study the photo-induced dynamic physical and chemical processes. By 
using an optical excitation at a particular wavelength, exotic states can be trigged coherently 
in atoms, molecules, clusters as well as complex condensed systems. The evolution of 
excited states then can be imaged in the real-time domain by subsequent single or trains of 
pulse. This laser pump-probe technique features an unprecedented spatial and temporal 
resolution, thus not only allows us a fundamental insight into the microscopic ultrafast 
dynamics, but also brings about a potential of selective controlling on the microstructures at 
atomic scale (Krausz & Ivanov, 2009). 
In this chapter, a recent advance of soft x-ray laser speckle pump-probe measurement on 
barium titanate (BaTiO3) is reviewed, with primary concerns on the theoretical description 
of the photo-matter interaction and photo-induced relaxation dynamics in the crystal. Here, 
the observed time-dependent speckle pattern is theoretically investigated as a correlated 
optical response to the pump and probe pulses. The scattering probability is calculated 
based on a model with coupled soft x-ray photon and ferroelectric phonon mode of BaTiO3. 
It is found that the speckle variation is related with the relaxation dynamics of ferroelectric 
clusters created by the pump pulse. Additionally, a critical slowing down of cluster 
relaxation arises on decreasing temperature towards the paraelectric-ferroelectric transition 
temperature. Relation between the critical slowing down, local dipole fluctuation and 
crystal structure are revealed by a quantum Monte Carlo simulation.  
This chapter is organized as follows. In Section 1, the properties ferroelectric material and 
experimental techniques are introduced. The theoretical model and methods are elaborated 
in Section 2. In Section 3, the numerical results on speckle correlation, relaxation dynamics 
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of polarization cluster and critical slowing down are discussed in details. In Section 4, a 
summary with conclusion is presented finally. 

1.1 General properties of BaTiO3 
As a prototype of the ferroelectric perovskite compounds, BaTiO3 undergoes a transition 
from paraelectric cubic to ferroelectric tetragonal phase at Curie temperature Tc=395 K. As 
schematically shown in Fig. 1, above Tc, the geometric centers of the Ti4+, Ba2+ and O2- ions 
coincide, giving rise to a non-polar lattice. Below Tc, the unit cell is elongated along the c axis 
with a ratio c/a~1.01. The Ti4+ and Ba2+ ions are displaced from their geometric centers with 
respect to the O2- ions, to give a net polarity to the lattice. The formation of spontaneous 
polarization by the displacement of ions is along one of the [001] directions in the original 
cubic structure. Thus, below Tc, there are two kinds of ferroelectric domain developed with 
mutually perpendicular polarization (Yin et al., 1006). The paraelectric-ferroelectric phase 
transition and domain induced static surface corrugation have been well resolved by the 
means of atomic force microscopy (Hamazaki et al., 1995), scanning probe microscopy (Pang 
et al., 1998), neutron scattering (Yamada et al., 1969), and polarizing optical microscopy 
(Mulvmill et al., 1996). 
 

Ti4+

Ba2+

O2-

(a) (b)  
Fig. 1. The crystal structure of BaTiO3 (a) below the Curie temperature the structure is 
tetragonal with Ba2+ and Ti4+ ions displaced relative to O2- ions; (b) above the Curie 
temperature the cell is cubic. 
Ferroelectric materials have a variety of functional capabilities in the electronic devices, 
which include non-volatile memory, high permittivity capacitor, actuator and insulator for 
field-effect transistor (Polla et al., 1998). Application of ferroelectric materials has attracted a 
great deal of attention in recent years to enhance the performance of implementation. This 
requires a comprehensive knowledge concerning the behaviours of ferroelectrics at the 
nanoscale, such as the roles of strain, deploarization fields, domain configurations and 
motions. Besides, there is also an increased demand to understand the mechanism of 
paraelectric-ferroelectric phase transition. In the case of BaTiO3, it is generally considered 
that the transition is a classic displacive soft-mode type, which is driven by the anharmonic 
lattice dynamics (Harada et al., 1971; Migoni et al., 1976). However, recent studies have also 
suggested that there might be an order-disorder instability which coexists with the 
displacive transition (Zalar et al., 2003; Völkel & Müller, 2007), making this issue still 
controversial to date. 
The nature of the phase transition is believed to be unveiled in the precursor phenomena. 
For BaTiO3, this is the emergence of dipole fluctuations with regional uniform alignments, 
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i.e. the polarization clusters (Takagi & Ishidate, 2000). While, it is still not clear how these 
polarization fluctuations condense into long range ferroelectric correlations as temperature 
decreases. Therefore, it is of great significance to directly observe the creation and evolution 
of polarization cluster in the vicinity of Tc. 

1.2 Experimental methodology 
Since the aforementioned conventional time-average-based measurements cannot be 
applied to detect the ultrafast transient status of dipole clusters, the diffraction speckle 
pattern of BaTiO3 crystal captured by the picosecond soft x-ray laser has turned out to be an 
efficient way. 
 

Double x -ray pulse

Focusing mirror

Soft x-ray beam splitter

Delay pulse generator
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X-ray laser pulse

Sample
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X-ray streak camera

Time delay
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Optical shutter

Speckle chamber

X-ray laser chamber

 
Fig. 2. Schematic diagram of soft x-ray speckle pump-probe spectroscopy system using a 
Michelson type delay pulse generator and a soft x-ray streak camera. All the optical 
components are set in a vacuum (~10−4 Pa). The delay time of the second x-ray pulse from 
the first one can be manipulated by changing the delay path length between the beam 
splitter and x-ray mirror. 
Speckle is the random granular pattern produced when a coherent light is scattered off a 
rough surface. It carries information of the specimen surface, for the intensity and contrast 
of the speckle image vary with the roughness of surface being illuminated (May, 1977). 
Numerous approaches have been devised to identify surface profiles by either the speckle 
contrast or the speckle correlation method (Goodman, 2007). Recent application of pulsed 
soft x-ray laser has improved the temporal and spatial resolution to a scale of picosecond 
and nanometer. By this means, dynamics of surface polarization clusters of BaTiO3 across 
the Curie temperature has been observed (Tai et al., 2002; Tai et al., 2004), which paves a 
new way to study the paraelectric-ferroelectric phase transition. 
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Very recently, Namikawa (Namikawa et al., 2009) study the polarization clusters in BaTiO3 
at above Tc by the plasma-based x-ray laser speckle measurement in combination with the 
technique of pump probe spectroscopy. In this experiment, as shown in Fig. 2, two 
consecutive soft x-ray laser pulses with wavelength of 160 Å and an adjustable time 
difference are generated coherently by a Michelson type beam splitter (Kishimoto et al., 
2010). After the photo excitation by the pump pulse, ferroelectric clusters of nano scale are 
created in the paraelectric BaTiO3 and tends to be smeared out gradually on the way back to 
the equilibrium paraelectric state. This relaxation of cluster thus can be reflected in the 
variation of speckle intensity of the probe pulse as a function of its delay time from the first 
pulse. It has been observed that the intensity of speckle pattern decays as the delay time 
increases. Moreover, the decay rate also decreases upon approaching Tc, indicating a critical 
slowing down of the cluster relaxation time. Hence, by measuring the correlation between 
two soft x-ray laser pulses, the real time relaxation dynamics of polarization clusters in 
BaTiO3 is clearly represented. In comparison with other time-resolved spectroscopic study 
on BaTiO3, for example the photon correlation spectroscopy with visible laser beam (Yan et 
al., 2008), Namikawa's experiment employs pulsed soft x-ray laser as the light source. For 
this sake, the size of photo-created ferroelectric cluster is reduced to a few nanometers, and 
the cluster relaxation time is at a scale of picosecond. This measurement, thus, uncovers new 
critical properties of the ultrafast relaxation dynamics of polarization clusters. 

2. Theoretical model and methods 
In this and next sections, we examine the newly reported novel behaviours of ferroelectric 
cluster observed by Namikawa from a theoretical point of view, aiming to provide a basis 
for understanding the critical nature of BaTiO3. Theoretically, the dynamics of a system can 
be adequately described by the linear response theory, i.e., to express the dynamic quantities 
in terms of time correlation functions of the corresponding dynamic operators. In general, 
the path integral quantum Monte Carlo method is computationally feasible to handle the 
quantum many body problems, for it allows the system to be treated without making any 
approximation. However, simulation on real time dynamics with Monte Carlo method is 
still an open problem in computational physics because of the formidable numerical cost of 
path summation which grows exponentially with the propagation time. The common 
approach to circumvent this problem is to perform imaginary time path integration 
followed by analytic continuation, and to compute the real time dynamic quantities using 
Fourier transformation. In the present study, the real time correlation functions and real 
time dependence of speckle pattern are investigated following this scheme (Ji et al., 2009). 

2.1 Model Hamiltonian 
Theoretical interpretations for structural phase transition and domain wall dynamics have 
be well established in the framework of Krumhansl-Schrieffer model (also known as φ4 
model) (Krumhansl & Schrieffer, 1975; Aubry, 1975; Schneider & Stoll, 1978; Savkin et al., 
2002). In this model, the particles are subject to anharmonic on-site potentials and harmonic 
inter-site couplings. The on-site potential is represented as a polynomial form of the order 
parameter such as polarization, displacement, or elasticity, which displays a substantial 
change around Tc. Since the φ4 model is only limited to second-order transitions, in the 
present work we invoke a modified Krumhansl-Schrieffer model (also called φ6 model) 
(Morris & Gooding, 1990; Khare & Saxena, 2008) to study the first-order ferroelectric phase 
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transition of BaTiO3. In this scenario, the Hamiltonian of BaTiO3 crystal (≡Hf) is written as 
(here we let ћ=1), 
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where,  U0 and Ui are the on-site potential and inter-site correlation, respectively. Ql is the 
coordinate operator for the electric dipole moment due to a shift of titanium ions against 
oxygen ions, i.e., the T1u transverse optical phonon mode. ω0 is the dipole oscillatory 
frequency, l labels the site, and <l,l’> in Eq. (3) enumerates the nearest neighboring pairs. 
In order to describe the optical response of BaTiO3 due to x-ray scattering, we design a 
theoretical model to incorporate the radiation field and a weak interplay between radiation 
and crystal. The total Hamiltonian reads, 

 pffp HHHH ++= , (4) 

 ∑ +=
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Eq. (5) represents the polarized light field, where +
ka  ( ka ) is the creation (annihilation) 

operator of a photon with a wave number k and an energy Ωk, and c is the light velocity in 
vacuum. In Namikawa's experiment, the wave length of x-ray is 160 Å, thus the photon 
energy is about 80 eV. Denoting the odd parity of T1u mode, the photon-phonon scattering is 
of a bi-linear Raman type, 

 ∑
−−−−

+

+
=

kqq
qqqqqkqkpf QQaa

N
VH

,', ''
2222

, (6) 

where V is the photon-phonon coupling strength, Qq (≡N-1/2Σl e-iqlQl) the Fourier component 
of Ql with a wave number q. Without losing generalitivity, here we use a simple cubic 
lattice, and the total number of lattice site is N. 

2.2 Optical response to pump and probe photons 
Since there are two photons involved in the scattering, the photon-phonon scattering 
probability can be written as, 

 ∑
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where 

 ( ) ( )HβHβ ee −−= TrTr /  (8) 
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technique of pump probe spectroscopy. In this experiment, as shown in Fig. 2, two 
consecutive soft x-ray laser pulses with wavelength of 160 Å and an adjustable time 
difference are generated coherently by a Michelson type beam splitter (Kishimoto et al., 
2010). After the photo excitation by the pump pulse, ferroelectric clusters of nano scale are 
created in the paraelectric BaTiO3 and tends to be smeared out gradually on the way back to 
the equilibrium paraelectric state. This relaxation of cluster thus can be reflected in the 
variation of speckle intensity of the probe pulse as a function of its delay time from the first 
pulse. It has been observed that the intensity of speckle pattern decays as the delay time 
increases. Moreover, the decay rate also decreases upon approaching Tc, indicating a critical 
slowing down of the cluster relaxation time. Hence, by measuring the correlation between 
two soft x-ray laser pulses, the real time relaxation dynamics of polarization clusters in 
BaTiO3 is clearly represented. In comparison with other time-resolved spectroscopic study 
on BaTiO3, for example the photon correlation spectroscopy with visible laser beam (Yan et 
al., 2008), Namikawa's experiment employs pulsed soft x-ray laser as the light source. For 
this sake, the size of photo-created ferroelectric cluster is reduced to a few nanometers, and 
the cluster relaxation time is at a scale of picosecond. This measurement, thus, uncovers new 
critical properties of the ultrafast relaxation dynamics of polarization clusters. 

2. Theoretical model and methods 
In this and next sections, we examine the newly reported novel behaviours of ferroelectric 
cluster observed by Namikawa from a theoretical point of view, aiming to provide a basis 
for understanding the critical nature of BaTiO3. Theoretically, the dynamics of a system can 
be adequately described by the linear response theory, i.e., to express the dynamic quantities 
in terms of time correlation functions of the corresponding dynamic operators. In general, 
the path integral quantum Monte Carlo method is computationally feasible to handle the 
quantum many body problems, for it allows the system to be treated without making any 
approximation. However, simulation on real time dynamics with Monte Carlo method is 
still an open problem in computational physics because of the formidable numerical cost of 
path summation which grows exponentially with the propagation time. The common 
approach to circumvent this problem is to perform imaginary time path integration 
followed by analytic continuation, and to compute the real time dynamic quantities using 
Fourier transformation. In the present study, the real time correlation functions and real 
time dependence of speckle pattern are investigated following this scheme (Ji et al., 2009). 

2.1 Model Hamiltonian 
Theoretical interpretations for structural phase transition and domain wall dynamics have 
be well established in the framework of Krumhansl-Schrieffer model (also known as φ4 
model) (Krumhansl & Schrieffer, 1975; Aubry, 1975; Schneider & Stoll, 1978; Savkin et al., 
2002). In this model, the particles are subject to anharmonic on-site potentials and harmonic 
inter-site couplings. The on-site potential is represented as a polynomial form of the order 
parameter such as polarization, displacement, or elasticity, which displays a substantial 
change around Tc. Since the φ4 model is only limited to second-order transitions, in the 
present work we invoke a modified Krumhansl-Schrieffer model (also called φ6 model) 
(Morris & Gooding, 1990; Khare & Saxena, 2008) to study the first-order ferroelectric phase 
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transition of BaTiO3. In this scenario, the Hamiltonian of BaTiO3 crystal (≡Hf) is written as 
(here we let ћ=1), 
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where,  U0 and Ui are the on-site potential and inter-site correlation, respectively. Ql is the 
coordinate operator for the electric dipole moment due to a shift of titanium ions against 
oxygen ions, i.e., the T1u transverse optical phonon mode. ω0 is the dipole oscillatory 
frequency, l labels the site, and <l,l’> in Eq. (3) enumerates the nearest neighboring pairs. 
In order to describe the optical response of BaTiO3 due to x-ray scattering, we design a 
theoretical model to incorporate the radiation field and a weak interplay between radiation 
and crystal. The total Hamiltonian reads, 

 pffp HHHH ++= , (4) 
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Eq. (5) represents the polarized light field, where +
ka  ( ka ) is the creation (annihilation) 

operator of a photon with a wave number k and an energy Ωk, and c is the light velocity in 
vacuum. In Namikawa's experiment, the wave length of x-ray is 160 Å, thus the photon 
energy is about 80 eV. Denoting the odd parity of T1u mode, the photon-phonon scattering is 
of a bi-linear Raman type, 
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where V is the photon-phonon coupling strength, Qq (≡N-1/2Σl e-iqlQl) the Fourier component 
of Ql with a wave number q. Without losing generalitivity, here we use a simple cubic 
lattice, and the total number of lattice site is N. 

2.2 Optical response to pump and probe photons 
Since there are two photons involved in the scattering, the photon-phonon scattering 
probability can be written as, 
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means the expectation, β(≡1/kBT) is the inverse temperature, and the time dependent 
operators are defined in the Heisenberg representation, 

 ( ) itH itHO t e Oe−= , (9) 

Here, t denotes the time difference between two incident laser pulses as manifested in Fig. 3, 
and k0 the wave number of incoming photon. After a small time interval Δ, the photon is 
scattered out of the crystal. k1 and 0k′  are the wave numbers of the first and second outgoing 
photons, respectively. 
 

0 Δ t t+Δ

k0 k0k1 k '1

time
 

Fig. 3. Pulse sequence in an x-ray laser speckle experiment. The pump and probe pulses of k0 
creates and detects ferroelectric clusters in the sample of paraelectric BaTiO3, respectively, 
and generate new x-ray fields in the direction k1 and 0k′  after a short time interval Δ. 

Treating pfH as a perturbation, we separate Hamiltonian of Eq. (4) as, 

 pfHHH += 0 , (10) 

where 

 fp HHH +=0 , (11) 

is treated as the unperturbed Hamiltonian. By expanding the time evolution operator in Eq. 
(9) with respect to pfH , 
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we find that the lowest order terms which directly depend on t are of fourth order, 
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where the operators with carets are defined in the interaction representation, 

 00 itHitH OeetO −=)(ˆ . (14) 

Fig. 4 represents a diagram analysis for this phonon-coupled scattering process, where 
photons (phonons) are depicted by the wavy (dashed) lines, and the upper (lower) 
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horizontal time lines are corresponding to the bra (ket) vectors (Nasu, 1994). Diagram (a) 
illustrates the changes of wave number and energy of photons due to the emitted or 
absorbed phonons. This is noting but the Stokes and anti-Stokes Raman scattering. Whereas, 
diagrams (b)-(f) are corresponding to the exchange, side band, rapid damping, rapid 
exchange and mutual damping effects, respectively. 
Obviously, diagram (c) brings no time dependence, while diagrams (d), (e) and (f) only 
contributes a rapid reduction to the time correlation of two laser pulses because of the 
duality in phonon interchange. In this sense, the time dependence is primarily determined 
by the diagrams (a) and (b). Thus, the scattering probability turns out to be, 
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where the photons and phonons are decoupled, and it becomes evident that the origin of the 
t-dependence is nothing but the phonon (dipole) correlation. 
Since the photonic part in Eq. (15) is actually time-independent, and in the case of forward 
x-ray scattering we have 110 kkk ′≈≈ , the normalized probability can be simplified as, 
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where 

 )(ˆ)(ˆ)( 02 qqq QtQTitG −−= , (17) 

is the real time Green's function of phonon, and T the time ordering operator. In deriving 
Eq. (16), we have also made use of the fact that the light propagation time in the crystal is 
rather short. The Fourier component of Green's function, 

 ∫
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is related to the phonon spectral function [≡Aq(ω)] through (Doniach & Sondheimer, 1998), 
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The phonon spectral function describes the response of lattice to the external perturbation, 
yielding profound information about dynamic properties of the crystal under investigation. 
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horizontal time lines are corresponding to the bra (ket) vectors (Nasu, 1994). Diagram (a) 
illustrates the changes of wave number and energy of photons due to the emitted or 
absorbed phonons. This is noting but the Stokes and anti-Stokes Raman scattering. Whereas, 
diagrams (b)-(f) are corresponding to the exchange, side band, rapid damping, rapid 
exchange and mutual damping effects, respectively. 
Obviously, diagram (c) brings no time dependence, while diagrams (d), (e) and (f) only 
contributes a rapid reduction to the time correlation of two laser pulses because of the 
duality in phonon interchange. In this sense, the time dependence is primarily determined 
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where the photons and phonons are decoupled, and it becomes evident that the origin of the 
t-dependence is nothing but the phonon (dipole) correlation. 
Since the photonic part in Eq. (15) is actually time-independent, and in the case of forward 
x-ray scattering we have 110 kkk ′≈≈ , the normalized probability can be simplified as, 
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where 
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is the real time Green's function of phonon, and T the time ordering operator. In deriving 
Eq. (16), we have also made use of the fact that the light propagation time in the crystal is 
rather short. The Fourier component of Green's function, 
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The phonon spectral function describes the response of lattice to the external perturbation, 
yielding profound information about dynamic properties of the crystal under investigation. 
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Once we get the spectral function, the scattering probability and correlation function can be 
readily derived. 
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Fig. 4. Double-sided Feynman diagrams for scattering process of photon with electric dipole 
moment (phonon). The photons and phonons are denoted by the wavy and dashed lines, 
respectively. In each diagram, the upper and lower horizontal time lines represent the bra 
and ket vectors, respectively. 

2.3 Dynamics of crystal 
A mathematically tractable approach to spectral function Aq(ω) is to introduce an imaginary 
time phonon Green's function, for it can be evaluated more easily than its real time 
counterpart. In the real space, the imaginary time Green's function is defined as, 

 )(ˆ)(ˆ)( 02 llll QτQTτG ′′′′ −≡ , (20) 
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where τ(≡it) is the argument for imaginary time (unless otherwise noted, we use Roman t for 
real time and Greek τ for imaginary time). The imaginary time dependence of an operator in 
the interaction representation is given by 

 00 HτiHτi OeeτO −=)(ˆ . (21) 

Under the weak coupling approximation, and by using the Suzuki-Trotter identity, the 
Green's function can be rewritten into a path integral form (here we assume τ>0) (Ji et al., 
2004), 
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where xl is the eigenvalue of Ql, 
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Фf(x) is the path-dependent phonon free energy, 
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and Ωf is the total phonon free energy, 
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−− = )(ΦΦ xββ ff eDxe . (26) 

In the path integral notation, the internal energy of crystal Ef (≡ fH  is represented as 
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from which the heat capacity can be derived as 
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The Green's function of momentum space is given by, 
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which is connected with the phonon spectral function Aq(ω) through (Bonča & Gubernatis, 
1996) 
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Fig. 4. Double-sided Feynman diagrams for scattering process of photon with electric dipole 
moment (phonon). The photons and phonons are denoted by the wavy and dashed lines, 
respectively. In each diagram, the upper and lower horizontal time lines represent the bra 
and ket vectors, respectively. 

2.3 Dynamics of crystal 
A mathematically tractable approach to spectral function Aq(ω) is to introduce an imaginary 
time phonon Green's function, for it can be evaluated more easily than its real time 
counterpart. In the real space, the imaginary time Green's function is defined as, 
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where τ(≡it) is the argument for imaginary time (unless otherwise noted, we use Roman t for 
real time and Greek τ for imaginary time). The imaginary time dependence of an operator in 
the interaction representation is given by 
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Under the weak coupling approximation, and by using the Suzuki-Trotter identity, the 
Green's function can be rewritten into a path integral form (here we assume τ>0) (Ji et al., 
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and Ωf is the total phonon free energy, 
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from which the heat capacity can be derived as 
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which is connected with the phonon spectral function Aq(ω) through (Bonča & Gubernatis, 
1996) 
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Solving this integral equation is a notoriously ill-posed numerical problem because of the 
highly singular nature of the kernel. In order to analytically continue the imaginary time 
data into real frequency information, specialized methods are developed, such as maximum 
entropy method (Skilling, 1984) and least squares fitting method (Yamazaki et al., 2003). Ji  
(Ji et al., 2004) develops an iterative fitting approach to derive the electron spectral function, 
which gives a rapid and stable convergence of the spectrum without using any prior 
knowledge or artificial parameter. In the present study, however, the phonon spectral 
function does not yield a specific sum rule like the case of electron, the iterative fitting 
method cannot be applied directly. For this sake, we have modified this method by a 
renormalized iteration algorithm (Ji et al., 2009). Details of the standard and renormalized 
iterative fitting methods can be found in Appendices 6.2 and 6.3, respectively. 

3. Numerical results and discussion 
3.1 Optical responses 
Based on the path integral formalisms, the imaginary time Green's function can be readily 
calculated via a standard quantum Monte Carlo simulation (Ji et al., 2004). Our numerical 
calculation is performed on a 10×10×10 cubic lattice with a periodic boundary condition. 
The imaginary time is discretized into 10-20 infinitesimal slices. As already noticed for the 
analytic continuation (Gubernatis et al., 1991), if the imaginary time Green's function is 
noisy, the uncertainty involved in the inverse transform might be very large, and the 
spectral function cannot be determined uniquely. In order to obtain accurate data from 
quantum Monte Carlo simulation, a hybrid algorithm (Ji et al., 2004) has been implemented 
in our calculation. This method is elaborated in the Appendix 6.1. Besides, we pick out each 
Monte Carlo sample after 100-200 steps to reduce the correlation between adjacent 
configurations. The Monte Carlo data are divided into 5-10 sets, from which the 95% 
confidence interval is estimated through 10,000 resampled set averages by the percentile 
bootstrap method. We found that about 1,000,000 Monte Carlo configurations are sufficient 
to get well converged spectral functions and real time dynamic quantities. 
In the numerical calculation, the phonon frequency ω0 is assumed to be 20 meV (Zhong et 
al., 1994), the inter-site coupling constant d2 is fixed at a value of 0.032, whereas c4 and c6 are 
selected to make the on-site U0 a symmetric triple-well potential. As shown in Fig. 5, this 
triple-well structure is featured by five potential extrema located at xa, ±xb and ±xc, where 

 0=ax , (31) 
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Fig. 5. On-site potential U0 for the modified Krumhansl-Schrieffer model in the unit of ω0. 
The coordinates of potential extrema are denoted by xa, xb, and xc. δ and ξ are two 
parameters adopted to characterize this potential. 
 

 
Fig. 6. Phonon spectral function along the line ΓXMR of Brillouin zone in the paraelectric 
phase at various temperatures: (a) 1.001Tc, (b) 1.012Tc, (c) 1.059Tc, and (d) 1.176Tc, where 
Tc=386 K. The inset of panel (a) shows the Brillouin zone with high symmetry lines. The 
inset of panel (b) represents the spectrum at Γ point when T=1.012 Tc. 
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The coordinates of potential extrema are denoted by xa, xb, and xc. δ and ξ are two 
parameters adopted to characterize this potential. 
 

 
Fig. 6. Phonon spectral function along the line ΓXMR of Brillouin zone in the paraelectric 
phase at various temperatures: (a) 1.001Tc, (b) 1.012Tc, (c) 1.059Tc, and (d) 1.176Tc, where 
Tc=386 K. The inset of panel (a) shows the Brillouin zone with high symmetry lines. The 
inset of panel (b) represents the spectrum at Γ point when T=1.012 Tc. 
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Fig. 7. Normalized speckle scattering probability as a function of time for paraelectric 
BaTiO3, at various temperatures. Horizontal dashed line denotes P(t)=P(0)/e. 
In Figs. 6 and 7, we show the optical responses of crystal, where c4=2.0132x10-2 and 
c6=3.2595×10-4 are used. Fig. 6 presents the phonon spectral functions in the paraelectric 
phase at different temperatures: (a) T=1.001Tc, (b) T=1.012Tc, (c) T=1.059Tc and (d) 
T=1.176Tc, where Tc=386 K. In each panel, the spectra are arranged with wave vectors along 
the ΓXMR direction of Brillouin zone [see in the inset of panel (a)], and ω refers to energy. In 
the inset of panel (b), the spectrum at Γ point for T=1.012Tc is plotted. Since the spectra are 
symmetric with respect to the origin ω=0, here we only show the positive part of them. In 
Fig. 6, when the temperature decreases towards Tc, as already well-known for the displacive 
type phase transition, the energy of phonon peak is gradually softened. In addition, a so-
called central peak, corresponding to the low energy excitation of ferroelectric cluster, 
appears at the Γ point. The collective excitation represented by this sharp resonant peak is 
nothing but the photo-created ferroelectric cluster. On decreasing temperature, spontaneous 
polarization is developed locally as a dipole fluctuation in the paraelectric phase. This 
fluctuation can stabilize the photo-created ferroelectric cluster, leading to a dramatically 
enhanced peak intensity near Tc. 
The appearance of sharp peak at Γ point nearby Tc signifies a long life-time of the photo-
created ferroelectric clusters after irradiation. Thus, near Tc, they are more likely to be probed 
by subsequent laser pulse, resulting in a high intensity of speckle pattern. Keeping this in 
mind, we move on to the results of scattering probability. In Fig. 7, we show the variation of 
normalized probability P(t)/P(0) as a function of t (time interval between the pump and probe 
photons). Temperatures for these curves correspond to those in the panels (a)-(d) of Fig. 6, 
respectively. In this figure, P(t)/P(0) declines exponentially, showing that the speckle 
correlation decreases with t increases as a result of the photorelaxation of ferroelectric cluster. 
When t is long enough, the crystal returns to the equilibrium paraelectric state. In addition, as 
shown in the figure, the relaxation rate bears a temperature dependence. On approaching Tc, 
the duration for return is prolonged, indicative of a critical slowing down of the relaxation. 
This is because with the decrease of temperature, the fluctuation of local polarization is 
enhanced, and a long range correlation between dipole moments is to be established as well, 
making the relaxation of photo-created clusters slower and slower. 
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3.2 Critical slowing down of photorelaxation 
In order to quantitatively depict the critical slowing down, we introduce a relaxation time tr 
to estimate the time scale of relaxation, which is the time for P(t) to be reduced by a factor of 
e from P(0). In Fig. 7, P(t)=P(0)/e is plotted by a horizontal dashed line. Correspondingly, tr 
is the abscissa of the intersection point of relaxation curve and this dashed line. In Fig. 8, the 
relaxation time for various local potential U0 is presented at T>Tc. Here we adopt two legible 
parameters, δ and ξ, to describe the potential wells and barriers for U0 (see Fig. 5), which are 
defined by 
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Provided δ and ξ, c4 and c6 can be derived in terms of Eqs. (32)-(35). The values of c4 and c6 
for the calculation of Fig. 8 are listed in Table 1, where we set ξ=3.061 and change δ from 
4.239 to 4.639. The leftmost point on each curve denotes the tr at just above Tc, which is a 
temperature determined from the singular point of V

fC  according to Eq. (28). 

 
Fig. 8. Temperature dependence of relaxation time tr for various δ when T>Tc, where ξ is 
fixed at 4.439. 
As revealed by the NMR experiment (Zalar et al., 2003), the paraelectric-ferroelectric phase 
transition of BaTiO3 has both displacive and order-disorder components in its mechanism. 
Short range dipole fluctuation arises in the paraelectric phase near Tc as a precursor of the 
order-disorder transition, and condenses into long range ferroelectric ordering below Tc. 
Thus, in the present study, the relaxation of photo-created cluster is also subject to the 
dynamics of this dipole fluctuation and yields a temperature dependence. As illustrated by 
the three curves in Fig. 8, if a ferroelectric cluster is created at a temperature close to Tc, 
relaxation of this cluster is slow because of a rather strong dipole fluctuation, which holds 
the cluster in the metastable ferroelectric state from going back to the paraelectric one. Away 
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Fig. 8. Temperature dependence of relaxation time tr for various δ when T>Tc, where ξ is 
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from Tc, tr decreases considerably for the dipole fluctuation is highly suppressed. This 
behaviour is nothing but the critical slowing down of photorelaxation. 
 

c4 c6 δ ξ Tc (K) 
2.0696×10-2 3.4521×10-4 4.239 3.061 340 
2.0132×10-2 3.2593×10-4 4.439 3.061 386 
1.9596×10-2 3.0814×10-4 4.639 3.061 422 

Table 1. Parameters adopted for calculation of Fig. 8. 
In Fig. 8, it can also be seen that with the increase of δ, Tc moves to the high temperature side 
so as to overcome a higher potential barrier between the ferroelectric and paraelectric 
phases. Furthermore, the evolution of tr becomes gentle as well, implying a gradual 
weakening of dipole fluctuation at high temperature region. 

 
Fig. 9. Temperature dependence of relaxation time tr for various ξ when T>Tc, where δ is 
fixed at 3.061. 
In Fig. 9, we show the temperature dependence of tr for different ξ when T>Tc, where δ is 
fixed at 4.439. The values of parameters for this calculation are given in Table 2. When ξ 
changes from 3.261 to 2.861, as shown in Fig. 9, Tc gradually increases. This is because with 
the decrease of ξ, the ferroelectric state at xc (refer to Fig. 5) becomes more stable and can 
survive even larger thermal fluctuation. In a manner analogous to Fig. 6, the evolution of tr 
also displays a sharp decline at low temperature, and becomes more and more smooth as 
temperature increases. 
 

c4 c6 δ ξ Tc (K) 
1.9626×10-2 3.1070×10-4 4.439 3.261 354 
2.0132×10-2 3.2593×10-4 4.439 3.061 386 
2.0663×10-2 3.4223×10-4 4.439 2.861 404 

Table 2. Parameters adopted for calculation of Fig. 9. 
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Fig. 10. Temperature dependence of relaxation time tr for various barrier height δ+ξ when 
T>Tc, where δ/ξ=1.5 is assumed. 
In Fig. 10, we plot the temperature dependence of tr for different barrier heights, i.e., δ+ξ varies 
from 7.0 to 8.0, while the ratio of δ/ξ is fixed at 1.5. Parameters for this calculation are provided 
in Table 3. As already discussed with Figs. 8 and 9, a larger δ tends to increases Tc, but a higher 
ξ applies an opposite effect on Tc. Combining these two effects, in Fig. 10, one finds that Tc 
increases if both δ and ξ are enhanced, indicating that in this case, the change of δ plays a more 
significant role than that of ξ. Meanwhile, in contrast to Figs. 8 and 9, all the three curves in Fig. 
10 present smooth crossovers on decreasing temperature towards Tc, signifying that the dipole 
fluctuation can be promoted by lowering ξ even the temperature is decreased. 
 

c4 c6 δ ξ δ+ξ Tc (K) 
2.1557×10-2 3.7309×10-4 4.200 2.800 7.000 372 
2.0122×10-2 3.2505×10-4 4.500 3.000 7.500 400 
1.8860×10-2 2.8557×10-4 4.800 3.200 8.000 436 

Table 3. Parameters adopted for calculation of Fig. 10. 

In Namikawa's experiment, the wavelength of soft x-ray laser is 160 Å, hence the photo-
created polarization cluster is of nano scale. However, it should be noted that relaxation 
process of such a nano-sized cluster is actually beyond our present quantum Monte Carlo 
simulations because of the size limitation of our model. For small-scale dipole fluctuations, 
the relaxation becomes relatively fast. This is the primary reason why the experimentally 
measured relaxation time can reach about 30 picoseconds, being several times longer than 
our calculated results. In spite of the difference, our calculation has well clarified the critical 
dynamics of BaTiO3 and the origin of speckle variation. 

4. Conclusion 
We carry out a theoretical investigation to clarify the dynamic property of photo-created 
ferroelectric cluster observed in the paraelectric BaTiO3 as a real time correlation of speckle 
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created polarization cluster is of nano scale. However, it should be noted that relaxation 
process of such a nano-sized cluster is actually beyond our present quantum Monte Carlo 
simulations because of the size limitation of our model. For small-scale dipole fluctuations, 
the relaxation becomes relatively fast. This is the primary reason why the experimentally 
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4. Conclusion 
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ferroelectric cluster observed in the paraelectric BaTiO3 as a real time correlation of speckle 
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pattern between two soft x-ray laser pulses. The density matrix is calculated by a 
perturbative expansion up to the fourth order terms, so as to characterize the time 
dependence of scattering probability. The cluster-associated phonon softening as well as 
central peak effects are well reproduced in the phonon spectral function via a quantum 
Monte Carlo simulation. We show that the time dependence of speckle pattern is 
determined by the relaxation dynamics of photo-created ferroelectric cluster, which is 
manifested as a central peak in the phonon spectral function. The photorelaxation of 
ferroelectric cluster is featured by a critical slowing down on decreasing the temperature. 
Near the Tc, cluster excitation is stablized by the strong dipole fluctuation, correspondingly 
the relaxation becomes slow. While, at higher temperature, dipole fluctuation is suppressed, 
ending up with a quicker relaxation of cluster. Our simulation also illustrates that the critical 
slowing down and dipole fluctuation are subject to the chemical environment of crystal. 
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6. Appendices 
6.1 Hybrid Monte Carlo method 
The Metropolis algorithm is a widely used sampling rule for the Monte Carlo simulation. It 
randomly generates a new configuration from the previous one and accept it with the 
probability min[1,exp(-ΔE)], where ΔE is the energy difference between the initial and final 
configurations. In the present case of interacting many-body system, however, the 
Metropolis algorithm works only slowly, because we have to sum up a great number of 
paths and the phonon coordinate covers a large spatial extent. Nevertheless, we find the so-
called hybrid Monte Carlo algorithm (Duane et al., 1987) is very efficient. By introducing an 
extra degree of freedom, it adequately combines the heat bath scheme with the Metropolis 
algorithm so as to achieve a rapid and ergodic evolution through the configuration space. 
In order to incorporate this hybrid Monte Carlo algorithm to our path-integral theory, we 
first discretize the imaginary time τ, dividing β into L segments with interval Δ. Then, from 
Eqs. (24) and (26) we write the partition function (≡Z) as, 
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Then we introduce a “pseudo time” t, and velocity field x , which is the derivative of x with 
respect to this pseudo time. Then, we define a new pseudo crystal with its partition function 
(≡ZP) given by 
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where i and l refer to imaginary time τ and real lattice site, respectively, and 
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Because the Gaussian noise in Eq. (37) can be integrated out of the partition function ZP, the 
introduction of the auxiliary degree of freedom actually gives no effect on the thermal 
average involving x, and the new configurations for Monte Carlo sampling thus can be 
determined by the Hamilton’s principle 
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where t1 and t2 are the initial and final pseudo times, respectively, and LP is the Lagrangian 
of the pseudo crystal defined as 
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Expanding Eq. (39) with respect to xδ  and xδ , we obtain the ordinary Hamilton’s equation 
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To generate the new configurations, the following scheme of molecular dynamics is cycled. 
For a given set of x, we first update x  field using a heat bath, i.e., set each lix ,  to be a 
random number of Maxwell-Boltzmann distribution. Next we propagate x and x  forward 
along pseudo time t according to the Hamilton’s equation (41). To this end, we divide the 
time interval into Nt molecular-dynamics steps, which is 20 ~ 40 in this work. Compute x  at 

tδ2
1 , tδ2

1 , tδ2
5 , …, tδNt )( 2

1− , tδNt  [ tNtttδ /)( 12 −≡ ] and x at δt, 2δt, 3δt, …, tδNt  by the 
“leap-frog” algorithm (Allen & Tildesley, 1989). Then this evolved configuration is accepted 
according to the Metropolis algorithm. 

6.2 Iterative fitting method 
With the Green’s function calculated by the QMC simulation, the phonon spectral function 
A(ω) can be numerically attained by the analytic continuation of Eq. (30). Before we proceed 
to calculate the phonon spectral function, in this section, we first address how to derive the 
spectral function of electron. We shall see, the electron-oriented iterative fitting algorithm 
developed here is the cornstone for a more general approach towards solving the problem 
of spectrum reconstruction, like that related with phonon. 
In the case of electron, the spectral function A(ω) is connected to the electronic Green’s 
function G(τ) by an equation similar to Eq. (30), 
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pattern between two soft x-ray laser pulses. The density matrix is calculated by a 
perturbative expansion up to the fourth order terms, so as to characterize the time 
dependence of scattering probability. The cluster-associated phonon softening as well as 
central peak effects are well reproduced in the phonon spectral function via a quantum 
Monte Carlo simulation. We show that the time dependence of speckle pattern is 
determined by the relaxation dynamics of photo-created ferroelectric cluster, which is 
manifested as a central peak in the phonon spectral function. The photorelaxation of 
ferroelectric cluster is featured by a critical slowing down on decreasing the temperature. 
Near the Tc, cluster excitation is stablized by the strong dipole fluctuation, correspondingly 
the relaxation becomes slow. While, at higher temperature, dipole fluctuation is suppressed, 
ending up with a quicker relaxation of cluster. Our simulation also illustrates that the critical 
slowing down and dipole fluctuation are subject to the chemical environment of crystal. 
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6. Appendices 
6.1 Hybrid Monte Carlo method 
The Metropolis algorithm is a widely used sampling rule for the Monte Carlo simulation. It 
randomly generates a new configuration from the previous one and accept it with the 
probability min[1,exp(-ΔE)], where ΔE is the energy difference between the initial and final 
configurations. In the present case of interacting many-body system, however, the 
Metropolis algorithm works only slowly, because we have to sum up a great number of 
paths and the phonon coordinate covers a large spatial extent. Nevertheless, we find the so-
called hybrid Monte Carlo algorithm (Duane et al., 1987) is very efficient. By introducing an 
extra degree of freedom, it adequately combines the heat bath scheme with the Metropolis 
algorithm so as to achieve a rapid and ergodic evolution through the configuration space. 
In order to incorporate this hybrid Monte Carlo algorithm to our path-integral theory, we 
first discretize the imaginary time τ, dividing β into L segments with interval Δ. Then, from 
Eqs. (24) and (26) we write the partition function (≡Z) as, 
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Then we introduce a “pseudo time” t, and velocity field x , which is the derivative of x with 
respect to this pseudo time. Then, we define a new pseudo crystal with its partition function 
(≡ZP) given by 
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Because the Gaussian noise in Eq. (37) can be integrated out of the partition function ZP, the 
introduction of the auxiliary degree of freedom actually gives no effect on the thermal 
average involving x, and the new configurations for Monte Carlo sampling thus can be 
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With the Green’s function calculated by the QMC simulation, the phonon spectral function 
A(ω) can be numerically attained by the analytic continuation of Eq. (30). Before we proceed 
to calculate the phonon spectral function, in this section, we first address how to derive the 
spectral function of electron. We shall see, the electron-oriented iterative fitting algorithm 
developed here is the cornstone for a more general approach towards solving the problem 
of spectrum reconstruction, like that related with phonon. 
In the case of electron, the spectral function A(ω) is connected to the electronic Green’s 
function G(τ) by an equation similar to Eq. (30), 
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In terms of Eq. (42), the numerical calculation starts from the following equation, 
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where i and j denote the discretized imaginary time τ and frequency ω, respectively, and 
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is the integral kernel. In order to perform this analytic continuation efficiently, we have 
developed an iterative fitting method (Ji et al., 2004), which can reproduce the normalized 
and positive-definite spectra self-consistently. Our algorithm is based on the sum-rule of 
electronic spectrum (Mahan, 1990) 

 1=∑
j

j ωA Δ , (45) 

which suggests that the spectral function can be rewritten in an iterative form as 
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where )(N
jn  is the bin counter for the j-th spectral segment )(N

jA  and records the times that 
the j-th bin being used during the previous N iterative steps. The sum rule of Eq. (45) is thus 
fulfilled by 
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The positivity of )(N
jA  is also guaranteed because )(N

jn  is nonnegative. 
To reproduce the spectral function, we start from a flat spectrum, and then repeat the 
following scheme: 
(1) First we calculate the Green’s function )(N

iG  by the current spectral function )(N
jA  as, 
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(2) Then measure the distance [≡χ(N)] between )(N
iG  and the true Gi (QMC results) as 
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which finally should be minimized by the present iteration. 
(3) Make a trial spectral function )( 1+N

jA  of the next step 1+N , whose )( 1+N
jn  is different 

from )(N
jn  by only one, and only in a randomly selected bin j0, as 

 
0

1
jj

N
j

N
j δnn +=+ )()( . (50) 

Probing Ultrafast Dynamics of Polarization Clusters in BaTiO3  by Pulsed Soft X-Ray Laser Speckle Technique   

 

579 

By this change, we have new )( 1+N
jA , )( 1+N

iG  and [ ]21)( +Nχ  for this trial step. 
(4) Calculate the difference S as 

 [ ] [ ] [ ]∑ −+−= ++
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N
i

N
i

NN GGχχS
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(5) If S>0, we accept the change Eq. (50), and start a new cycle from (1). Otherwise, reject this 
change Eq. (50) and return to (3). 
Here let us explain the meaning of S of Eq. (51). In Eq. (49), χ(N) gives the distance from the 
true G to the trial G(N), in a hyperspace spanned by various G’s, G(N)’s and G(N+1)’s, as 
schematically shown in Fig. 11. The equi-distant sphere is also symbolically denoted by S1 in 
this figure. If χ(N)>χ(N+1), or G(N+1) is in this sphere S1, we, of course, have to accept this 
change Eq. (50) unconditionally, since the distance becomes shorter than before. 
However, χ(N) may not be a simple function of this change (≡Δ), 

 )()( NN GGΔ −≡ +1 , (52) 

but will be a nonlinear and complicated function. In some cases, χ(N) will be in a local 
minimum with respect to the change Δ, and this change cannot make the distance shorter. For 
this reason, in Eq. (51), we introduce a “relaxation effect” through the third term, which avoids 
the search for )(

min
Nχ  being trapped in such a local minimum. Since the projection of Δ on the 

vector G(N)-G is just -S/2χ(N), we find that the acceptable region for the trial G(N+1) consists of 
two sections, i.e., i and ii (see in Fig. 11), both of which correspond to S>0. In section i, G(N+1) is 
unconditionally accepted, since χ(N+1) truly decreases. While in section ii, the acceptance is 
conditional, since it does not give a smaller χ(N+1) but only make G(N+1) moves toward G along 
the G-G(N) line. By taking this conditional acceptance, the minimization is relaxed, and 
correspondingly an uphill search for a more global minimum can be continued. 
With the algorithm described above, the spectral function can be readily recovered from the 
Green’s function. A few hundred iterations are sufficient to construct the convergent 
spectra, but with very rough contours. For a naturally refined line shape, much more 
iterations are necessary before no appreciable change can be observed any more. 

 
Fig. 11. Schematic interpretation for the recipe of analytic continuation. The hypersphere S1 
is centered at G with radius χ(N), and S2 is centered at G(N) with radius |Δ|. The hyperplane 
P is perpendicular to G(N)-G and bisects S2. The surface of S2 is thus composed of three 
sections: i (unconditional acceptance), ii (conditional acceptance) and iii (rejection). 
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6.3 Renormalization iterative fitting method 
The iterative fitting method relies its convergence on the sum-rule of electronic spectrum, 
which conserves the total spectral weight through the iteration process.  In a same manner, 
the Green’s function and spectral function can be introduced to describe a bosonic system. It 
can be shown that in the case of boson, Eq. (42) should be reformulated as 
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τω
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1
, (53) 

 

and the sum rule also holds for the bosonic spectrum A(ω). Hence we can apply the iterative 
fitting method to calculate it. 
However, for the phonon spectrum, there is not a rule that conserves the total spectral sum 
like that of electron. This is because the phonon Green’s function is defined in the coordinate 
representation rather the particle number representation [see Eqs. (17) and (20)]. Such a 
definition leads to general properties of phonon spectrum as manifested by 

 0≥)(ωAω , (54) 

 )()( ωAωA −=− . (55) 

Obviously, the phonon spectrum is anti-symmetric and the total sum of spectral weight 
should be zero, 

 0=∫
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∞−
ωdωA )( . (56) 

Therefore, the standard iterative fitting method does not work for phonon. 
In order to get the phonon spectral function A(ω), we need to confine our calculation in the 
region 0<ω<∞, and introduce a renormalized spectral function )(~ ωA  as 
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Because of the anti-symmetry of A(ω), the integral in Eq. (53) can be rewritten as 
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It is easy to see the renormalized spectral function is positive if ω>0, and satisfies a sum rule, 

 1
0

=∫
∞

ωdωA )(~ , (59) 

which allow us to solve the integral equation of Eq. (58) by the iterative fitting approach in 
the region 0<ω<∞. Once )(~ ωA  is reproduced, the phonon spectral function A(ω) can be 
obtained from Eq. (57). 
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1. Introduction  
For more than five decades, laser light properties have been taken advantage of, mostly us-
ing first order interactions between photons and materials. Well-established methods such 
as laser welding (Sieben & Brunnecker, 2009; El-Bataghy, 1997; Song et al., 2009), laser 
ablation (Conforti et al., 2007; Baudach et al., 2000; Spyridaki et al., 2003; Blanchet et al., 
1993), and direct laser writing (Schweizer et al., 2008; Koechlin et al., 2009) were improved 
concomitantly with the laser quality (e.g. beam profile) or the laser energy (e.g. short laser 
pulses). The highly localized application of energy has led to more and more advanced 
rapid prototyping techniques such as laser sintering or stereolithography (Stampfl et al., 
2004; Simchi, 2006). 
Multi-photon polymerization (nPP, n = 2,3,…), in particular two-photon polymerization 
(2PP), has attracted continuously increasing attention after its first demonstration in 1997 as 
a method for the fabrication of three-dimensional structures with feature sizes far beyond 
the diffraction limit of the applied laser wavelength (Maruo et al., 1997; Tanaka et al., 2002). 
Contrary to conventional UV and (stereo-)lithography, 2PP is a truly three-dimensional laser 
writing technique. The underlying physical phenomenon of two-photon absorption (TPA) 
was theoretically postulated by Maria Göppert-Mayer in 1931 (Göppert-Mayer, 1931). It 
took, however, several decades to finally prove this effect due to the lack of highly irradiant 
light sources.  
The invention of ultrafast lasers had led to many different applications. Particularly, the 
interaction of lasers with polymer surfaces and polymer or glass bulk samples is of high 
technological interest. The adaptation of polymers to laser beam characteristics and vice 
versa is very challenging from the scientific as well as from the technological point of view. 
Besides the implementation of two-photon absorption microscopy (Denk et al., 1990; Denk 
& Svoboda, 1997) and spectroscopy (Asaka et al., 1998; Yamaguchi & Tahara, 2003), TPA is 
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particularly used for the three-dimensional micromachining of a large variety of materials. 
Two- or multi-photon absorption processes are particular examples, in which focused 
ultrafast laser pulses are employed to trigger reactions in either glasses or photosensitive 
polymers (Cheng et al., 2003; Wong et al., 2006; Deubel et al., 2004). This technique uses the 
fact that TPA or nPA can only occur in the focal volume of the laser irradiation. Thus, the 
triggered reactions are strongly confined to the focal region, and the production of 3D mi-
crostructures is performed in one production step just by moving the focal volume in 3D 
through the materials. Among the applications of two-photon absorption so far are the fab-
rication of waveguides (Nolte et al., 2004; Houbertz et al., 2008a), of photonic crystal struc-
tures (Serbin et al., 2004; Houbertz et al., 2008b; Li et al., 2008), of phase masks (Jia et al., 
2007), and the production of three-dimensional structures for medical applications such as 
scaffolds for regenerative medicine (Doraiswamy et al., 2005; Claeyssens et al., 2009; Beyer et 
al., 2010). Due to the possibility of creating arbitrary 3D micro- and macrostructures which 
are basically determined by the (shape/size of the) focal light intensity distribution of the fo-
cusing optics, other future applications will be conceivable which manifest themselves in the 
fact that the use of TPA processes for micromachining, microscopy, or spectroscopy is a 
continuously increasing field. 
This chapter is organized as follows. First, general aspects of the material class of inorganic-
organic hybrid polymers such as ORMOCER®s1 will be described in order to give a brief 
overview about the materials and the accessible material parameters, followed by a brief 
description of selected materials for the TPA process. Then, the experimental setup which 
was used to fabricate small- and large-scale structures is described in detail. This section is 
followed by the characterization of two-photon absorption cross-sections of selected photo-
initiators for the TPA processing. Finally, selected examples are given, ranging from the 
determination of voxel sizes in dependence of the laser parameters to high-resolution small-
scale as well as large-scale structures (from sub-100 nm to the cm regime) fabricated by TPA. 
Future aspects of technology development will be addressed as well. 

2. Inorganic-organic hybrid polymers 
2.1 General material aspects 
In order to combine the advantageous properties of inorganic and organic materials,  
different synthesis strategies are reported to produce inorganic-organic materials, ranging 
from physically blending organic materials with inorganic compounds via multi-step 
syntheses to one-step synthesis (Wojcik & Klein, 1995; Haas & Wolter, 1999). 
Nanostructured materials such as inorganic-organic hybrid polymers (ORMOCER®s) are 
intensively investigated due to their wide range of physical and chemical properties, 
synergistically resulting from their hybrid structure. The material concept of ORMOCER®s 
comprises the combination of material properties of organic polymers such as toughness, 
functionalization, and processing at low temperatures, with those of glass-like materials like 
hardness, chemical and thermal stability, and transparency on a molecular level (Haas, 
2000). This concept allows one to achieve material properties which are not simply 
accessible with composite or polymer materials and, simultaneously, to apply various 
technologies to fabricate structures and elements on a different size scale. Due to the fact 
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that the material properties of ORMOCER®s can be tailored as required by the respective 
applications, a large variety of different structures for applications in optics, ranging from 
the nm to the cm regime, in microelectronics, or in micro- and biomedicine is enabled. As 
the range of applications has been increased, the requirements on the materials and their 
processing have become more challenging, and the fabrication of microstructures with nm 
precision is a prerequisite for optical elements. Not only due to their excellent optical and 
electrical properties, but also due to their enhanced thermal, mechanical, and chemical 
stability and, simultaneously, their simple processability, they overcome the restrictions of 
purely organic polymers for most applications. In addition, functionalization is used to 
create suitable binding sites, particularly for biomolecules and cells for enabling micro- and 
biomedical applications.  
Contrary to class-I hybrids, the material class of ORMOCER® consists of materials, where 
the inorganic and organic components are covalently bonded to each other (Sanchez et al., 
2005). Their synthesis is carried out via catalytically controlled hydrolysis and 
(poly)condensation reactions using differently functionalized alkoxysilanes. Upon synthesis, 
an organically modified inorganic-oxidic network is established on a molecular level (Haas 
& Wolter, 2001), whereas also hetero-elements such as, for example zirconium, aluminum or 
titanium can be introduced into the network for further tuning of the material properties 
(Haas & Wolter, 1999; Helmerich et al., 1994; Declerck, 2010). The resulting hybrid materials 
are storage-stable resins with negative resist behavior, i.e. an organic cross-linking can be 
initiated via photochemical and/or thermal reactions. 
The organic groups are employed as network modifiers, connecting groups, and also or-
ganically polymerizable moieties (cf., Figure 1). The latter are chosen with respect to  
application requirements. For example, for patterning via UV or laser lithography, (oligo-) 
methacrylate, acrylate, or styryl moieties are favored. Epoxy groups are preferred for  
thermal cross-linking in screen-printing processes. Alkyl or aryl groups as non-reactive 
groups can be connected to the –[Si-O]n- network, and they also influence the material prop-
erties. An increase of their amount within the hybrid polymer can reduce the degree of  
polymerization due to sterical reasons, thus resulting in a reduced density in the coated 
layers. This directly influences the optical or dielectric properties such as the refractive index 
or the dielectric permittivity. 
By varying the type and/or amount of alkoxysilane precursors and, in addition, the  
synthesis conditions (for example, the reaction temperature, the type and amount of 
catalyst, and/or the type and amount of solvent), custom-designed hybrid materials with a 
well-defined parameter profile can be provided for a large variety of applications. Among 
those are ORMOCER®s for microsystems which are applied, for example, as optical 
interconnects or waveguides (Streppel et al., 2002; Uhlig et al., 2006), in microoptics (Bräuer 
et al., 2001; Houbertz et al., 2006), in electro-optical applications (Robertsson et al., 1998; 
Houbertz et al., 2008a), as dielectric layers (Haas et al., 2006), and as passivation materials 
for the encapsulation of microelectronic devices and components (Houbertz et al., 2001; 
2003a; 2003b).   
The processing of an ORMOCER® typically consists of two steps. First, an organically modi-
fied -[Si-O]n- network is established via chemical syntheses, resulting in a pre-polymer sol 
(resin). Second, the organic cross-linking is initiated photochemically and/or thermally 
which finally results in the formation of an inorganic-organic hybrid network. For that, UV 
and/or thermal initiators have to be introduced into the pre-polymer resin. 
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that the material properties of ORMOCER®s can be tailored as required by the respective 
applications, a large variety of different structures for applications in optics, ranging from 
the nm to the cm regime, in microelectronics, or in micro- and biomedicine is enabled. As 
the range of applications has been increased, the requirements on the materials and their 
processing have become more challenging, and the fabrication of microstructures with nm 
precision is a prerequisite for optical elements. Not only due to their excellent optical and 
electrical properties, but also due to their enhanced thermal, mechanical, and chemical 
stability and, simultaneously, their simple processability, they overcome the restrictions of 
purely organic polymers for most applications. In addition, functionalization is used to 
create suitable binding sites, particularly for biomolecules and cells for enabling micro- and 
biomedical applications.  
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& Wolter, 2001), whereas also hetero-elements such as, for example zirconium, aluminum or 
titanium can be introduced into the network for further tuning of the material properties 
(Haas & Wolter, 1999; Helmerich et al., 1994; Declerck, 2010). The resulting hybrid materials 
are storage-stable resins with negative resist behavior, i.e. an organic cross-linking can be 
initiated via photochemical and/or thermal reactions. 
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ganically polymerizable moieties (cf., Figure 1). The latter are chosen with respect to  
application requirements. For example, for patterning via UV or laser lithography, (oligo-) 
methacrylate, acrylate, or styryl moieties are favored. Epoxy groups are preferred for  
thermal cross-linking in screen-printing processes. Alkyl or aryl groups as non-reactive 
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erties. An increase of their amount within the hybrid polymer can reduce the degree of  
polymerization due to sterical reasons, thus resulting in a reduced density in the coated 
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or the dielectric permittivity. 
By varying the type and/or amount of alkoxysilane precursors and, in addition, the  
synthesis conditions (for example, the reaction temperature, the type and amount of 
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well-defined parameter profile can be provided for a large variety of applications. Among 
those are ORMOCER®s for microsystems which are applied, for example, as optical 
interconnects or waveguides (Streppel et al., 2002; Uhlig et al., 2006), in microoptics (Bräuer 
et al., 2001; Houbertz et al., 2006), in electro-optical applications (Robertsson et al., 1998; 
Houbertz et al., 2008a), as dielectric layers (Haas et al., 2006), and as passivation materials 
for the encapsulation of microelectronic devices and components (Houbertz et al., 2001; 
2003a; 2003b).   
The processing of an ORMOCER® typically consists of two steps. First, an organically modi-
fied -[Si-O]n- network is established via chemical syntheses, resulting in a pre-polymer sol 
(resin). Second, the organic cross-linking is initiated photochemically and/or thermally 
which finally results in the formation of an inorganic-organic hybrid network. For that, UV 
and/or thermal initiators have to be introduced into the pre-polymer resin. 
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In Figure 1, a schematic sketch of selected multifunctional precursors which are employed 
for material synthesis is shown. In addition, some material properties being influenced by 
the individual precursors are summarized as well. As mentioned above, the hybrid  
polymers’ material properties can be adjusted in wide ranges with respect to application via 
photochemical and / or thermal reactions. It has to be mentioned, however, that a change in 
one material property also might influence other material properties, and a comprehensive 
know-how is necessary to control this in a well-defined manner. 
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Fig. 1. Multifunctional precursors for ORMOCER® synthesis and their influence on resulting 
material properties.  

For optical applications such as single- or multi-mode waveguides for the near infrared 
(NIR), the amount of Si-OH groups has to be as low as possible in order to reduce the  
materials’ optical absorption losses which are basically determined by the amount of silanol 
groups due to 2nd harmonic (overtone) absorption at around 1438 nm (Rousseau & Boutevin, 
1992). To the same extent, the materials’ SiOx content which intrinsically has a low optical 
loss is increased. It should be mentioned, however, that the higher the inorganic content, the 
more brittle the material will be, and the resulting layer thicknesses will also be reduced 
compared to a more organic material. The reduction of silanol groups can be performed, for 
example, by reducing them in the material by silylating agents, or by special synthesis 
conditions which are reported elsewhere (Buestrich et al., 2001). The best suited material for 
waveguide application should have no detectable –OH signal in multi-nuclei magnetic 
resonance (NMR) spectra. In addition, the amount of aliphatic -CH which is known to 
absorb around 1310 and 1550 nm was reduced in some ORMOCER®s to a minimum by  
increasing the amount of aromatic organic substituents. Scattering from the organically 
functionalized inorganic oligomers (polysilsesquioxanes) is not very likely, because their 
structural size, which was determined by small angle X-ray scattering (SAXS) measurements, 
is in the range from 1 to 3 nm for ORMOCER®s applied in optics. The structural features of the 
hybrid polymers are dependent on the precursors which are used for synthesis. For example, 
by NMR spectroscopy it can be shown that di-alkoxysilanes yield chain or ring polymers, 
while tri-alkoxysilanes can result in three-dimensional networks.  
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The mechanical properties of ORMOCER®s can be also varied over a wide range (Haas & 
Wolter, 1999). For example, the Young’s modulus and the mechanical and thermal stability 
can be increased by increasing the inorganic content in the hybrid network. This 
simultaneously leads to a reduction of the coefficient of thermal expansion (CTE). Solvents 
which are produced upon syntheses are usually removed from the hybrid polymer resins in 
order to allow either solvent-free processing, or to replace them by other solvents or reactive 
diluters. This provides highest flexibility in thin-film processing, because the materials’  
viscosity can be simply adjusted to the process requirements. The storage stability with and 
without photoinitiators was characterized for selected ORMOCER® materials to be more 
than two years at room-temperature. For a prolonged storage, the materials should be kept 
at 4 or -18 °C, respectively. 

2.2 Selected materials for TPA processes 
For the TPA experiments, three different hybrid polymer modifications were chosen with 
respect to their reaction reactivity which significantly differs for each material. These 
ORMOCER®s are typically applied in optics and for biomedical applications. As reactive 
moieties, either acrylate, (oligo-)methacrylate, or styryl groups were chosen. The 
photochemical reactivity of acrylate groups in the TPA process is usually much higher than 
the one of methacrylate or styryl groups, thus resulting in higher reaction rate. 
The materials were modified such that their response to the femtosecond laser pulses is very 
high in order to achieve a high densification of the laser light-exposed areas. Several  
chromophore and initiator systems, respectively, were used to radically initiate the organic 
cross-linking by TPA. Their concentration in the ORMOCER® materials was set to be  
between 0.05 and 3 wt.-%. However, the two-photon absorption cross-section σ2 of these 
chromophores and initiators was reported in the literature to differ significantly, being as 
low as approximately 10-55 cm4s (10-5 GM) for 2-benzyl-2-dimethylamino-4’-morpholinobu-
tyrophenone (Serbin et al., 2003), or as high as 1250 ⋅ 10-50 cm4s (1250 GM) (Cumpston et al., 
1999; Schafer et al., 2004). All selected materials are transparent for the laser wavelength, 
showing absorption losses of about 0.02 to 0.04 dB/cm.  

3. Multi-photon patterning 
3.1 General aspects 
Multi-photon polymerization (nPP) processes are used to realize arbitrary three-dimen-
sional structures without any complicated processing sequences by multi-photon absorption 
(nPA) in various materials such as, for example photosensitive materials. Typically, two-
photon absorption processes are considered due to their higher process probability  
compared to higher order processes, and they are used to trigger the materials’ organic 
polymerization by photochemical reaction with ultra-short laser pulses (Maruo et al., 1997; 
Tanaka et al., 2002; Houbertz et al., 2007; 2008a; 2008b; Jia et al., 2007; Li et al., 2008). 
Particularly, the 3D patterning of hybrid polymers such as ORMOCER®s is of high 
technological interest for application in optics or biomedicine. 
Due to the threshold behavior and the non-linear nature of the nPP process, structures far 
beyond the diffraction limit can be achieved by choosing a suitable combination of pulse  
energy, number of applied pulses, material, and initiator system (Tanaka et al., 2002;  
Steenhusen et al., 2010a; 2010b). This technique uses the fact that TPA only occurs in the 
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In Figure 1, a schematic sketch of selected multifunctional precursors which are employed 
for material synthesis is shown. In addition, some material properties being influenced by 
the individual precursors are summarized as well. As mentioned above, the hybrid  
polymers’ material properties can be adjusted in wide ranges with respect to application via 
photochemical and / or thermal reactions. It has to be mentioned, however, that a change in 
one material property also might influence other material properties, and a comprehensive 
know-how is necessary to control this in a well-defined manner. 
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Fig. 1. Multifunctional precursors for ORMOCER® synthesis and their influence on resulting 
material properties.  

For optical applications such as single- or multi-mode waveguides for the near infrared 
(NIR), the amount of Si-OH groups has to be as low as possible in order to reduce the  
materials’ optical absorption losses which are basically determined by the amount of silanol 
groups due to 2nd harmonic (overtone) absorption at around 1438 nm (Rousseau & Boutevin, 
1992). To the same extent, the materials’ SiOx content which intrinsically has a low optical 
loss is increased. It should be mentioned, however, that the higher the inorganic content, the 
more brittle the material will be, and the resulting layer thicknesses will also be reduced 
compared to a more organic material. The reduction of silanol groups can be performed, for 
example, by reducing them in the material by silylating agents, or by special synthesis 
conditions which are reported elsewhere (Buestrich et al., 2001). The best suited material for 
waveguide application should have no detectable –OH signal in multi-nuclei magnetic 
resonance (NMR) spectra. In addition, the amount of aliphatic -CH which is known to 
absorb around 1310 and 1550 nm was reduced in some ORMOCER®s to a minimum by  
increasing the amount of aromatic organic substituents. Scattering from the organically 
functionalized inorganic oligomers (polysilsesquioxanes) is not very likely, because their 
structural size, which was determined by small angle X-ray scattering (SAXS) measurements, 
is in the range from 1 to 3 nm for ORMOCER®s applied in optics. The structural features of the 
hybrid polymers are dependent on the precursors which are used for synthesis. For example, 
by NMR spectroscopy it can be shown that di-alkoxysilanes yield chain or ring polymers, 
while tri-alkoxysilanes can result in three-dimensional networks.  
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The mechanical properties of ORMOCER®s can be also varied over a wide range (Haas & 
Wolter, 1999). For example, the Young’s modulus and the mechanical and thermal stability 
can be increased by increasing the inorganic content in the hybrid network. This 
simultaneously leads to a reduction of the coefficient of thermal expansion (CTE). Solvents 
which are produced upon syntheses are usually removed from the hybrid polymer resins in 
order to allow either solvent-free processing, or to replace them by other solvents or reactive 
diluters. This provides highest flexibility in thin-film processing, because the materials’  
viscosity can be simply adjusted to the process requirements. The storage stability with and 
without photoinitiators was characterized for selected ORMOCER® materials to be more 
than two years at room-temperature. For a prolonged storage, the materials should be kept 
at 4 or -18 °C, respectively. 

2.2 Selected materials for TPA processes 
For the TPA experiments, three different hybrid polymer modifications were chosen with 
respect to their reaction reactivity which significantly differs for each material. These 
ORMOCER®s are typically applied in optics and for biomedical applications. As reactive 
moieties, either acrylate, (oligo-)methacrylate, or styryl groups were chosen. The 
photochemical reactivity of acrylate groups in the TPA process is usually much higher than 
the one of methacrylate or styryl groups, thus resulting in higher reaction rate. 
The materials were modified such that their response to the femtosecond laser pulses is very 
high in order to achieve a high densification of the laser light-exposed areas. Several  
chromophore and initiator systems, respectively, were used to radically initiate the organic 
cross-linking by TPA. Their concentration in the ORMOCER® materials was set to be  
between 0.05 and 3 wt.-%. However, the two-photon absorption cross-section σ2 of these 
chromophores and initiators was reported in the literature to differ significantly, being as 
low as approximately 10-55 cm4s (10-5 GM) for 2-benzyl-2-dimethylamino-4’-morpholinobu-
tyrophenone (Serbin et al., 2003), or as high as 1250 ⋅ 10-50 cm4s (1250 GM) (Cumpston et al., 
1999; Schafer et al., 2004). All selected materials are transparent for the laser wavelength, 
showing absorption losses of about 0.02 to 0.04 dB/cm.  

3. Multi-photon patterning 
3.1 General aspects 
Multi-photon polymerization (nPP) processes are used to realize arbitrary three-dimen-
sional structures without any complicated processing sequences by multi-photon absorption 
(nPA) in various materials such as, for example photosensitive materials. Typically, two-
photon absorption processes are considered due to their higher process probability  
compared to higher order processes, and they are used to trigger the materials’ organic 
polymerization by photochemical reaction with ultra-short laser pulses (Maruo et al., 1997; 
Tanaka et al., 2002; Houbertz et al., 2007; 2008a; 2008b; Jia et al., 2007; Li et al., 2008). 
Particularly, the 3D patterning of hybrid polymers such as ORMOCER®s is of high 
technological interest for application in optics or biomedicine. 
Due to the threshold behavior and the non-linear nature of the nPP process, structures far 
beyond the diffraction limit can be achieved by choosing a suitable combination of pulse  
energy, number of applied pulses, material, and initiator system (Tanaka et al., 2002;  
Steenhusen et al., 2010a; 2010b). This technique uses the fact that TPA only occurs in the 
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focal volume of the laser irradiation, where the photon density is locally high enough to 
initiate TPA, while the entire material has to be transparent for the laser wavelength. Thus, 
the organic cross-linking of the material is strongly confined to the focal region, enabling the 
computer-assisted fabrication of 3D microstructures in only one production step just by 
moving the focal volume through the ORMOCER® material in x, y, and z direction.  

3.2 Experimental setup 
In Figure 2, a principal sketch of the experimental setup for nPP patterning is shown which is 
used for small- and large-scale patterning of ORMOCER®s. The setup consists of a laser and a 
second harmonic generation (SHG) system, an acousto-optical modulator (AOM), and three 
air-bearing motion stages for the 3D movement of the sample and the optics, respectively. 
While most setups employ Ti:sapphire laser systems operating at 780 to 800 nm for the 
processing of polymer or hybrid polymer materials (Tanaka et al., 2002; Houbertz et al., 2008a; 
2008b; Doraiswamy et al., 2005; Claeyssens et al., 2009; Schizas et al., 2010; Gittard et al., 2010), 
the laser system in the present setup emits at a fundamental wavelength of 1030 nm. This is 
converted to visible light for the 2PP process by SHG. Three-photon polymerization (3PP) 
processes are initiated at the fundamental wavelength, i.e. without using SHG. 
 

 
Fig. 2. Experimental setup for multi-photon polymerization (nPP) for the fabrication of 3D 
structures. DM: dichroic mirror, AOM: acousto-optic modulator. 

The laser is a diode-pumped low-cost Ytterbium-based femtosecond laser system. The pulse 
duration is about 325 fs at 1030 nm (determined for 2.3 W). The lasers’ repetition rate is 
10.1 MHz, and the maximum pulse energy is 230 nJ. A combination of polarizing beam 
splitter and half-wave plate mounted on a computer-controlled rotary stage (Aerotech ADR 
160) allows a well-defined control of the pulse energy. The acousto-optical modulator 
(AOM) which is also computer-controlled is used for switching the laser light on and off. All 
reported average powers were determined below the focusing microscope objectives. 
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For the 2PP patterning, the 515 nm (SHG) irradiation is expanded by a factor of three before 
being focused into the ORMOCER®. The focusing is carried out using a microscope objective 
with a numerical aperture (N.A.) of 1.4 for the fabrication of small-scale structures (up to 
approximately 100 µm in height) (Steenhusen et al., 2010a), and with either a Nikon CFI  
Super Plan Fluor ELWD 40XC objective with an NA of 0.60 or a Nikon CFI Super Plan Fluor 
ELWD 20XC objective with an NA of 0.45. Both of the latter have long working distances of 
about 3.8 mm and 8.2 mm, respectively, for the creation of large-scale structures (up to 1 cm) 
(Stichel et al., 2010). For the 3D movement of sample and optics, an Aerotech ABL-1000 three 
axis system is used with a travel distance of 10 cm x 15 cm x 15 cm in x, y, and z direction, 
respectively. The setup allows scanning speeds up to 300 mm/s which is useful for the  
fabrication of larger structures, and a precision of a few nanometers for the generation of 
high-resolution structures. The patterning can be monitored in-situ by illuminating the 
sample with red light from the backside, and detecting the transmission with a CCD camera 
placed behind a dichroic mirror (DM). 
The hybrid polymer resin is dispensed on glass substrates. Dependent on the required 
structure sizes, the patterning is carried out using different exposure strategies which are 
depicted in Figure 3.  For small-scale structures, two standard setups are used. In one setup, 
the material is sandwiched between two glass substrates, separated by a distance holder 
(approximately 100 µm in thickness; cf., Figure 3 (a)). In the second setup, the material is  
deposited as a droplet, being located head first on a glass substrate (Figure 3 (b)). 
Subsequent cross-linking in order to generate the complete 3D structure is then performed  
 

 

 
Fig. 3. Exposure strategies. For high-resolution patterning, the material is placed (a) between 
two glass plates separated by a distance holder, or placed (b) as droplet head first. (c) For 
large-scale fabrication, an inverted setup is used with a material bath, a sample holder, and 
an objective scanning the x-y-plane below the bath. 
by moving the focus through the resin. In both cases, the structure is then built up starting at 
the glass substrate’s surface. However, in the first case, patterning is carried out by moving 
the pulsed laser beam up through the hybrid polymer’s volume, while for the second setup 
the patterning is performed through the volume of the already cross-linked material. It has 
to be mentioned that beam distortion might occur for the setup displayed in Figure 3 (b) due 
to the fact that the light has to travel trough the already cross-linked material, having a 
higher refractive index than the liquid resist. Finally, for very large-scale structures, the 
setup is inverted, using a bath as material reservoir, a sample holder movable in the z 
direction, and an x-y-scanning objective. The sample is moved upwards which enables one 
to build structures whose heights are not limited by the working distance of the employed 
objective anymore. 
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focal volume of the laser irradiation, where the photon density is locally high enough to 
initiate TPA, while the entire material has to be transparent for the laser wavelength. Thus, 
the organic cross-linking of the material is strongly confined to the focal region, enabling the 
computer-assisted fabrication of 3D microstructures in only one production step just by 
moving the focal volume through the ORMOCER® material in x, y, and z direction.  

3.2 Experimental setup 
In Figure 2, a principal sketch of the experimental setup for nPP patterning is shown which is 
used for small- and large-scale patterning of ORMOCER®s. The setup consists of a laser and a 
second harmonic generation (SHG) system, an acousto-optical modulator (AOM), and three 
air-bearing motion stages for the 3D movement of the sample and the optics, respectively. 
While most setups employ Ti:sapphire laser systems operating at 780 to 800 nm for the 
processing of polymer or hybrid polymer materials (Tanaka et al., 2002; Houbertz et al., 2008a; 
2008b; Doraiswamy et al., 2005; Claeyssens et al., 2009; Schizas et al., 2010; Gittard et al., 2010), 
the laser system in the present setup emits at a fundamental wavelength of 1030 nm. This is 
converted to visible light for the 2PP process by SHG. Three-photon polymerization (3PP) 
processes are initiated at the fundamental wavelength, i.e. without using SHG. 
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The laser is a diode-pumped low-cost Ytterbium-based femtosecond laser system. The pulse 
duration is about 325 fs at 1030 nm (determined for 2.3 W). The lasers’ repetition rate is 
10.1 MHz, and the maximum pulse energy is 230 nJ. A combination of polarizing beam 
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For the 2PP patterning, the 515 nm (SHG) irradiation is expanded by a factor of three before 
being focused into the ORMOCER®. The focusing is carried out using a microscope objective 
with a numerical aperture (N.A.) of 1.4 for the fabrication of small-scale structures (up to 
approximately 100 µm in height) (Steenhusen et al., 2010a), and with either a Nikon CFI  
Super Plan Fluor ELWD 40XC objective with an NA of 0.60 or a Nikon CFI Super Plan Fluor 
ELWD 20XC objective with an NA of 0.45. Both of the latter have long working distances of 
about 3.8 mm and 8.2 mm, respectively, for the creation of large-scale structures (up to 1 cm) 
(Stichel et al., 2010). For the 3D movement of sample and optics, an Aerotech ABL-1000 three 
axis system is used with a travel distance of 10 cm x 15 cm x 15 cm in x, y, and z direction, 
respectively. The setup allows scanning speeds up to 300 mm/s which is useful for the  
fabrication of larger structures, and a precision of a few nanometers for the generation of 
high-resolution structures. The patterning can be monitored in-situ by illuminating the 
sample with red light from the backside, and detecting the transmission with a CCD camera 
placed behind a dichroic mirror (DM). 
The hybrid polymer resin is dispensed on glass substrates. Dependent on the required 
structure sizes, the patterning is carried out using different exposure strategies which are 
depicted in Figure 3.  For small-scale structures, two standard setups are used. In one setup, 
the material is sandwiched between two glass substrates, separated by a distance holder 
(approximately 100 µm in thickness; cf., Figure 3 (a)). In the second setup, the material is  
deposited as a droplet, being located head first on a glass substrate (Figure 3 (b)). 
Subsequent cross-linking in order to generate the complete 3D structure is then performed  
 

 

 
Fig. 3. Exposure strategies. For high-resolution patterning, the material is placed (a) between 
two glass plates separated by a distance holder, or placed (b) as droplet head first. (c) For 
large-scale fabrication, an inverted setup is used with a material bath, a sample holder, and 
an objective scanning the x-y-plane below the bath. 
by moving the focus through the resin. In both cases, the structure is then built up starting at 
the glass substrate’s surface. However, in the first case, patterning is carried out by moving 
the pulsed laser beam up through the hybrid polymer’s volume, while for the second setup 
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higher refractive index than the liquid resist. Finally, for very large-scale structures, the 
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objective anymore. 

x
y 

x
y

x y 

z z
z

NA > 1

NA < 1 

resist 3D structure resist 

resist 

NA > 1 immersion 
oil 

immersion 
oil 

3D structure 

3D structure 

(c)(b)(a) 



 Coherence and Ultrashort Pulse Laser Emission 

 

590 

Contrary to other lithography methods such as conventional UV or laser lithography, the 
2PP process can be carried out also in the volume of the materials. Thus, principally two 
types of processes can be performed which are schematically depicted in Figure 4. On the 
one hand, the patterning process can be carried out, initiating a cross-linking of the  
materials’ photochemically active organic moieties, followed by a subsequent removal of the 
non-exposed parts in a suitable developer solvent, analogously to classical processing 
schemes (solvent-based processing, Figure 4 (a)). On the other hand, structural features can 
be written inside the hybrid resins’ volume, while the surrounding material is not removed 
by a developer, and which can be differently treated in further processing steps (solvent-free 
processing, Figure 4 (b)) (Houbertz, 2007; Houbertz et al., 2008). Examples for both routes 
will be given in chapter 3.4. 
 

 
                                                   (a)                                  (b) 
Fig. 4. Process flow diagram. (a) Solvent-based, and (b) solvent-free processing. 

3.3 Absorption cross-sections 
In order to characterize the non-linear properties of the photoinitiators which are introduced 
into the selected ORMOCER® materials, a z-scan experiment was set up which determines 
the transmitted laser light signal passing a quartz glass cuvette filled with initiator/solvent 
solution. It is widely accepted that the higher the initiators’ absorption cross-sections, the 
more efficient should be the TPA process. It should be mentioned, however, that not only 
the absorption cross-section of the employed photoinitiators determine the process  
efficiency, but also the surrounding matrix, i.e. ORMOCER® material and solvents, if 
included. The latter two might have a much stronger influence on the process efficiency 
than the absorption cross-section of the initiators itself (Houbertz et al.; 2010). 
There are two effects which can occur, namely non-linear absorption and non-linear  
refraction, and which were theoretically described in literature (Sheikbahae et al., 1989; 
Sheikbahae et al., 1990). Non linear refraction causes a phase shift of the incident laser beam 
depending on the irradiance, because the materials’ refractive index also varies with 
irradiance. This is the reason why the incoming beam in a z-scan experiment is focused and 
defocused, if the cuvette is scanned across the focal region. Due to the fact that nPA is 
dependent on the irradiance at the sample, the transmitted signal will have a dip for the 
sample being directly located in the focus. From the magnitude of this dip, the TPA cross-
section σ2 can be calculated (van Stryland & Sheikbahae, 1998). 
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Fig. 5. Experimental setup for the z scan. (a) 3D view, and (b) schematic sketch of the setup. 

In Figure 5, a 3D presentation of the experimental setup for the z-scan experiment as well as 
a schematic sketch is shown which was used to determine the TPA absorption cross-sections 
of the photoinitiators. As laser wavelength, 515 nm pulses were used which were split with 
a beam splitter for providing reference and transmission signal. The transmitted beam is 
then focused using a lens, and detected with a 9.8 mm photodiode (detector 2). Optionally, a 
variable aperture and an additional lens are located in front of the photodiode. The 
photoinitiators were dissolved in methylisobutylketone in a 1 mm quartz glass cuvette 
which is moved along the beam propagation path with a 75 mm linear travel stage. The  
signal-to-noise ratio was improved by recording multiple scans for each measurement.  
For the determination of the absorption cross-sections, non-linear refraction should be  
neglectable. This can be achieved by an open-aperture scan, where the transmitted signal only 
depends on the non-linear absorption which is dominated by TPA. The fraction of non-linear 
refraction can be determined by using the aperture in front of the detecting photodiode, re-
sulting in additional signals in the transmission curve (Sheikbahae et al., 1989). 
Aside a high absorption cross-section of the photoinitiators, a high chemical reactivity of the 
hybrid resins is required. A first insight into their reactivity in selected hybrid polymer  
systems was deducted from photo-DSC (photo-differential scanning calorimetry)  
measurements of the ORMOCER®/initiator formulations. It has to be mentioned, however, 
that the underlying reaction is initiated in a classical one-photon process which already 
gives a good measure of the reaction enthalpy, and thus of the materials’ cross-linking 
behavior upon UV light exposure. From these measurements, two different commercially 
available UV initiators were chosen, henceforth labeled as Ini1 and Ini2 (BASF), respectively, 
as well as a specially developed photoinitiator, labeled as Ini3 (Seidl & Liska, 2007). 
In order to prove whether non-linear absorption and/or non-linear refraction are taking 
place, the magnitude of the absorption dip was determined in dependence of the excitation 
power. The result is shown in Figure 6 (a). For pure two-photon absorption, a linear power 
dependence with no offset is expected from the theory (equation (1)). For the exclusion of 
non-linear refraction, the transmission measurements were repeated with an additional lens 
and aperture placed in front of detector 2 (cf., Figure 5). If there is no influence on the 
transmission signal upon opening and closing the aperture, the detector area is large 
enough, and defocusing attributed to non-linear refraction can be neglected. In Figure 6 (b), 
a representative z-scan transmission curve is shown. The curve was recorded using a solu-
tion of Ini3 and MIBK at an average laser power of 243 mW.  
According to the theory (van Stryland & Sheikbahae, 1989), the change in the transmission is 
given by  
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gives a good measure of the reaction enthalpy, and thus of the materials’ cross-linking 
behavior upon UV light exposure. From these measurements, two different commercially 
available UV initiators were chosen, henceforth labeled as Ini1 and Ini2 (BASF), respectively, 
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place, the magnitude of the absorption dip was determined in dependence of the excitation 
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dependence with no offset is expected from the theory (equation (1)). For the exclusion of 
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and aperture placed in front of detector 2 (cf., Figure 5). If there is no influence on the 
transmission signal upon opening and closing the aperture, the detector area is large 
enough, and defocusing attributed to non-linear refraction can be neglected. In Figure 6 (b), 
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with α1 and α2 as linear and non-linear absorption coefficients, respectively, and z as the  
cuvette position. zR is the Rayleigh length, and L is the sample thickness. The intensity I0 is 
proportional to the average laser power. 
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Fig. 6. z-scan results. (a) Magnitude of the transmission signal dip as a function of excitation 
power for three different photoinitiators. (b) Open aperture trace for Ini3 (for better  
illustration, only every fifth point is shown).  
Due to a negligible linear absorption coefficient, the second term in equation (1) can be  
approximated by the sample thickness L, leading to a more simplified expression. The non- 
linear absorption coefficient α2 can be correlated to the TPA cross-section σ2 using the photon 
energy and the density of the initiator molecules in the cuvette. In addition, information on the 
beam waist w0 is necessary for the determination of the incident on-axis irradiation I0. This 
was determined with a home-built USB camera beam profiler which was scanned along the 
beam path. A beam waist of about 16 µm was found for the underlying focusing conditions, 
i.e. the thin sample approximation zR > L is valid (Sheikbahae et al., 1989). 
The TPA cross-sections can be better determined from the slopes of the curves in Figure 6(a), 
which yield better statistics, because more measurements contribute to the determination of 
σ2. From the data it was calculated that Ini3 has the highest absorption cross-section, and 
thus the highest TPA efficiency, followed by Ini2, while Ini1 has the lowest absorption cross-
section which is about a factor of 10 lower than published for the same initiator by Schafer et 
al. (Schafer et al., 2004). The quantitative results are summarized in Table 1. 
 

Initiator 
                    Cross-section Ini1 Ini2 Ini3 

σ2 (m4s)  (6.7 ± 0.4)·10-59 (1.4 ± 0.3)·10-58 (3.2 ± 0.2)·10-56 
σ2 (GM) 0.7 1.4 320 
σ2 (relative to Ini1) 1  ± 0.1 2.1 ± 0.4 472 ± 32 

Tab. 1. Calculated TPA cross-sections for Ini1, Ini2, and Ini3. The error bars were determined 
by identifying the minimum and maximum slope found for each photoinitiator. 

There are several possible explanations for the difference in σ2. The presence of non-linear 
refraction which significantly influences the TPA cross-section results towards higher  
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values, and cannot be excluded in the data of Schafer et al. (Schafer et al., 2004) due to the 
fact that no details are given in their publication. Finally, the determination of the beam 
waist w0 is difficult and a significant source of error in the determination of σ2. This is 
related to the quadratic dependence of I0 on w0, i.e. only slight deviations in w0 will  
significantly impact the value of σ2. Therefore, Table 1 also gives relative absorption cross-
sections (normalized to Ini1) in order to allow a better comparison of the different 
photoinitiators. 

3.4 TPA patterning 
3.4.1 TPA-written arbitrary 3D structures  
The most impressing way of demonstrating the possibilities of TPA processing is to write 
computer-generated, arbitrary 3D structures which demonstrate the ability of scaling up 
structures from the µm to the cm scale. In order to show the power and the beauty of the 
technology, we have produced various 3D microstructures using differently functionalized 
ORMOCER® materials with two commercially available initiators (Ini1 and Ini2,  
alternatively). Figure 7 shows examples of arbitrary 3D structures which were fabricated in 
an acrylate and a methacrylate-functionalized ORMOCER®, henceforth labeled as OC-V and 
OC-I, respectively. 
 

 
Fig. 7. Selected 3D structures, fabricated by 2PP for different ORMOCER® formulations. (a) 
Tooth created in OC-I/Ini1 [average power: 500 µW, dimensions: (32 x 37 x 55) µm3], (b) 
Hollow ball after (Hart,2009) written in OC-V/Ini2 [average power: 34 µW, diameter: 75 µm, 
hatch distance: 500 nm], (c) Knot  after (Wei,2010) created in OC-V/Ini2 [average power: 
105 µW, dimensions: (90 x 90 x 50) µm3]. (d) Photonic crystal structure after (Steenhusen, 
2008) written in OC-V/Ini1 [average power: 48 µW, period of 2 µm, dimensions: (50 x 50 x 6) 
µm3]. The writing speeds were (a), (c) 50, (b) 100, and (d) 60 µm/s. All materials were 
formulated with 3 wt.-% photoinitiator except for (c) which includes only 1 wt.-% initiator. 

3.4.2 Voxel size determination 
While these types of structures typically inspire end-users, only little is known about the 
cross-linking behavior of hybrid polymers in this process due to the fact that many effects 
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with α1 and α2 as linear and non-linear absorption coefficients, respectively, and z as the  
cuvette position. zR is the Rayleigh length, and L is the sample thickness. The intensity I0 is 
proportional to the average laser power. 
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Fig. 6. z-scan results. (a) Magnitude of the transmission signal dip as a function of excitation 
power for three different photoinitiators. (b) Open aperture trace for Ini3 (for better  
illustration, only every fifth point is shown).  
Due to a negligible linear absorption coefficient, the second term in equation (1) can be  
approximated by the sample thickness L, leading to a more simplified expression. The non- 
linear absorption coefficient α2 can be correlated to the TPA cross-section σ2 using the photon 
energy and the density of the initiator molecules in the cuvette. In addition, information on the 
beam waist w0 is necessary for the determination of the incident on-axis irradiation I0. This 
was determined with a home-built USB camera beam profiler which was scanned along the 
beam path. A beam waist of about 16 µm was found for the underlying focusing conditions, 
i.e. the thin sample approximation zR > L is valid (Sheikbahae et al., 1989). 
The TPA cross-sections can be better determined from the slopes of the curves in Figure 6(a), 
which yield better statistics, because more measurements contribute to the determination of 
σ2. From the data it was calculated that Ini3 has the highest absorption cross-section, and 
thus the highest TPA efficiency, followed by Ini2, while Ini1 has the lowest absorption cross-
section which is about a factor of 10 lower than published for the same initiator by Schafer et 
al. (Schafer et al., 2004). The quantitative results are summarized in Table 1. 
 

Initiator 
                    Cross-section Ini1 Ini2 Ini3 

σ2 (m4s)  (6.7 ± 0.4)·10-59 (1.4 ± 0.3)·10-58 (3.2 ± 0.2)·10-56 
σ2 (GM) 0.7 1.4 320 
σ2 (relative to Ini1) 1  ± 0.1 2.1 ± 0.4 472 ± 32 

Tab. 1. Calculated TPA cross-sections for Ini1, Ini2, and Ini3. The error bars were determined 
by identifying the minimum and maximum slope found for each photoinitiator. 

There are several possible explanations for the difference in σ2. The presence of non-linear 
refraction which significantly influences the TPA cross-section results towards higher  
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values, and cannot be excluded in the data of Schafer et al. (Schafer et al., 2004) due to the 
fact that no details are given in their publication. Finally, the determination of the beam 
waist w0 is difficult and a significant source of error in the determination of σ2. This is 
related to the quadratic dependence of I0 on w0, i.e. only slight deviations in w0 will  
significantly impact the value of σ2. Therefore, Table 1 also gives relative absorption cross-
sections (normalized to Ini1) in order to allow a better comparison of the different 
photoinitiators. 
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The most impressing way of demonstrating the possibilities of TPA processing is to write 
computer-generated, arbitrary 3D structures which demonstrate the ability of scaling up 
structures from the µm to the cm scale. In order to show the power and the beauty of the 
technology, we have produced various 3D microstructures using differently functionalized 
ORMOCER® materials with two commercially available initiators (Ini1 and Ini2,  
alternatively). Figure 7 shows examples of arbitrary 3D structures which were fabricated in 
an acrylate and a methacrylate-functionalized ORMOCER®, henceforth labeled as OC-V and 
OC-I, respectively. 
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Tooth created in OC-I/Ini1 [average power: 500 µW, dimensions: (32 x 37 x 55) µm3], (b) 
Hollow ball after (Hart,2009) written in OC-V/Ini2 [average power: 34 µW, diameter: 75 µm, 
hatch distance: 500 nm], (c) Knot  after (Wei,2010) created in OC-V/Ini2 [average power: 
105 µW, dimensions: (90 x 90 x 50) µm3]. (d) Photonic crystal structure after (Steenhusen, 
2008) written in OC-V/Ini1 [average power: 48 µW, period of 2 µm, dimensions: (50 x 50 x 6) 
µm3]. The writing speeds were (a), (c) 50, (b) 100, and (d) 60 µm/s. All materials were 
formulated with 3 wt.-% photoinitiator except for (c) which includes only 1 wt.-% initiator. 

3.4.2 Voxel size determination 
While these types of structures typically inspire end-users, only little is known about the 
cross-linking behavior of hybrid polymers in this process due to the fact that many effects 
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influence the reaction kinetics. The minimum achievable feature sizes are related to different 
effects, which occur simultaneously in the 2PP experiment, influencing each other and 
which finally will determine the voxel size. Among them are the diffusion of initiators and 
oxygen molecules, the polarity of the ORMOCER® matrix or traces of solvents, and the  
process efficiency of the photoinitiator, only to mention some. It could be shown by Monte 
Carlo simulations that initiator molecules spread into free space after being excited by one 
or several laser pulses. According to this diffusion of initiator radicals, the voxel is enlarged 
significantly, because polymerization can be triggered outside the focal volume (Steenhusen, 
2008). Oxygen which is present in each material is known to act as radical scavenger, i.e. 
upon formation of initiating radicals by (laser) light irradiation the initiator’s triplet states 
will, for example be quenched, thus reducing the amount of initiating radicals in the resin 
(see, e.g. Studer et al., 2003). Although it is widely accepted that the TPA efficiency of the 
photoinitiators plays a major role in the initiation of the cross-linking, the matrix materials 
which contain these initiators as well as the propagation of chain growth and termination 
reactions also have significant impact on the reaction kinetics (Houbertz et al., 2010).  
Thus, the voxel dimensions are not only dependent on the technical equipment such as  
optics used for patterning. Figure 8 shows a schematic of the different interaction volumes 
which influence the minimum voxel dimensions in TPA-initiated cross-linking experiments, 
impacting the resulting feature sizes significantly. 
The technical interaction volume (red in Figure 8) is principally determined by the  
employed optics, by the stability of the laser, and by the stability and accuracy of the 
positioning system. From a technical point of view, this can be optimized by using specially 
adapted optics (Fuchs et al., 2006), by stabilizing the laser source, and by employing highly 
accurate positioning stages, mounted on suitable damping systems. The chemical 
interaction volume (green in Figure 8), however, is much more complicated to minimize, 
because this is dependent on many different factors such as, for example by the reaction 
kinetics of the material formulation and, consequently, on the laser-light initiated 
propagation and termination reactions in the hybrid resin, as already described above. In 
addition to them, the reaction rate is also influenced by the diffusion of radicals and radical 
scavengers in the liquid resin (Steenhusen, 2008; Struder et al., 2003).  
 

W0W0

 
Fig. 8. Schematics of the different interaction volumes, influencing the achievable voxel sizes 
in a 2PP experiment: technical (gray ellipsoid) and chemical (black ellipsoid) interaction 
volume. The threshold behavior determines the third interaction volume (white ellipsoid). 
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The third effect, i.e. the threshold behavior (blue in Figure 8; Tanaka et al., 2002) of the  
reaction, could principally lead to infinitesimal small voxel sizes. However, aside the 
exposure dose (determined by the average power, the number of pulses, and the writing 
speed), the threshold behavior is also dependent on the minimum initiator (i.e. the 
threshold) concentration necessary to start the chemical reaction. This, however, is not really 
known, and thus not as well-defined as the laser parameters. 
In order to gather information on the 2PP process for a given material formulation, voxel  
arrays were written using the ascending scan method which is described elsewhere (Sun et 
al., 2002). In Figure 9, a voxel array is shown which was written using a constant average 
power of 164 µW. From the left to the right, the exposure time was varied in 2.5 ms 
intervals, and the height of the laser focus was varied in intervals of 0.25 µm from the top to 
the bottom of the array. The voxel pitch was set to 2 µm. It has to be mentioned, however, 
that the degree of cross-linking also has to be considered which will be discussed in the next 
section.  
 

 
Fig. 9. Typical voxel field created in OC-V with the ascending scan method (Steenhusen et 
al., 2010a). 
Contrary to 2PP experiments previously reported (Kawata et al., 2001; Serbin et al., 2003), 
the pulse energy for initiating a photochemical reaction is much lower in the present case, 
being only about 5 to 50 pJ, under the assumption that the focusing condition and the 
writing speed are comparable in the experiments. There are two possible reasons for this 
which will be briefly summarized in the following. First of all, the literature data were 
created using a central wavelength of 800 nm which is about 30 % higher than the 
wavelength used for our experiments. The overlap of the initiators’ maximum in linear 
extinction coefficient with the laser spectrum significantly determines the process efficiency 
(Houbertz et al., 2006). For the chosen initiators, this overlap is much more pronounced at 
515 than at 800 nm. In addition, a specially designed acrylate-based ORMOCER® system 
was used for the experiments which usually has a much higher reaction rate than, for 
example methacrylate-based materials (Odian, 1981). 

3.4.3 Investigation on voxel sizes 
In order to account for a well-defined fabrication of 3D functional structures for application, 
an understanding of the underlying polymerization processes initiated by the laser 
light/material interaction is necessary. By Serbin et al. (Serbin et al., 2003), a simple model 
which can be used in a first approximation for estimating the voxel diameter d was 
proposed, where d is given by  
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influence the reaction kinetics. The minimum achievable feature sizes are related to different 
effects, which occur simultaneously in the 2PP experiment, influencing each other and 
which finally will determine the voxel size. Among them are the diffusion of initiators and 
oxygen molecules, the polarity of the ORMOCER® matrix or traces of solvents, and the  
process efficiency of the photoinitiator, only to mention some. It could be shown by Monte 
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employed optics, by the stability of the laser, and by the stability and accuracy of the 
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Fig. 8. Schematics of the different interaction volumes, influencing the achievable voxel sizes 
in a 2PP experiment: technical (gray ellipsoid) and chemical (black ellipsoid) interaction 
volume. The threshold behavior determines the third interaction volume (white ellipsoid). 
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The third effect, i.e. the threshold behavior (blue in Figure 8; Tanaka et al., 2002) of the  
reaction, could principally lead to infinitesimal small voxel sizes. However, aside the 
exposure dose (determined by the average power, the number of pulses, and the writing 
speed), the threshold behavior is also dependent on the minimum initiator (i.e. the 
threshold) concentration necessary to start the chemical reaction. This, however, is not really 
known, and thus not as well-defined as the laser parameters. 
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arrays were written using the ascending scan method which is described elsewhere (Sun et 
al., 2002). In Figure 9, a voxel array is shown which was written using a constant average 
power of 164 µW. From the left to the right, the exposure time was varied in 2.5 ms 
intervals, and the height of the laser focus was varied in intervals of 0.25 µm from the top to 
the bottom of the array. The voxel pitch was set to 2 µm. It has to be mentioned, however, 
that the degree of cross-linking also has to be considered which will be discussed in the next 
section.  
 

 
Fig. 9. Typical voxel field created in OC-V with the ascending scan method (Steenhusen et 
al., 2010a). 
Contrary to 2PP experiments previously reported (Kawata et al., 2001; Serbin et al., 2003), 
the pulse energy for initiating a photochemical reaction is much lower in the present case, 
being only about 5 to 50 pJ, under the assumption that the focusing condition and the 
writing speed are comparable in the experiments. There are two possible reasons for this 
which will be briefly summarized in the following. First of all, the literature data were 
created using a central wavelength of 800 nm which is about 30 % higher than the 
wavelength used for our experiments. The overlap of the initiators’ maximum in linear 
extinction coefficient with the laser spectrum significantly determines the process efficiency 
(Houbertz et al., 2006). For the chosen initiators, this overlap is much more pronounced at 
515 than at 800 nm. In addition, a specially designed acrylate-based ORMOCER® system 
was used for the experiments which usually has a much higher reaction rate than, for 
example methacrylate-based materials (Odian, 1981). 

3.4.3 Investigation on voxel sizes 
In order to account for a well-defined fabrication of 3D functional structures for application, 
an understanding of the underlying polymerization processes initiated by the laser 
light/material interaction is necessary. By Serbin et al. (Serbin et al., 2003), a simple model 
which can be used in a first approximation for estimating the voxel diameter d was 
proposed, where d is given by  
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However, the beam waist w0, the effective TPA cross-section σ2*, and the threshold radical 
concentration ρth for the initiation of the 2PP process which are needed for the calculation of 
the voxel diameter are not known. The initial photoinitiator concentration is given by ρ0, F0 
describes the incident photon flux, and t, ν, and τ are the temporal parameters exposure 
time, repetition rate, and pulse duration, respectively.  
In order to investigate the 2PP process at 515 nm, exactly the same material formulation as 
reported by Serbin et al. was used to create voxel arrays (Steenhusen et al., 2010a). The  
average laser powers at which voxels could be fabricated were three orders of magnitude 
lower than reported in (Serbin et al., 2003), i.e. in the µW instead of the mW regime. From 
the data evaluation assuming the same threshold radical density of 0.25 wt.-%, a TPA cross-
section was determined which is four orders of magnitude higher than the one given by 
Serbin et al.. These differences in the 2PP process are attributed to the higher overlap of the 
laser spectrum with the initiators’ extinction spectrum, because the chemical composition in 
both experiments is the same. 
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Fig. 10. (a) Voxel size dependence on the applied exposure time for OC-I and OC-V, both 
formulated with 2 wt.-% Ini1 at an average laser power of 120 µW. (b) Impact of the initiator 
on the voxel size of OC-V, formulated with 1 wt.-% of Ini1 and Ini2 (Steenhusen et al., 
2010a). 
In order to demonstrate the different reactivity of various ORMOCER® material systems, 
voxel arrays were written using OC-I and OC-V, both formulated with 2 wt.-% Ini1, and the 
resulting voxel diameters were evaluated. In Figure 10 (a), the voxel diameters determined 
from voxel arrays generated in acrylate-based (OC-V) and the methacrylate-based (OC-I) 
ORMOCER®s are compared. Obvious from the data is that OC-V requires a significantly 
shorter exposure time (and thus exposure dose) in order to produce a voxel equivalent in 
size of the ones fabricated in OC-I which is related to the different reaction rates of acrylate 
and methacrylate groups (Odian, 1981). A comparison of the TPA cross-sections, however, 
cannot be performed, since the threshold concentrations will significantly differ due to the 
different cross-linkable moieties. In addition, the materials have different polarity as well as 
different oxygen sensitivity.  
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The voxel diameters of OC-V in dependence of the exposure time are compared. The mate-
rial was formulated with two different photoinitiators of the same concentration (1 wt.-% 
Ini1 and Ini2, respectively, at an average laser power of 150 µW). The results are shown in 
Figure 10 (b). For the formulation of OC-V with Ini2, the voxel diameter increases much 
steeper than for the same material formulated with Ini1, i.e. Ini2 is much more efficient. 
From the fits using the model of (Serbin et al., 2003), the TPA cross-section of Ini2 is  
approximately two times larger than the one of Ini1, which is in good agreement to the z-
scan data (cf., Table 1; Steenhusen et al., 2010a). A more comprehensive study will be  
published elsewhere. 
The effect of different initiator concentrations on the voxel formation was also investigated 
for OC-V at a given average laser power and varying the exposure times which is reported 
elsewhere (Steenhusen et al., 2010a). Beside other findings, it was observed that the  
dependency of the voxel sizes on the initiator concentration is not linear. From 
investigations on the cross-linking behavior and the resulting refractive indices in 
dependence of the UV initiator concentrations which were carried out by one-photon 
processes (classical UV exposure), it was concluded that different initiator concentrations 
lead to different inorganic-organic hybrid networks in the final layer (Houbertz et al., 2004; 
Fodermeyer, 2009; Landgraf, 2010).  
Finally, the extraordinary performance of Ini3 should be underlined by the fact that voxel 
sizes comparable to the ones fabricated using Ini1 and Ini2 in a given ORMOCER® material 
system were achieved with an about 200 times lower initial initiator concentration of Ini3 
than of Ini1 or Ini2.  
An investigation of the voxel diameter in dependence of the exposure time at different  
average laser powers has revealed that the higher the laser power, the larger the voxel 
diameters will be (Steenhusen et al., 2010a). The determined TPA cross-section σ2 by using 
equation (2), however, are about two times larger than derived from the z-scan experiments, 
which can be attributed to the fact that the assumed threshold concentration of 0.25 wt.-% is 
too high. Additional experiments with conventional UV exposure which were carried out to 
support this statement have revealed that the organic cross-linking can be initiated for 
initiator concentrations being as low as 0.01 wt.-% (Landgraf, 2010). However, although the 
model proposed by (Serbin et al., 2003) yields a reasonable starting point for theoretically 
determining the TPA cross-sections, it lacks of some important effects such as the diffusion 
initiator radicals or molecular oxygen.  
As mentioned above, the minimum voxel sizes which can be fabricated are dependent on 
many different parameters, among which the chemical and the threshold behavior are the 
most difficult to quantify. In the following, some results will be presented for sub-100 nm 
patterning, and they will be discussed with respect to the degree of organic cross-linking.  
The typical minimum feature sizes reported for several years were about 100 nm  
(“resolution limit”). Recently, several groups have reported sub-100 nm resolution using 
various polymer materials, where minimum feature sizes down to 40 nm were achieved, 
some of them using the stimulated emission depletion (STED) approach (Li et al., 2009; 
Andrew et al., 2009; Haske et al., 2007). In Figure 11, a representative image of a voxel, 
fabricated in a styryl-based ORMOCER®, formulated with 2 wt.-% Ini1 is shown. The 
patterning was carried out at an average laser power of 65 µW and an exposure time of 100 
ms, with no further optimization of the technical equipment, yielding a voxel diameter of 
about 90 nm. Features as small as about 75 nm can be routinely achieved, and the data will 
routinely achieved, and these data be published elsewhere. 
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concentration ρth for the initiation of the 2PP process which are needed for the calculation of 
the voxel diameter are not known. The initial photoinitiator concentration is given by ρ0, F0 
describes the incident photon flux, and t, ν, and τ are the temporal parameters exposure 
time, repetition rate, and pulse duration, respectively.  
In order to investigate the 2PP process at 515 nm, exactly the same material formulation as 
reported by Serbin et al. was used to create voxel arrays (Steenhusen et al., 2010a). The  
average laser powers at which voxels could be fabricated were three orders of magnitude 
lower than reported in (Serbin et al., 2003), i.e. in the µW instead of the mW regime. From 
the data evaluation assuming the same threshold radical density of 0.25 wt.-%, a TPA cross-
section was determined which is four orders of magnitude higher than the one given by 
Serbin et al.. These differences in the 2PP process are attributed to the higher overlap of the 
laser spectrum with the initiators’ extinction spectrum, because the chemical composition in 
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Fig. 10. (a) Voxel size dependence on the applied exposure time for OC-I and OC-V, both 
formulated with 2 wt.-% Ini1 at an average laser power of 120 µW. (b) Impact of the initiator 
on the voxel size of OC-V, formulated with 1 wt.-% of Ini1 and Ini2 (Steenhusen et al., 
2010a). 
In order to demonstrate the different reactivity of various ORMOCER® material systems, 
voxel arrays were written using OC-I and OC-V, both formulated with 2 wt.-% Ini1, and the 
resulting voxel diameters were evaluated. In Figure 10 (a), the voxel diameters determined 
from voxel arrays generated in acrylate-based (OC-V) and the methacrylate-based (OC-I) 
ORMOCER®s are compared. Obvious from the data is that OC-V requires a significantly 
shorter exposure time (and thus exposure dose) in order to produce a voxel equivalent in 
size of the ones fabricated in OC-I which is related to the different reaction rates of acrylate 
and methacrylate groups (Odian, 1981). A comparison of the TPA cross-sections, however, 
cannot be performed, since the threshold concentrations will significantly differ due to the 
different cross-linkable moieties. In addition, the materials have different polarity as well as 
different oxygen sensitivity.  
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The voxel diameters of OC-V in dependence of the exposure time are compared. The mate-
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Ini1 and Ini2, respectively, at an average laser power of 150 µW). The results are shown in 
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steeper than for the same material formulated with Ini1, i.e. Ini2 is much more efficient. 
From the fits using the model of (Serbin et al., 2003), the TPA cross-section of Ini2 is  
approximately two times larger than the one of Ini1, which is in good agreement to the z-
scan data (cf., Table 1; Steenhusen et al., 2010a). A more comprehensive study will be  
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The effect of different initiator concentrations on the voxel formation was also investigated 
for OC-V at a given average laser power and varying the exposure times which is reported 
elsewhere (Steenhusen et al., 2010a). Beside other findings, it was observed that the  
dependency of the voxel sizes on the initiator concentration is not linear. From 
investigations on the cross-linking behavior and the resulting refractive indices in 
dependence of the UV initiator concentrations which were carried out by one-photon 
processes (classical UV exposure), it was concluded that different initiator concentrations 
lead to different inorganic-organic hybrid networks in the final layer (Houbertz et al., 2004; 
Fodermeyer, 2009; Landgraf, 2010).  
Finally, the extraordinary performance of Ini3 should be underlined by the fact that voxel 
sizes comparable to the ones fabricated using Ini1 and Ini2 in a given ORMOCER® material 
system were achieved with an about 200 times lower initial initiator concentration of Ini3 
than of Ini1 or Ini2.  
An investigation of the voxel diameter in dependence of the exposure time at different  
average laser powers has revealed that the higher the laser power, the larger the voxel 
diameters will be (Steenhusen et al., 2010a). The determined TPA cross-section σ2 by using 
equation (2), however, are about two times larger than derived from the z-scan experiments, 
which can be attributed to the fact that the assumed threshold concentration of 0.25 wt.-% is 
too high. Additional experiments with conventional UV exposure which were carried out to 
support this statement have revealed that the organic cross-linking can be initiated for 
initiator concentrations being as low as 0.01 wt.-% (Landgraf, 2010). However, although the 
model proposed by (Serbin et al., 2003) yields a reasonable starting point for theoretically 
determining the TPA cross-sections, it lacks of some important effects such as the diffusion 
initiator radicals or molecular oxygen.  
As mentioned above, the minimum voxel sizes which can be fabricated are dependent on 
many different parameters, among which the chemical and the threshold behavior are the 
most difficult to quantify. In the following, some results will be presented for sub-100 nm 
patterning, and they will be discussed with respect to the degree of organic cross-linking.  
The typical minimum feature sizes reported for several years were about 100 nm  
(“resolution limit”). Recently, several groups have reported sub-100 nm resolution using 
various polymer materials, where minimum feature sizes down to 40 nm were achieved, 
some of them using the stimulated emission depletion (STED) approach (Li et al., 2009; 
Andrew et al., 2009; Haske et al., 2007). In Figure 11, a representative image of a voxel, 
fabricated in a styryl-based ORMOCER®, formulated with 2 wt.-% Ini1 is shown. The 
patterning was carried out at an average laser power of 65 µW and an exposure time of 100 
ms, with no further optimization of the technical equipment, yielding a voxel diameter of 
about 90 nm. Features as small as about 75 nm can be routinely achieved, and the data will 
routinely achieved, and these data be published elsewhere. 
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From conventional UV lithography in dependence on the processing parameters it is known 
that the organic cross-linking is very sensitive to the process conditions. If these are not 
suitably chosen or adapted, part of the material will not be cross-linked, and will be  
removed in the development step. This then results, for example in lower layer thicknesses 
or smaller structures than adjusted. The same effects can be observed in 2PP experiments, 
since the underlying process is a laser light-induced organic cross-linking, i.e. if the 2PP 
parameters are not optimized with respect to the reaction kinetics of the material, smaller 
structures consequently will result. It has to be mentioned, however, that there is a trade-off 
between threshold effect and cross-linking by reducing the photon dose. By driving the 
threshold effect, smaller structures will definitely occur which, however, might not be as 
well cross-linked as voxels being fabricated with a higher photon dose and/or initiator 
concentration, i.e. the resulting voxels will be less stable, and further reduction in size by the 
development step might thus occur. This needs to be investigated in more detail. 
 

 
Fig. 11. Sub-100 nm voxel (diameter: 90 nm), fabricated by 2PP in a styryl-based 
ORMOCER® material, formulated with 2 wt.-% Ini1. 
We therefore have started to investigate the degree of organic cross-linking of ORMOCER® 
materials which were processed by 2PP by high-resolution µ-Raman spectroscopy. In 
Figure 12, typical µ-Raman spectra are displayed as well as the degree of organic cross-
linking of OC-I formulated with 1 wt.-% Ini1 in dependence on the average laser power. As 
µ-Raman sample, squares of 10 µm x 10 µm were written with a velocity of 100 µm/s and a 
hatch distance of 0.1 µm. In Figure 12 (a), two µ-Raman spectra are displayed for a different 
cross-linking state of OC-I. At about 1648 cm-1, the C=C bond resulting from the methacry-
late groups which decreases in intensity the more cross-linked the material is can be seen. 
As internal reference, the C=C bond of the diphenylsilane precursor at 1569 cm-1 was used. 
The calculation of the degree of cross-linking was performed as reported in (Houbertz et al., 
2004), and the first result is shown in Figure 12 (b). Analogously to the results from  
ORMOCER® layers which were prepared by conventional UV lithography, the degree of 
cross-linking increases continuously until saturation for the given process conditions. 
However, almost the same magnitude in organic cross-linking is achieved in saturation by 
TPA processing as for classical UV exposure. A more comprehensive study on the TPA-
initiated organic cross-linking will be published elsewhere.  
Additionally to the 2PP experiments, first patterning by 3PP using the fundamental  
wavelength of 1030 nm was performed which was straightforward when considering the 
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extinction spectra of the initiators (Steenhusen et al., 2010a). From the spectra it can be 
concluded that no TPA processes will occur, because there is no absorption of the initiator at 
515 nm. Excitation with three photons, is likely depending on the three-photon absorption 
cross-sections which have to be evaluated for the different systems from z-scan experiments 
at 1030 nm. The latter is still under investigation. A resulting voxel array written using OC-1 
with 2 wt.-% Ini1 and an exposure time of 200 ms is displayed in Figure 13. A photonic 
crystal structure written by 3PP can be found in (Steenhusen et al., 2010b).  
The average laser power was with 5.2 to 5.7 mW about three orders of magnitude higher 
than for the respective TPA process at 515 nm, indicating a higher order non-linear process, 
being related to the lower efficiency of the 3PA process compared to the TPA process.  
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Fig. 12. Cross-linking investigations of OC-1/1 wt.-% Ini1. (a) Selected µ-Raman spectra, and 
(b) degree of organic cross-linking in dependence on the average laser power. 
By evaluating the voxel size, it can be seen that features being only the seventh part of the 
fundamental wavelength are achieved. The voxel pitch was set to 2 µm, and the smallest 
voxel in these data has a diameter as low as 155 nm which is far beyond the diffraction limit. 
However, also for these data the degree of organic cross-linking needs further investigation 
in order to give final proof for real sub-diffraction limit structures.  
 
 

 
Fig. 13. (a) Voxel array (pitch 2 µm) written by 3PP in OC-1/2 wt.-% Ini1, and (b) zoom into 
(a), displaying an individual voxel of about 155 nm in diameter (i.e., a feature size of λ/7). 
The data yield a proof of concept for 3PP experiments at 1030 nm. By varying the exposure 
parameters, a tremendous potential for further decreasing the feature sizes is seen. A more 
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extinction spectra of the initiators (Steenhusen et al., 2010a). From the spectra it can be 
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comprehensive study of 3PP processes at 1030 nm including z-scan experiments is presently 
carried out, and will be published elsewhere.  

3.4.4 Large-scale TPA patterning 
Up to now, most patterning results making use of TPA processes are restricted to smaller 
scale structures, where typically structures of view hundreds of µm in size were reported 
(Ostendorf & Chichkov, 2006). The restriction in structure dimensions is mainly related to 
limitations of the working distance of the high-NA focussing optics and to long fabrication 
times. Instead of the focussing objective with an NA of 1.4 which is used for high-resolution 
patterning, for large-scale fabrication this objective was replaced either by a microscopy  
objective with an NA of 0.60 or with an NA of 0.45, characterized by long working distances 
(cf., section 2.2). In addition, they offer a correction collar enabling an adaptation to different 
cover glass thicknesses ranging between 0 and 2 mm in order to reduce spherical aberration, 
resulting from a refractive index mismatch of air, glass substrate, and ORMOCER® resin, 
leading to blurring of the focal light distribution. Due to fact that the refractive index  
mismatch of glass and resin is very small compared to their difference to the refractive index 
of air, the spacer thickness can be included into the corrective adjustments. Nevertheless, 
this correction of the spherical aberration is only valid for a distinct penetration depth of the 
focal spot into the resin, and thus inhomogeneous patterning results can be observed during 
processing with the common sandwich configuration (cf., Figure 3 (a)) and varying the 
penetration depth by vertically objective movement (Stichel et al., 2010). 
In order to demonstrate the full potential of the TPA technology, the experimental setup for 
the TPA patterning was modified (cf., Figure 3 (c)) in order to allow the fabrication of high 
resolution large-scale structures with structure heights being not limited by the objective’s 
working distance. These structures might be employed, for example as scaffolds for  
regenerative or biomedicine (see also section 3.4.5). In Figure 14, two examples for the 3D 
fabrication of arbitrary 3D large-scale structures by 2PP in an acrylate-based ORMOCER® 
(OC-V/2 wt.-% Ini2) are shown. 
 

 
Fig. 14. Examples of large-scale structures fabricated by 2PP in OC-V, formulated with 2 wt.-
% Ini2. (a) Statue of liberty, and (b) human ossicles in life-size. 
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Due to the fact that the selected ORMOCER® materials exhibit particularly low absorption 
losses at data and telecom wavelengths (850, 1310, and 1550 nm) (Houbertz et al., 2003b), the 
employment of TPA for the fabrication of highly sophisticated optical designs would be  
advantageous, since this process can also be carried out on pre-configured substrates, 
already containing opto-electronic elements such as laser- or photodiodes, vertical cavity 
surface emitting lasers (VCSEL), or microlenses. 
Two-photon absorption (TPA) processing was used for the fabrication of multimode 
waveguide (WG) using just one individual ORMOCER® material which was specially 
designed for the process. This reduces the process steps significantly, and only two to three 
process steps need to be performed in order to create the waveguide (Houbertz, 2007; 
Houbertz et al., 2008). The ORMOCER® material was coated onto a pre-configured printed-
circuit board (PCB) substrate, where laser source (transmitter) and photo-diode (receiver) 
were already mounted. As laser source for this application, a femtosecond laser 
(fundamental wavelength λ = 800 nm, pulse durations between 130 and 150 fs) was 
employed, and focused about 80 to 250 µm deep into the ORMOCER® layer without using a 
cover glass. This depth is just dependent on the position of the optoelectronic devices’ active 
surfaces. The patterning by TPA then results in solid polymerized structures embedded in 
the non-exposed resin. The waveguide is then finally obtained by thermally treating the 
samples for 2 h at 200 °C in a nitrogen atmosphere. This particularly avoids any solvent-
based processing (cf., Figure 4). Dependent on the chosen optoelectronic elements, data 
transfer rates as high a 7 Gbit/s at a bit error ratio of about 10-9 were routinely achieved. 
 

 
Fig. 15. TPA-WG fabricated by 2PP in a specially designed acrylate-based ORMOCER® after 
(Houbertz et al., 2008a). As laser source, a Ti:sapphire laser was used operating at 800 nm.  
Another application example is related to the field of regenerative or biomedicine which 
attracts increasing attention. For example, micro-needle fabrication for drug delivery or the 
realization of scaffold structures using 2PP was already demonstrated (Doraiswamy et al., 
2005; Narayan et al., 2005; Ostendorf & Chichkov, 2006). Scaffolds for medical applications 
provide 3D structures with well-defined shapes with an interconnecting pore structure in 
the range of a few up to several hundreds of µm, thus mimicking the properties of  
extracellular matrices. Such artificial matrices should support 3D cell formation, cell 
proliferation, and differentiation in order to create neo-tissue or grafts from autologous cell 
cultures.  
The large-scale fabrication of biomedical scaffold structures with dimensions in the mm-
range still remains very challenging from a technical and a materials’ point of view. Most 
commercial rapid prototyping techniques cannot provide sufficiently small structure sizes 
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comprehensive study of 3PP processes at 1030 nm including z-scan experiments is presently 
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of a few µm in order to produce highly-porous scaffolds. Thus, 2PP with tailored material 
systems is a promising technology for this application, because it allows a real 3D  
fabrication at high resolution and a free design of the structures. In Figure 16, various 
highly-porous scaffolds fabricated by 2PP in OC-V/Ini2 are shown. An objective with a NA 
of 0.45 in the inverted configuration (cf., Figure 3 (c)) was used. It has to be mentioned, 
however, that the processing times are not yet optimized, and the equipment is 
continuously modified in order to reduce the necessary production time. This will be 
published elsewhere. 
 

 
Fig. 16. Scaffolds fabricated by 2PP in OC-V/2 wt.-% Ini2. (a,b) Scaffold after a design from 
(Phoenix), redesigned by the authors, (c) scaffold after (Hart, 2009), and (d-f) scaffold with 
cubically designed pores of about 180 µm size (hatch distance 20 µm). 

4. Conclusions 
We have demonstrated the use of visible and infrared laser pulses for the fabrication of sev-
eral types of sub-diffraction limit micro- and nanostructures by 2PP and 3PP. The data  
demonstrate that a well-defined fabrication of arbitrary structures can routinely be 
performed. The TPA cross-sections of some photoinitiators were characterized by the z-scan 
method, and were correlated to voxel size studies for differently functionalized hybrid 
polymers. First results on the fabrication of sub-100 nm features with a specially tailored 
hybrid material were presented as well. An investigation of the degree of organic cross-
linking of patterns written by 2PP has yielded that it is comparable to the one achieved on 
conventionally UV-exposed ORMOCER® layers. First 3PP results demonstrate a significant 
circumvention of the diffraction limit, resulting in feature sizes of only λ/7 even without 
any optimization of process and material. Large-scale scaffolds up to the cm regime were 
fabricated using a modified TPA setup which has a huge potential for biomedical and tissue 
engineering applications. The scaffolds were fabricated with interconnecting pores, and a 
pore density as high as 90 % can be crated by using hybrid polymer materials due to their 
excellent mechanical stability. However, further work concerning the TPA cross-sections of 
initiators and voxel formation for differently functionalized materials including 
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investigations on the organic cross-linking by spectroscopic methods and mechanical 
stability investigations are presently carried out. 
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1. Introduction 
With the developments of the laser technology, femtosecond laser technology is emerging as 
one of the useful microfabrication tools in recent years for both microfabrication and micro-
machining of various multi-functional structures in dielectric materials through multi-
photon absorption because of its high-quality and damage-free processing. Many high-
quality material processing techniques have been achieved to date by using femtosecond 
laser pulses with the methods of holographic fabrication [1-8] and direct writing [9-16], such 
as micro-gratings [1-4], photonic crystals [5-8], waveguide [9] and diffractive optical 
elements (DOE) [10-16].  
In this chapter, we have reported to fabricate several diffractive optical elements (DOEs) on 
the surface of the metal film or inside transparent silica glass by femtosecond laser pulses 
writing directly. Firstly, we introduce a method for holographic data storage with the aid of 
computer-generated hologram (CGH) on the metal film (Au) by femtosecond laser pulses 
writing directly. Both the simulated and the experimentally restructured object wave show 
high fidelity to the original object. Then, we introduce a novel method for generating the 
optical vortex (OV) by fabricating the computer generated hologram (CGH) of the OV inside 
glass using femtosecond laser directly writing. And the superpositions of the photon orbital 
angular momentum (OAM) have also been obtained by using a combined computer 
generated hologram (CCGH). We also give a concrete explanation to the superpositions of 
the photon OAM. Lastly, we have fabricated volume grating inside silica glass induced by a 
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efficiency. Experimental results show the first order diffractive efficiency (FODE) of the 
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writing directly. Both the simulated and the experimentally restructured object wave show 
high fidelity to the original object. Then, we introduce a novel method for generating the 
optical vortex (OV) by fabricating the computer generated hologram (CGH) of the OV inside 
glass using femtosecond laser directly writing. And the superpositions of the photon orbital 
angular momentum (OAM) have also been obtained by using a combined computer 
generated hologram (CCGH). We also give a concrete explanation to the superpositions of 
the photon OAM. Lastly, we have fabricated volume grating inside silica glass induced by a 
tightly focused femtosecond laser pulses for improving the first order of the diffractive 
efficiency. Experimental results show the first order diffractive efficiency (FODE) of the 
fabricated gratings is depending on the energy of the pulses and the scanning velocity of the 
laser pulses greatly, and the highest FODE reaches to 30% nearly. The diffraction pattern of 
the fabricated grating is also numerically simulated and analyzed by using a two 
dimensional FDTD method and Fresnel Diffraction. The numerical simulated results proved 
our prediction on the formation of the volume grating is correct which agree well with our 
experimental results. 
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2. Realizing optical storage by method of computer-generated hologram 
Because computer-generated holograms (CGHs) can produce wavefronts with any desired 
amplitude and phase distributions, they have yielded many applications since Lohmann et 
al. [17, 18] firstly demonstrated it several decades ago, such as optical interconnection [19], 
spatial filtering [20], three-dimensional display [21, 22], and holographic optical 
manipulation [23]. Two steps are needed for the production of a Fourier hologram. The first 
step is to calculate the complex amplitude of the virtual or physical object wave at the 
hologram plane. The second step involves encoding and production of a transparency.  
Here, we introduce a method for holographic data storage with the aid of CGH on the metal 
film by femtosecond laser pulses writing directly. Firstly, the letter “E” consisted of 64× 64 
pixels was selected as the object image depicting in Fig. 1 (a), which was sampled and 
Fourier transformed by a computer to obtain the discrete complex amplitude distribution. 
Then, the discrete complex amplitude distribution was encoded by the detour phase method 
as depicted in Fig. 1 (b), in which the width of the rectangular aperture was set to the half 
width of the cell; the height of the rectangular aperture was proportional to the modulus of 
the complex amplitude; and the phase of the complex amplitude was expressed with the 
distance between the center of the aperture to the center of the cell. The concrete resulted 
encoded CGH could be found in Fig. 1 (c). 
The resulted CGH could be directly written and recorded on the metal film ablated 
selectively by femtosecond laser pulses with right pulse energy. The experimental setup for 
the fabrication of the metal film is shown in Fig. 2. A regeneratively amplified Ti:sapphire 
laser system (Coherent. Co.) was used, which delivered pulses with a duration of 120fs 
(FWHM), with a center wavelength at 800nm and a repetition rate of 1kHz. The 
femtosecond laser pulses with proper energy turned by a ND (neutral density) filter is 
focused on the surface of the metal film with thickness of 130nm deposited on a silica glass 
substrate by a 50×microscope objective (NA 0.80); the micro-stage with resolution of 
0.1 mμ could be controlled by the computer; a shutter system was used to control the 
ablating area on the surface of the metal film selectively. And the process of the fabrication 
can be observed by a CCD camera in real-time. 
 

(a) (b) (c)

 
Fig. 1 (a) The object image, (b) The sketch for encoding by the detour phase method, 

1
2W = , mnL and mnP was proportional to the modulus and the phase of the complex 

amplitude in the cell (m, n) respectively. (c) The calculated encoded CGH of the object 
image. 
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Fig. 2. Experimental scheme of holographic storage on the metal film by femtosecond laser 
pulses 
 

2.540 Jμ 1.102 Jμ

0.518 Jμ 0.296 Jμ 0.172 Jμ0.217 Jμ

2 mμ

0.104 Jμ 0.093 Jμ 0.090 Jμ0.114 Jμ

2 mμ

1.783 Jμ 0.715 Jμ

2 mμ

 
Fig. 3. The hole structures on metal film deposited on glass substrate fabricated by a single 
femtosecond laser pulse with different pulse energy, all the scale bars are 2 mμ . 

Before writing the CGH on the metal film, firstly we need decide the diameters and quality 
of the ablative spots on the metal film in order to achieve well-defined patterns of CGH. In 
general, the minimum achievable structure size in laser-processing is determined by the 
diffraction limit of the optical system and is of the order of the radiation wavelength. 
However, it is different for the femtosecond laser system, because if we choose the peak 
laser fluence slightly above the threshold value, only the central part of the beam can modify 
the material and it becomes possible to produce subwavelength structures [24-25]. The 
ablated microhole structures could be found in Fig. 3 by scanning electron microscope 
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(SEM). When the laser pulse energy is set to 2.54μJ, the diameter of the ablated hole for the 
metal film is about 4.26μm, and there exist an ablated tiny hole in the substrate. With the 
decrease of the pulse energy to 1.783μJ, the diameter of the ablated hole for the metal film is 
also decreased to 4.03μm. When the pulse energy was changed to 1.1μJ and 0.52μJ, the 
diameter of the ablated hole can reach to 2.6μm and 2.2μm respectively, and the ablated hole 
in the substrate vanishes either. Although there are not obvious ablated crater on the glass 
substrate, the diameter is somewhat bigger for fabricating CGH experiments. On the other 
hand, when the pulse energy was changed to 0.30μJ, the diameter of the ablated hole could 
reach to 1.1μm. With energy of the pulse decreasing to 0.217μJ and 0.172μJ, the diameters of 
the fabricated holes decrease to 800 nm and 600 nm, respectively. When the pulse energy 
decreases to 0.114μJ and 0.104μJ, the diameter of the fabricated holes decrease to 240 nm and 
136 nm respectively, which is less than one third of the wavelength 800 nm and out of the 
diffraction limit. Especially, when the pulse energy decreases to 0.093μJ and 0.090μJ, there 
are no ablated holes for the metal film but a nanobump, which could be explained by the T-
T model (Two temperatures model) [25]. Although the smaller pulse energy can attain 
smaller size of the holes and more accurate fabrication in theory, it is difficult to control 
because of the fluctuations of the energy of the pulses and the thickness of the metal film. 
Thus, to get a good property of the structured CGH, we choose the pulses energy as 0.30μJ 
in our experiment. 
To record the desired CGH on the metal film, the sample was mounted on a computer-
controlled XYZ translation micro-stage with a resolution of 0.1μm and moved step by step 
for being ablated selectively by the focused pulses according to the CGH pattern shown in 
Fig. 1 (c). When the area is black in the hologram, the shutter system will be closed for not 
being irradiated, while on the contrary, the shutter system will be open for irradiating. The  
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Fig. 4. (a) The simulation of the reconstruction from the CGH; (b) The experimental result; 
(c) The experimental scheme for the reconstruction of the CGH. 
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irradiated dots became “transparent” by ablation, while the unexposed dots remained 
“opaque”. The simulated result of reconstruction from the fabricated CGH is given in Fig. 4 
(a). In the reconstruction of the CGH, a collimated He-Ne laser beam was used to be incident 
normally to the CGH on the metal film, as depicted in Fig. 4 (c). The diffraction pattern can 
be observed in Fig. 4 (b). The letter “E” appears in the +1st order of the diffraction field, 
while the conjugated image appears in the -1st order of the diffraction field. The result in 
experiment shows high fidelity to the simulation of the reconstruction. The diffraction 
efficiency was also measured to be 4.68% by a power meter at the wavelength of 632.8 nm. 
Here, we defined the diffraction efficiency as a ratio of the intensity of first-order diffraction 
to that of incident beam. 

3. Generating optical vortex 
Optical vortex (OV) has been paid considerable attentions in the past two decades because 
of their special characteristics and potential applications [26-28]. OV has been described as a 
topological point defect (also known as a dislocation) on wavefront and manifest as a “null” 
within a light beam because the phase at the defect point is undetermined. OV has been 
applied in many fields, such as optical trapping [23, 29], optical manipulation for MEMS 
[23], and optical vortex coronagraph [30]. Several methods, such as mode-converters [31], 
phase mask [32], and computer-generated holograms [13, 28] (CGH), may be used to embed 
OV into a “background” beam, such as a Gaussian laser beam. 
Here, we generate the OV by fabricating the CGHs of the OV inside glass using a near 
infrared 800 nm femtosecond laser directly writing. The continued and pulsed OV beams 
have also been reconstructed with both a collimated He–Ne laser beam and the femtosecond 
laser beam incident to the fabricated CGH, and the first order of the diffraction efficiency 
could reach to 3.2% nearly.  
Nye and Berry [26] have analyzed the phase dislocation within a monochromatic wave in 
detail in 1974. They have also analyzed a number of optical wavefront dislocations 
including screw dislocations, edge dislocations and mixed screw-edge dislocations. A 
monochromatic beam propagating in the z-direction and containing a single vortex 
transversely centered at the origin (r = 0) can be expressed by the scalar envelope function:  

 m mu(r, ,z) A (r,z)exp(im )exp[i (r,z)]θ θ= Φ   (1) 

Where u(r, ,z)θ is the optical field expressed in cylindrical coordinates with the optical axis 
aligned along the z axis, exp(im )θ  is the characteristic expression of the optical vortex, m is 
a signed integer called the topological charge, mΦ is the phase. 
To construct a CGH of an OV, we numerically calculate the interferogram of two waves: a 
planar reference wave and an object wave containing the desired optical vortex. For 
simplicity, we choose the object wave to be a point vortex of unit charge on an infinite 
background field of amplitude Co 

 exp(im )o oE C θ=  (2) 

and a reference wave of amplitude Cr, whose wavevector lies in the (x, z) plane, subtending 
the optical axis, z, at the angle φ, can be expressed as 

 exp( i2 )r rE C xπ= − Λ  (3) 
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Fig. 4. (a) The simulation of the reconstruction from the CGH; (b) The experimental result; 
(c) The experimental scheme for the reconstruction of the CGH. 
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Fig. 5. The CGH interfering between a vortex beam and a planar beam for different 
topological charge, (a) 1m =  and (b) 3m = . (c) Top view of the fabricated CGH. (d) (e) The 
experimental setup scheme for the fabrication and reconstruction of the CGH respectively. 
 

Where sinλ ϕΛ = is the spatial period of the plane wave in the transverse plane. The 
interferogram is given by the intensity of the interfering waves 

 ( ) ( )2
0 0, 2 1 cos 2z o r ozI x E E C x mθ π θ= =

⎡ ⎤= + = + Λ +⎣ ⎦  (4) 

Where we set Cr = C0 to achieve unity contrast ((Imax − Imin)/Imax = 1). The resulting 
interferogram, depicted in Fig. 5 (a) and (b), resembles a sinusoidal intensity diffraction 
grating. The pattern contains almost parallel lines with a bifurcation at the vortex core. 
To record the desired CGH, silica glasses with four planes being polished have been selected 
as the sample and mounted on a computer-controlled XYZ translation micro-stage with 
0.1 mμ  resolution, which were moved step by step and irradiated by the focused 
femtosecond laser pulses by a microscope objective lens with a numerical aperture of 0.45 
(20X, Nikon.Co.) with proper pulse energy according to the hologram pattern (Fig. 5 (a)) 
controlled by the PC. The schematic setup is shown in Fig. 5 (d). The irradiated dots would 
become “black” (opaque) because of microexplosion induced by femtosecond laser pulses 
inside silica glass while the unirradiated dots remained “white” (transparent). The top view 
of the fabricated hologram is presented in Fig. 5 (c) according to the CGH depicted in Fig. 5 
(a). In general, it is difficult to fabricate microstructure on the surface of the silica glass. The 
silica glass is transparent at the wavelength of 800 nm because the light frequency is out of 
the linear absorption range of the silica glass. However, the intensity at focus point would 
be approximate to 100 TW/cm2. So, high energy fluence within the focal volume would 
quickly ionize the silicate glass by the combined action of avalanche and multi-photon 
processes [13, 33]. 
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Fig. 6. Diffraction patterns with reconstruction of the CGH shown in Fig. 2. (a) Reflected 
pattern, (b) Transmitted pattern and (c) The enlarged version of the first-order diffraction of 
the Transmitted pattern. (d) Reconstructed optical vortex by a femtosecond pulsed laser. 

To reconstruct the optical vortex beam from the fabricated CGH, a collimated He–Ne laser 
beam was incident on the CGH inclined at 30° against the sample, and both the transmission 
and reflection pattern grating can be realized. In order to get an excellent image, we lay two 
masks in the diffraction beam path as shown in Fig. 5 (d). Then, the output image could be 
taken by a digital camera on the screen. Both of the transmission and reflection patterns are 
shown in Fig. 6 (a) and (b). One vortex of the first-order diffraction in the transmission 
pattern was taken out for getting an intuitionistic image of the optical vortex in the 
transverse plane (Fig. 6 (c)). From the result depicted in Fig. 6 (c), we can see that the optical 
vortex was reconstructed with high fidelity. We have also reconstructed the optical vortex 
with the femtosecond laser beam with the wave length of 800nm as shown in Fig. 6 (d), 
which have also shown high fidelity to the optical vortex and been used as a irradiated 
source for special structures [34].  
We have also measured the diffraction efficiency by a power meter at the wavelength of 
632.8 nm. Here, we defined the diffraction efficiency as a ratio of the intensity of first-order 
diffraction to that of incident beam. The efficiency of transmission beams was 3.44%, and 
that of reflection beams was 1.35%. So, the total efficiency was about 4.79%. 

4. Realizing the superpositions of the photon OAM by CCGH 
As predicted [35] and observed [36], OV beams carry an orbital angular momentum (OAM) 
distinct from the intrinsic angular momentum of photons associated with their 
polarizations. This external angular momentum of the photon states is coming from the 
helical phase structure on the optical wavefront. The OAM of photon states is the reason 
why they have been suggested for optical data storage [37] and gearing micromachines, 
such as optical tweezers [23, 29] and optical manipulation for MEMS [23]. The superposition 
of OAM of photons by Mach-Zehnder interferometer [38-39] has also attracted great 
attentions because of their potential applications in quantum computation and quantum 
information processing.  
Ordinary beams carry only “spin angular momentum”, encoded in the polarization of light. 
All possible spin states can be constructed with just two polarization states (vertical and 
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become “black” (opaque) because of microexplosion induced by femtosecond laser pulses 
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Fig. 6. Diffraction patterns with reconstruction of the CGH shown in Fig. 2. (a) Reflected 
pattern, (b) Transmitted pattern and (c) The enlarged version of the first-order diffraction of 
the Transmitted pattern. (d) Reconstructed optical vortex by a femtosecond pulsed laser. 

To reconstruct the optical vortex beam from the fabricated CGH, a collimated He–Ne laser 
beam was incident on the CGH inclined at 30° against the sample, and both the transmission 
and reflection pattern grating can be realized. In order to get an excellent image, we lay two 
masks in the diffraction beam path as shown in Fig. 5 (d). Then, the output image could be 
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pattern was taken out for getting an intuitionistic image of the optical vortex in the 
transverse plane (Fig. 6 (c)). From the result depicted in Fig. 6 (c), we can see that the optical 
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diffraction to that of incident beam. The efficiency of transmission beams was 3.44%, and 
that of reflection beams was 1.35%. So, the total efficiency was about 4.79%. 

4. Realizing the superpositions of the photon OAM by CCGH 
As predicted [35] and observed [36], OV beams carry an orbital angular momentum (OAM) 
distinct from the intrinsic angular momentum of photons associated with their 
polarizations. This external angular momentum of the photon states is coming from the 
helical phase structure on the optical wavefront. The OAM of photon states is the reason 
why they have been suggested for optical data storage [37] and gearing micromachines, 
such as optical tweezers [23, 29] and optical manipulation for MEMS [23]. The superposition 
of OAM of photons by Mach-Zehnder interferometer [38-39] has also attracted great 
attentions because of their potential applications in quantum computation and quantum 
information processing.  
Ordinary beams carry only “spin angular momentum”, encoded in the polarization of light. 
All possible spin states can be constructed with just two polarization states (vertical and 
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horizontal, or clockwise and counterclockwise). In 1992, however, Allen [35] showed that 
OV beams carry a discrete OAM of m  units per photon along their propagation direction 
because of having an azimuthal phase dependence of the form exp( im )θ− . For the light with 
OAM, the energy spirals around the beam axis. Therefore there would be OAM transferring 
to materials while interacting with materials, which can make the particles in the beam spin 
around the beam axis. 
Here, the superpositions of the photon OAM has also been obtained by using a combined 
computer generated hologram (CCGH) which is fabricated inside the polished silica glass 
with a near infrared 800 nm femtosecond laser. The CCGH is combined by two special 
binary CGHs of OV which are recorded by the interference of OV beams with a planar beam 
simulating on the computer and directly written and recorded inside the glass by 
femtosecond laser pulses induced microexplosion because of multiphoton absorption. The 
OV beams with new topological charges can be reconstructed in the diffraction field with a 
collimated He-Ne laser beam incidence to the fabricated CCGH normally, which reveals the 
superposition of OAM of photons successfully. 
From above, we can obtain two CGHs by choosing topological charges 1m =  and 3m =  
with the same Λ (depicted in Fig. 5 (a) and (b)) for getting the same diffracting angle of the 
diffracting beams in the same diffracting order. In order to get the CCGH, two CGHs were 
combined with an orthogonal style by keeping one invariable and the other one rotated to 
vertical direction (depicted in Fig. 7 (a)).  
After getting the binary CCGH, we directly fabricated it inside the silica glass sample with 
four planes being polished by femtosecond laser pulses writing directly. The same 
femtosecond laser system was used as the irradiated source, and the schematic setup was  
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Fig. 7. (a) The CCGH combined with the two CGHs of the optical vortex with topological 
charges of m=1, m=3 respectively, (b) The top view of the central part of the fabricated 
CCGH, (c) The experimental setup scheme for the reconstruction of the CCGH. 
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depicted in Fig. 5 (d). The used pulse energy could be controlled by the ND filter, and the 
shutter system could control the switch of the femtosecond beam.  
To record the desired CCGH, the sample was moved step by step and irradiated selectively 
by the focused pulses according to the hologram pattern controlled by the PC. When the 
area is blank in the hologram, the shutter system controlled by the PC will be closed. The 
irradiated dots became opaque and shown as the “black region” while the unirradiated dots 
remained transparent as the “white region”. The size of the resulted CCGH is 256 256× , and 
every pixel in the recorded CCGH is controlled as 2 mμ . So the scale of the recorded CCGH 
is 512 512m mμ μ× in the silica glass. The top view of the central part of the fabricated 
hologram under optical microscope is presented in Fig. 7 (b) according to the designed 
CCGH depicted in Fig. 7 (a). 
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Fig. 8. (a) The diffraction pattern of the fabricated CCGH, (b) The analytical results for the 
four superposed modes 

To reconstruct the optical vortex beams from the fabricated CCGH, a collimated He-Ne laser 
beam was been incident normally on the CCGH. In order to get an excellent diffraction 
result, we place a mask with a special aperture array in the diffraction beam path to block 
out the zero-order diffraction as shown in Fig. 7 (c). Then, the diffraction pattern depicted in 
Fig. 8 (a) could be taken by a digital camera on the screen. The OV beams with topological 
charges 1m = ±  and 3m = ±  should be generated in the first order of the diffraction field 
respectively. However, the OV beams with 2m = ±  and 4m = ±  can also be attained in the 
first order diffraction modes. We also give an analytical result for the OV beams with new 
topological charges as shown in Fig. 8 (b), which shows high fidelity to OV beams. 
The OVs with new topological charges can be attributed to the superposition of the 
topological charges between 1±  orders of the two CGHs. We give a sketch for the 
explanation of diffraction modes as shown in Fig. 8. We can see that the topological charge 
is 4m =  in the position of the cross between 1+  order for CGH with 1m =  and 1+  order 
for CGH with 3m =  from the Fig. 9, while the topological charge is 2m = −  in the position 
of the cross between 1+  order for CGH with 1m =  and 1−  order for CGH with 3m = . 
In order to confirm the theoretical explanation about the superposition of the topological 
charges, we use another CCGH made by two CGHs with 1m =  depicted in Fig. 5(a), and 
the diffraction pattern is shown in the Fig. 5(b). From the Fig. 5(b), we can find that the 
 



 Coherence and Ultrashort Pulse Laser Emission 

 

616 

horizontal, or clockwise and counterclockwise). In 1992, however, Allen [35] showed that 
OV beams carry a discrete OAM of m  units per photon along their propagation direction 
because of having an azimuthal phase dependence of the form exp( im )θ− . For the light with 
OAM, the energy spirals around the beam axis. Therefore there would be OAM transferring 
to materials while interacting with materials, which can make the particles in the beam spin 
around the beam axis. 
Here, the superpositions of the photon OAM has also been obtained by using a combined 
computer generated hologram (CCGH) which is fabricated inside the polished silica glass 
with a near infrared 800 nm femtosecond laser. The CCGH is combined by two special 
binary CGHs of OV which are recorded by the interference of OV beams with a planar beam 
simulating on the computer and directly written and recorded inside the glass by 
femtosecond laser pulses induced microexplosion because of multiphoton absorption. The 
OV beams with new topological charges can be reconstructed in the diffraction field with a 
collimated He-Ne laser beam incidence to the fabricated CCGH normally, which reveals the 
superposition of OAM of photons successfully. 
From above, we can obtain two CGHs by choosing topological charges 1m =  and 3m =  
with the same Λ (depicted in Fig. 5 (a) and (b)) for getting the same diffracting angle of the 
diffracting beams in the same diffracting order. In order to get the CCGH, two CGHs were 
combined with an orthogonal style by keeping one invariable and the other one rotated to 
vertical direction (depicted in Fig. 7 (a)).  
After getting the binary CCGH, we directly fabricated it inside the silica glass sample with 
four planes being polished by femtosecond laser pulses writing directly. The same 
femtosecond laser system was used as the irradiated source, and the schematic setup was  
 

(a) (b)

CCGH
He-Ne Laser

Lens Msak Screen
(c)

 
Fig. 7. (a) The CCGH combined with the two CGHs of the optical vortex with topological 
charges of m=1, m=3 respectively, (b) The top view of the central part of the fabricated 
CCGH, (c) The experimental setup scheme for the reconstruction of the CCGH. 
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depicted in Fig. 5 (d). The used pulse energy could be controlled by the ND filter, and the 
shutter system could control the switch of the femtosecond beam.  
To record the desired CCGH, the sample was moved step by step and irradiated selectively 
by the focused pulses according to the hologram pattern controlled by the PC. When the 
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irradiated dots became opaque and shown as the “black region” while the unirradiated dots 
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Fig. 9. The sketch for explanation of diffraction mode 
 

(a) (b) (c)  
Fig. 10. (a) The CCGH combined by two CGHs with m=1, m=1, (b) The diffraction pattern 
for the CCGH showed in (a), (c) The enlarged version for the superposed gaussian mode 
with m=0 
diffraction pattern in the position of the cross between the 1+  order and the 1−  order has 
become to a Gauss mode with the topological charge of 0m = , and the analytical profile of 
the superposed beam is depicted in Fig. 5(c). It can be seen that our explanation about the 
superposition of the topological charges is reasonable. 
We also measured the diffraction efficiency by a power meter at the wavelength of 632.8 nm. 
The efficiencies of diffraction beam with  1m = ±  and 3m = ±  were 2.2% respectively, and 
those of diffraction beam with 2m = ±  and 4m = ±  were 1.1% respectively.  
The CCGH method would be an effective way to realize the superposition of the photon 
OAM. It would be significant for the micromachining, optical tweezer, quantum 
computation and quantum information processing to superpose the diffraction beams with 
the CCGH combined by two CGHs with the same spatial period Λ . Because it is much 
easier to generate the superposition of the OAM of the photons compared to by the methods 
of Mach-Zehnder interferometer [38, 39]. 
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5. Self-assembling volume grating in silica glass 
From above experimental results, we can know that the first diffraction efficiencies of the 
fabricated DOEs are comparatively small. It would be very significant if the diffraction 
efficiency of these diffractive optical elements could be increased. According to the grating 
parameter ( )22Q d nπλ= Λ  defined by Kogelnik [11, 12, 16, 40], where Λ is the period of the 

gratings, d is the thickness of the diffraction grating, n is the refractive index, and λ  is the 
wavelength of the incident beam, we can enlarge the thickness or reduce the period of the 
diffraction grating for obtaining a larger diffraction efficiency. Because of the self-focusing 
and self-defocusing effects, there would be a line of self-assembly periodic nanovoids 
generated spontaneously along the propagation direction of the laser beam, when a 
femtosecond laser beam is focused into transparent glass with proper pulse energy. That is 
to say the entire length of the void structure and the shapes of the generated voids could be 
controlled by varying the laser parameters. So far, there have been reported to form a 
submicrometer-sized void array in borosilicate glass [41], SrTiO3 crystal [42], Al2O3 crystal 
[43], CaF2 crystals [44], fused silica glass [45] and so on.  
Here, we fabricated volume grating inside silica glass induced by a tightly focused 
femtosecond laser pulses. The first order diffractive efficiency (FODE) of the fabricated 
gratings is depending on the energy of the pulses and the scanning velocity of the laser 
greatly, and the highest FODE reaches to 30% nearly. The diffraction pattern of the 
fabricated grating is also numerically simulated and analyzed by using a two dimensional 
FDTD method and Fresnel Diffraction. The numerical simulated results proved our 
prediction on the formation of the volume grating is correct which agree well with our 
experiment results. 

5.1 Experimental results 
The schematic illustration of the experimental setup is shown in Fig. 11 (a), which is similar 
with Fig. 5 (d). The commercially available polishing fused silica glass with size of 
8mm×5mm×4mm was mounted on the micro-stage. The laser beam with a diameter of 6mm 
in Gaussian profile was focused inside the glass sample by a 50X objective lens with 
numerical aperture of 0.80. And the femtosecond laser beam is focused to 100 μm beneath 
the surface of the sample. The energy of the pulse can be turned by a ND (neutral density) 
filter. A shutter system was used to control the number of the deposited pulses selectively.  
As depicted in Fig. 11 (b-d) , line style structures induced by femtosecond laser pulses 
consisting of a group of voids and a filamentation could be observed along the incident 
direction (arrow direction) inside samples. It is observed with the increase of the number of 
the pulses, the length and the diameter of the induced structure are becoming larger and 
larger and the void group is becoming more regular (see Fig. 11 (b)). Similarly, with the 
increase of the pulse energy, the length of the line structures induced by both single pulse 
(see Fig. 11 (c)) and the double pulses (see Fig. 11 (d)) are also becoming longer, which 
implies with the decrease of the scanning speed (more laser pulses irradiating in a certain 
spot) and the increase of the pulse energy, the length of the fabricated line structure would 
be increased. It is notable to mention that when the pulse energy is decreased to 3.80μJ for 
the single pulse interacting, the voids almost disappear, with a long sharp filamentation left, 
as is depicted in Fig. 11. (c). The formation of the filamentation in the silica glass sample is 
one of the most fundamental nonlinear optical phenomena and results from the dynamic 
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(a) (b) (c)  
Fig. 10. (a) The CCGH combined by two CGHs with m=1, m=1, (b) The diffraction pattern 
for the CCGH showed in (a), (c) The enlarged version for the superposed gaussian mode 
with m=0 
diffraction pattern in the position of the cross between the 1+  order and the 1−  order has 
become to a Gauss mode with the topological charge of 0m = , and the analytical profile of 
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superposition of the topological charges is reasonable. 
We also measured the diffraction efficiency by a power meter at the wavelength of 632.8 nm. 
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balance between self-focusing arising from an increase in the refractive index and self-
defocusing arising from diffraction or plasma formation [46-47]. 
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Fig. 11. (a) The sketch of the experimental setup for the generation of periodic voids, Side 
view of the voids array induced in silica glass by femtosecond laser pulses, (b) Different 
number of with pulse energy of 20μJ, (c) Single pulse with different energies, (d) Double 
pulses with different energies. The scale bars in the Figure are 20μm. The arrows show the 
direction of the pulses propagation, and the lop lines express the focus place 
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Fig. 12. the fabricated grating: (a) top view, (b) side view; diffraction pattern of the grating 
obtained under different conditions: (c) E=1.76μJ, v=1000μm/s, (d) E=7.38μJ, v=1000μm/s 

A series of grating could be fabricated in the silica glass sample by moving the computer-
controlled XYZ translation micro-stage at different scanning speeds and different pulse 
energies. One of the typical fabricated grating is shown in Fig. 12 (a) and (b) with the pulse 
energy and the moving speed of the stage of E=3.520μJ and v=500μm/s respectively. The 
period of the fabricated grating is set to 20μm. From Fig. 12 (b), we can observe that the 
depth of the grating is reaching to 120μm nearly, which is six times of the periods, so we 
called it volume gratings. The diffraction pattern of the fabricated grating could be obtained 
by a collimated He-Ne laser beam normally incident on the fabricated grating, and two 
typical diffraction patterns are depicted in Fig. 12 (c) and (d) by keeping the scanning speed 
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at v=1000μm/s but different pulse energy E=1.176μJ and E=7.380μJ respectively. It is 
apparent that the first diffraction efficiency of the fabricated grating by E=7.380μJ is larger 
than that of E=1.176μJ, which shows the first diffraction efficiency of the fabricated grating is 
depending upon the pulse energies greatly. 
We also measure the transmittance efficiency and diffraction efficiency of the fabricated 
gratings by laying a power meter at the wavelength of 632.8nm behind the sample for 
detecting the diffractive He-Ne laser. Here, we defined the transmittance efficiency (TE) to 
be the ratio between the intensity of whole transmittance and that of incident beam. The 
variation tendency of the transmittance efficiency with the different pulse of energy and 
scanning velocity is shown in Fig. 13 (a). We found that the transmittance efficiency 
decreases for higher pulse energy and slower scanning speed. It can be explained by the fact 
that the absorption and scatterance are enhanced because of stronger microexplosion and 
the more generation of color centers. We also defined the first order diffraction efficiency 
(FODE) and normalized first order diffraction efficiency (NFODE) to be the ratio of the 
intensity of the first-order diffraction to the incident intensity and the transmitted intensity 
respectively. And the corresponding variation tendencies are shown in Fig. 13 (b) and (c). 
With the increase of the pulse energy, the FODE would enlarge to a maximum firstly, and 
then decrease gradually depicted in Fig. 13 (b). However, NFODE nearly increases all the 
time as shown in Fig. 13 (c) expect for situations with too large energies.  
 

 
Fig. 13. (a) Variational tendency of the transmittance efficiency(TE) with the different pulse 
of energy and scanning velocity, (b) Variational tendency of the first order diffraction 
efficiency(FODE) with the different pulse of energy and scanning velocity, (c) Variational 
tendency of the normalized first order diffraction efficiency(NFODE) with the different 
pulse of energy and scanning velocity. 

Now we give a physical description of the phenomenon observed above: With the increase 
of the pulse energy, the depth of the fabricated gratings would be increased, so does the first 
order diffraction according to Kogelnik’s equation [13]. However, the absorption and 
scatterance are also enhanced at the same time. When the former is dominated, the FODE 
would be increasing; while the posterior is dominated, the FODE would be decreasing, as 
shown in Fig. 13 (b). On the other hand, if we neglect the influence of the absorption and 
scatterance, the NFODE should be always increasing as is depicted in Fig. 13 (c). For 
different scanning speed at the pulse energy of 1.760μJ, it is observed that the FODE 
decreases with increasing scanning speed, and the maximum is only 3.2% for v=100μm/s. 



 Coherence and Ultrashort Pulse Laser Emission 

 

620 

balance between self-focusing arising from an increase in the refractive index and self-
defocusing arising from diffraction or plasma formation [46-47]. 
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Fig. 11. (a) The sketch of the experimental setup for the generation of periodic voids, Side 
view of the voids array induced in silica glass by femtosecond laser pulses, (b) Different 
number of with pulse energy of 20μJ, (c) Single pulse with different energies, (d) Double 
pulses with different energies. The scale bars in the Figure are 20μm. The arrows show the 
direction of the pulses propagation, and the lop lines express the focus place 
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Fig. 12. the fabricated grating: (a) top view, (b) side view; diffraction pattern of the grating 
obtained under different conditions: (c) E=1.76μJ, v=1000μm/s, (d) E=7.38μJ, v=1000μm/s 

A series of grating could be fabricated in the silica glass sample by moving the computer-
controlled XYZ translation micro-stage at different scanning speeds and different pulse 
energies. One of the typical fabricated grating is shown in Fig. 12 (a) and (b) with the pulse 
energy and the moving speed of the stage of E=3.520μJ and v=500μm/s respectively. The 
period of the fabricated grating is set to 20μm. From Fig. 12 (b), we can observe that the 
depth of the grating is reaching to 120μm nearly, which is six times of the periods, so we 
called it volume gratings. The diffraction pattern of the fabricated grating could be obtained 
by a collimated He-Ne laser beam normally incident on the fabricated grating, and two 
typical diffraction patterns are depicted in Fig. 12 (c) and (d) by keeping the scanning speed 
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at v=1000μm/s but different pulse energy E=1.176μJ and E=7.380μJ respectively. It is 
apparent that the first diffraction efficiency of the fabricated grating by E=7.380μJ is larger 
than that of E=1.176μJ, which shows the first diffraction efficiency of the fabricated grating is 
depending upon the pulse energies greatly. 
We also measure the transmittance efficiency and diffraction efficiency of the fabricated 
gratings by laying a power meter at the wavelength of 632.8nm behind the sample for 
detecting the diffractive He-Ne laser. Here, we defined the transmittance efficiency (TE) to 
be the ratio between the intensity of whole transmittance and that of incident beam. The 
variation tendency of the transmittance efficiency with the different pulse of energy and 
scanning velocity is shown in Fig. 13 (a). We found that the transmittance efficiency 
decreases for higher pulse energy and slower scanning speed. It can be explained by the fact 
that the absorption and scatterance are enhanced because of stronger microexplosion and 
the more generation of color centers. We also defined the first order diffraction efficiency 
(FODE) and normalized first order diffraction efficiency (NFODE) to be the ratio of the 
intensity of the first-order diffraction to the incident intensity and the transmitted intensity 
respectively. And the corresponding variation tendencies are shown in Fig. 13 (b) and (c). 
With the increase of the pulse energy, the FODE would enlarge to a maximum firstly, and 
then decrease gradually depicted in Fig. 13 (b). However, NFODE nearly increases all the 
time as shown in Fig. 13 (c) expect for situations with too large energies.  
 

 
Fig. 13. (a) Variational tendency of the transmittance efficiency(TE) with the different pulse 
of energy and scanning velocity, (b) Variational tendency of the first order diffraction 
efficiency(FODE) with the different pulse of energy and scanning velocity, (c) Variational 
tendency of the normalized first order diffraction efficiency(NFODE) with the different 
pulse of energy and scanning velocity. 

Now we give a physical description of the phenomenon observed above: With the increase 
of the pulse energy, the depth of the fabricated gratings would be increased, so does the first 
order diffraction according to Kogelnik’s equation [13]. However, the absorption and 
scatterance are also enhanced at the same time. When the former is dominated, the FODE 
would be increasing; while the posterior is dominated, the FODE would be decreasing, as 
shown in Fig. 13 (b). On the other hand, if we neglect the influence of the absorption and 
scatterance, the NFODE should be always increasing as is depicted in Fig. 13 (c). For 
different scanning speed at the pulse energy of 1.760μJ, it is observed that the FODE 
decreases with increasing scanning speed, and the maximum is only 3.2% for v=100μm/s. 



 Coherence and Ultrashort Pulse Laser Emission 

 

622 

However, when the pulse energy increase to 3.520μJ, the maximum of the FODE reaches to 
11.6% for v=500μm/s, and the FODE for circumstance of v=100μm/s and v=200μm/s are 
comparatively small compared to v=500μm/s. For the pulse energy of 7.380μJ, the biggest 
diffraction efficiency reaches to 15.1% for v=1000μm/s, but the others decrease to a lower 
level compared to that of E=3.520μJ. Going on increasing the pulse energy to 12.83μJ, all of 
the FODE decrease to a relative lower level compared to E=7.380μJ. 
We deem that when the pulse energy is 1.760μJ, the induced microexplosion and the 
darkening region is comparatively small. When the scanning speed is slow, the fabricated 
grating is thicker than that for large scanning speed, so the FODE is larger. While the pulse 
energy reaches to 3.520μJ, the depth of the gratings would be bigger, so the FODE would 
become bigger than the former. The microexplosion and the darkening region would also 
increase, and the slower the bigger, so the FODE for v=100μm/s is smaller than that for 
v=500μm/s and v=200μm/s. For v=1000μm/s, the resulted grating is not so compacted 
compared with other scanning speed, so the FODE is smaller. However, when the pulse 
energy reaches to 7.380μJ, the resulted gratings could be compacted enough, so the FODE 
reaches maximum too. But for v=500μm/s, v=200μm/s, and v=100μm/s, the FODE is 
decreasing at E=7.380μJ because of the enhancement of the microexplosion and the 
darkening region. For pulse energy of 12.83μJ, resulted gratings is too compacted, and the 
absorption and scatterance dominate, so all of the FODE is decreased to a lower level.  
Moreover, the order of the FODE is in a reverse order compared to that of E=1.760μJ, just 
because of the different dominant mechanism for lower and higher energy. 

5.2 Simulated results 
In order to verify our explanation on experimental results, we simulate the diffraction process 
of the induced gratings without regard to the optical absorption by the combined methods of 
two dimensional FDTD and Fresnel diffraction as shown in Fig. 14 (a-c). The scale of the 
simulation districts is chosen to be 200μmxh = and 80μmzh = , and assume the sample is 
uniform along the direction of Y axes. The grating period is set as 20μmxd = according to our 
experimental reality, and the refractive indexes of silica glass and the filamentations are 

1.5sn = and 0fn n nδ= +  respectively, where nδ is the refractive index change (RIC) induced 
by the laser. The refractive index of the background (air) is 1.0bn = . According to our 
experimental results as depicted in Fig. 11 (b-d), the filamentations could be simplified as 
composite regions combined by a rectangle and followed by a triangle (see Fig. 14 (b)), and the 
width of the rectangle region is rectd . In our simulation, the sample is divided into four regions 
labelled A, B, C and D respectively, and the length (along Z axes) of region A, B are set as 

5μmAh =  and 10μmBh =  respectively. We could change the length of region C ( Ch ), the 
refractive index variation nδ and the width of the rectangle region rectd , so as to match 
different conditions in our experiment. We use a Gauss form continuous source in front of the 
sample with a twist 0 40μmω = and wavelength 0 0.8μmλ = . The position of the source waist 
is marked with green line in Fig. 14 (b). 
To obtain the far field diffraction, we extract the amplitude and phase distribution of the 
electric field in the plane ( ),x y  behind the silicate sample to be ( ) ( ) ( )i xE x A x e φ= , and 
assume the scale of the sample in the third dimension to be constant. Then the diffraction 
pattern of the far field in the ( )', 'x y  plane can be solved using the Fresnel Diffraction 
Integral as below: 
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Fig. 14. (a) A simple sketch of our numerical method, (b) A typical example of the 
distribution of the amplitude of the electric field inside the sample. (c) Distribution of the 
amplitude of the Electric filed in the silicate glass sample. 
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Where ( )22 'r d x x= + − , ( )arccos /d rθ = , k  is the wave-number, C is an constant 

introduced by the integration along the third dimension. The distance between the two 
planes is fixed to be 20cmd = , which is in consistent with our experiment. And we observe 
the distribution of the electric field in the ( )', 'x y plane along the 'x axis. 

The numerical simulated results are shown in Fig. 15. After more than 20000 iterations, we 
could attain stationary distribution of the electric amplitude inside the silicate glass sample 
as depicted in Fig. 14 (c) (at 40μm, 0.002, 10μmC rech n dδ= = = ). The far field diffraction 
patterns of the given volume grating at which 10μm, 0.005recd nδ= =  with different 
depths( 10,20, 40ch mμ= ) are depicted in Fig. 15 (a), which shows that with the increase of the 
depth of the grating, the diffraction efficiency is increasing, which verify our former 
physical explanation and agree with our experimental results very well as depicted in Fig. 
13 (c).  
With the increase of the pulse energy or decrease of the scanning speed, the fabricated lines’ 
width ( recd ) of the induced grating would increase obviously as depicted in Fig. 11 (b-d). So 
we also give a numerical simulation on the far field diffraction patterns of the volume 
grating by keeping 20μmch =  and 0.005nδ = but with different line widths 
( 15,10,5recd mμ= ) are depicted in Fig. 15 (b), which shows that with the increase of the line 
width ( recd ), the first order diffraction efficiency is increasing. In other words, increasing the 
incident pulse energy (leading to the increase of the line width and the depth of the induced 
grating) would enhance the FODE if we can take no account of the absorption. 
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However, when the pulse energy increase to 3.520μJ, the maximum of the FODE reaches to 
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level compared to that of E=3.520μJ. Going on increasing the pulse energy to 12.83μJ, all of 
the FODE decrease to a relative lower level compared to E=7.380μJ. 
We deem that when the pulse energy is 1.760μJ, the induced microexplosion and the 
darkening region is comparatively small. When the scanning speed is slow, the fabricated 
grating is thicker than that for large scanning speed, so the FODE is larger. While the pulse 
energy reaches to 3.520μJ, the depth of the gratings would be bigger, so the FODE would 
become bigger than the former. The microexplosion and the darkening region would also 
increase, and the slower the bigger, so the FODE for v=100μm/s is smaller than that for 
v=500μm/s and v=200μm/s. For v=1000μm/s, the resulted grating is not so compacted 
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energy reaches to 7.380μJ, the resulted gratings could be compacted enough, so the FODE 
reaches maximum too. But for v=500μm/s, v=200μm/s, and v=100μm/s, the FODE is 
decreasing at E=7.380μJ because of the enhancement of the microexplosion and the 
darkening region. For pulse energy of 12.83μJ, resulted gratings is too compacted, and the 
absorption and scatterance dominate, so all of the FODE is decreased to a lower level.  
Moreover, the order of the FODE is in a reverse order compared to that of E=1.760μJ, just 
because of the different dominant mechanism for lower and higher energy. 

5.2 Simulated results 
In order to verify our explanation on experimental results, we simulate the diffraction process 
of the induced gratings without regard to the optical absorption by the combined methods of 
two dimensional FDTD and Fresnel diffraction as shown in Fig. 14 (a-c). The scale of the 
simulation districts is chosen to be 200μmxh = and 80μmzh = , and assume the sample is 
uniform along the direction of Y axes. The grating period is set as 20μmxd = according to our 
experimental reality, and the refractive indexes of silica glass and the filamentations are 

1.5sn = and 0fn n nδ= +  respectively, where nδ is the refractive index change (RIC) induced 
by the laser. The refractive index of the background (air) is 1.0bn = . According to our 
experimental results as depicted in Fig. 11 (b-d), the filamentations could be simplified as 
composite regions combined by a rectangle and followed by a triangle (see Fig. 14 (b)), and the 
width of the rectangle region is rectd . In our simulation, the sample is divided into four regions 
labelled A, B, C and D respectively, and the length (along Z axes) of region A, B are set as 

5μmAh =  and 10μmBh =  respectively. We could change the length of region C ( Ch ), the 
refractive index variation nδ and the width of the rectangle region rectd , so as to match 
different conditions in our experiment. We use a Gauss form continuous source in front of the 
sample with a twist 0 40μmω = and wavelength 0 0.8μmλ = . The position of the source waist 
is marked with green line in Fig. 14 (b). 
To obtain the far field diffraction, we extract the amplitude and phase distribution of the 
electric field in the plane ( ),x y  behind the silicate sample to be ( ) ( ) ( )i xE x A x e φ= , and 
assume the scale of the sample in the third dimension to be constant. Then the diffraction 
pattern of the far field in the ( )', 'x y  plane can be solved using the Fresnel Diffraction 
Integral as below: 
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introduced by the integration along the third dimension. The distance between the two 
planes is fixed to be 20cmd = , which is in consistent with our experiment. And we observe 
the distribution of the electric field in the ( )', 'x y plane along the 'x axis. 

The numerical simulated results are shown in Fig. 15. After more than 20000 iterations, we 
could attain stationary distribution of the electric amplitude inside the silicate glass sample 
as depicted in Fig. 14 (c) (at 40μm, 0.002, 10μmC rech n dδ= = = ). The far field diffraction 
patterns of the given volume grating at which 10μm, 0.005recd nδ= =  with different 
depths( 10,20, 40ch mμ= ) are depicted in Fig. 15 (a), which shows that with the increase of the 
depth of the grating, the diffraction efficiency is increasing, which verify our former 
physical explanation and agree with our experimental results very well as depicted in Fig. 
13 (c).  
With the increase of the pulse energy or decrease of the scanning speed, the fabricated lines’ 
width ( recd ) of the induced grating would increase obviously as depicted in Fig. 11 (b-d). So 
we also give a numerical simulation on the far field diffraction patterns of the volume 
grating by keeping 20μmch =  and 0.005nδ = but with different line widths 
( 15,10,5recd mμ= ) are depicted in Fig. 15 (b), which shows that with the increase of the line 
width ( recd ), the first order diffraction efficiency is increasing. In other words, increasing the 
incident pulse energy (leading to the increase of the line width and the depth of the induced 
grating) would enhance the FODE if we can take no account of the absorption. 
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Fig. 15. The far field diffraction of the distribution of Electric filed along the 'x direction, (a) 

10μm, 0.002rech nδ == and the three curves correspond to different depths of the induced 
gratings: ch = 10(red), 20(blue) and 40 μm (black) respectively; (b) 10μm, 0.002ch nδ= = and the 
three curves correspond to different width of the filaments: recd = 15(red), 10(blue) and 
5 μm (black) respectively; (c) 10μm, 40μmrec cd h= = and the three curves correspond to 
different variations of the refractive index: 0.007nδ = (red), 0.005 (blue) and 0.012(black) 
respectively. 
 

We also simulated FODEs depending on the different RIC ( 0.002,0.007,.0012nδ = ) by 
remaining 10μm, 40μmrec cd h= = . From the simulated result as shown in Fig. 15 (c), we can 
observe that the RIC would affect the FODE strongly. Especially, for 0.012nδ = , the FODE is 
higher than the zero order diffraction efficiency (ZODE) for the normally incident beam. In 
fact, in our simulation if we further enlarge the RIC, the ZODE would be minished 
correspondingly. It is possible that the ZODE minish to zero absolutely at a certain RIC that 
relates to the depth of the grating ( ch ). That is to say the energy of the zero order diffraction 
could transfer to the first and higher order diffraction. Therefore, if we can accurately 
control the RIC and ch  inside the glass sample induced by femtosecond laser, we could 
control the diffraction pattern very well. 

6. Conclusion  
In conclusion, optical information has been stored on the metal film by femtosecond laser 
pulses with the aid of the computer-generated hologram (CGH) encoded by the detour 
phase method. Furthermore, the object wave has been reconstructed by using a collimated 
He-Ne laser beam in a proper way, and the result shows a high fidelity to the original object. 
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The CGH of the OV has been fabricated inside glass by the femtosecond laser pulses. And 
we realized the restructured optical vortex beam of both the transmission and reflection 
pattern with high fidelity using a collimated He–Ne laser beam. We have realized the 
superposition of the OAM of photons with CCGH of OVs. The CCGH was formed by 
combining two CGHs of OVs in a special way and directly written inside glass by 
femtosecond laser pulses induced microexplosion. The OV beams with different photon 
OAM can be generated from different topological charges carried by the diffraction beams 
from the CCGH. Theoretical analysis and experimental demonstrations have been given to 
explain the generations of the superposition of the OAM. The efficiencies of the first order 
diffraction waves have been measured to be about 6.6% in total.  
In order to enhance the first order diffraction efficiency, we have researched the way to 
fabricating the volume grating inside silica glass by tightly focused femtosecond laser 
pulses. The femtosecond pulses induced multiple microexplosion and the self-focusing and 
self-defocusing effects in the transparent materials have been considered as the reasons for 
the formation of volume grating. The first order diffraction efficiency of the induced grating 
is measured by a collimated He-Ne laser and the highest NFODE reaches to 30% nearly. We 
also have constructed a grating mode and attained the simulated results by using a two 
dimensional FDTD method and Fresnel Diffraction. The numerical simulated results 
verified our physical viewpoint on the formation of the volume grating is correct which 
agree well with our experiment results. 
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remaining 10μm, 40μmrec cd h= = . From the simulated result as shown in Fig. 15 (c), we can 
observe that the RIC would affect the FODE strongly. Especially, for 0.012nδ = , the FODE is 
higher than the zero order diffraction efficiency (ZODE) for the normally incident beam. In 
fact, in our simulation if we further enlarge the RIC, the ZODE would be minished 
correspondingly. It is possible that the ZODE minish to zero absolutely at a certain RIC that 
relates to the depth of the grating ( ch ). That is to say the energy of the zero order diffraction 
could transfer to the first and higher order diffraction. Therefore, if we can accurately 
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1. Introduction     
Self-assembled monolayers (SAMs) are ultrathin organic coatings, which allow one to 
precisely tailor surface properties, such as the wettability, the biocompatibility and the 
chemical reactivity and resistance. For this reason, SAMs are widely used as ultrathin resists 
and functional coatings in numerous micro- and nanofabrication schemes (Love et al., 2005; 
Onclin et al, 2005; Buriak, 2002). Femtosecond (fs) laser processing of SAMs here offers a 
variety of particularly promising perspectives (Hartmann et al., 2008; Franzka et al., 2010; 
Mathieu et al., 2010). On one hand, fs-laser processing is a maskless noncontact technique 
with a high flexibility, both, in two and three dimensions. Also, processing can be carried 
out at high pressures, in liquids and on - or even in - dielectric materials and rapid 
patterning is feasible over wafer scale areas. In addition, fs-lasers allow for nonlinear 
processing and hence provide a means for sub-wavelength patterning. On the other hand, 
because of their ultrathin nature, SAMs can be processed with single laser pulses, which 
ensures short processing times. The monomolecular thickness also allows for well-defined 
irradiation and burr-free patterning of the coating and avoids bubble and particle formation. 
All off which are problems commonly encountered in direct ablative fs-laser processing. 
Moreover, varying the chemical structure of the monolayer provides a means to tailor cross 
sections, incubation effects and resist properties and to enable chemical patterning. 
Surprisingly, though, despite these promising perspectives, fs-laser processing of organic 
monolayers still is largely unexplored (Chang et al., 2005; Chang et al., 2006; Kirkwood et al., 
2007; Álvarez et al., 2008). Moreover, most of these contributions focus on micropatterning 
experiments (Chang et al., 2006; Kirkwood et al., 2007; Álvarez et al., 2008). This chapter 
reviews recent efforts in sub-wavelength patterning of organic monolayers via single pulse 
fs-laser processing including silane-based monolayers on quartz glass (Hartmann et al., 
2008) and surface-oxidized silicon substrates (Franzka et al., 2010) and thiol-based 
monolayers on gold-coated silicon substrates (Mathieu et al., 2010). These results 
demonstrate the general versatility of fs-lasers in nonlinear processing of SAMs on 
dielectric, semiconducting and metallic platforms and emphasize the particular prospects of 
this approach as a tool for rapid micro- and nanofabrication. 
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dielectric, semiconducting and metallic platforms and emphasize the particular prospects of 
this approach as a tool for rapid micro- and nanofabrication. 
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2. Self-assembled monolayers 
Fig. 1 displays the general structure of SAMs (Mathieu & Hartmann, 2010). Generally, these 
ultrathin films consist of densely packed elongated molecules, which stand up on top of the 
substrate’s surface. The film thickness typically is 1-2 nm. Each molecule can be divided into 
three functional parts: i) the head group, which couples the molecules to the surface and 
defines the type of the SAM. Most prominent are thiol-based SAMs on gold and other 
coinage metals (Love et al., 2005), silane-based SAMs on oxidic or surface-oxidized 
substrates (Onclin et al., 2005) and organic monolayers from olefinic precursor molecules on 
semiconducting platforms (Buriak, 2002). ii) the backbone, which in the simplest case 
represents an aliphatic hydrocarbon chain, and iii) the end group, e. g. simple functional 
groups such as amine or carboxyl groups or more complex chemical or biochemical 
functionalities. Upon varying the chemical structure the chemical reactivity and resistance of 
SAMs can be tailored. This explains the wide-spread use of SAMs as ultrathin resists and 
functional coatings (Love et al., 2005; Onclin et al., 2005; Buriak, 2002). In particular, via the 
end group additional components can be attached to the surface. In conjunction with 
patterning routines this provides a facile means to fabricate chemical templates with 
domains of defined size, shape and chemical termination. Such platforms allow one to 
selectively couple nanoscopic building blocks in predefined surface areas in order to build 
up functional surface architectures (Woodson & Liu, 2007). 
A common procedure for the preparation of SAMs considers immersion of clean substrates 
into millimolar solutions of respective precursor molecules. With time the molecules couple 
to the substrate surface via the head group, stand up on the surface and form a densely 
packed monolayer as depicted in Fig. 1. Monolayer growth is self-limiting, as the end 
groups usually are chosen as to not react with the head groups. The quality of the 
monolayer in terms of packing density and order, however, strongly depends on the type of 
the SAM and the detailed preparation conditions (Love et al., 2005; Onclin et al., 2005; 
Buriak, 2002). 
 

 
Fig. 1. Schematic diagram of the structure of SAMs. The thickness typically is 1-2 nm. Three 
functional parts of the adsorbed molecules are distinguished: the head group, the backbone 
and the end group. Adapted from Mathieu & Hartmann, 2010. © IOP. 

Sub-Wavelength Patterning of Self-Assembled Organic Monolayers  
via Nonlinear Processing with Femtosecond Laser Pulses   

 

631 

 
Fig. 2. Schematic presentations of the SAM/substrate combinations considered in this 
review: a) ODS monolayers on quartz glass, b) ODS monolayers on surface-oxidized silicon 
substrates, c) HDT monolayers on Au-coated silicon substrates. The surface bond of the 
molecules is shown in red on the right-hand side of each scheme. 

In the work reviewed here, alkylsiloxane SAMs and alkanethiol SAMs are addressed. As 
substrates quartz glass, surface-oxidized silicon and Au-coated silicon samples are used. 
Surface-oxidized silicon samples expose a native oxide layer with a thickness of 1-2 nm on 
top. Au-coated silicon samples are silicon samples with a 5 nm Ti adhesion layer and a 
40 nm Au layer on top. Detailed coating procedures are given in the literature (Hartmann et 
al., 2008; Franzka et al., 2010; Mathieu et al., 2010). Briefly, prior to coating, all substrates are 
cleaned in hot piranha solution (a mixture of sulfuric acid and hydrogen peroxide). 
Octadecylsiloxane (ODS) monolayers then are formed upon immersion of the substrates into 
a millimolar solution of octadecyltrichlorosilane in toluene. For coating with hexadecanthiol 
(HDT) monolayers a millimolar solution of HDT in ethanol is used. Schematic presentations 
of the distinct SAM/substrate combinations are shown in Fig. 2. 

3. Nonlinear femtosecond laser processing 
Laser processing is widely recognized as a facile and versatile means for direct patterning of 
SAMs (Mathieu & Hartmann, 2010). If nanopatterning is targeted, the optical diffraction 
limit, however, poses a significant constraint (Bäuerle, 2000). Even if highly focusing optics 
with a numerical aperture NA close to one is used the minimum structure size dmin usually is 
not much smaller than the wavelength λ of the laser light: 

    dmin ≈ λ NA  (1)  

A common means to extend the lateral resolution of laser techniques into the sub-
wavelength range takes advantage of nonlinear effects (Bäuerle, 2000; Koch et al., 2005a; Ali 
et al., 2008; Chong et al., 2010). If one considers the complexity of photoexcited processes at 
surfaces, the pool of nonlinearities, of course, is large (Zhou et al., 1991; Richter & Cavanagh, 
1992; Zimmermann & Ho, 1995; Mathieu & Hartmann, 2010). In general, direct and indirect 
excitation mechanisms can be distinguished. Direct mechanisms are based on an immediate 
excitation of the adsorbed molecules within the monolayer. Examples include 
photoexcitation via single or multiphoton processes and field-induced processes. In contrast, 
indirect mechanisms start with excitation processes that are initiated in the substrate. 
Absorption of laser light in the substrate at first generates excited charge carriers, such as 
hot electrons. On one hand, these electrons may interact with the adsorbed molecules 
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Fig. 1. Schematic diagram of the structure of SAMs. The thickness typically is 1-2 nm. Three 
functional parts of the adsorbed molecules are distinguished: the head group, the backbone 
and the end group. Adapted from Mathieu & Hartmann, 2010. © IOP. 
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Fig. 2. Schematic presentations of the SAM/substrate combinations considered in this 
review: a) ODS monolayers on quartz glass, b) ODS monolayers on surface-oxidized silicon 
substrates, c) HDT monolayers on Au-coated silicon substrates. The surface bond of the 
molecules is shown in red on the right-hand side of each scheme. 

In the work reviewed here, alkylsiloxane SAMs and alkanethiol SAMs are addressed. As 
substrates quartz glass, surface-oxidized silicon and Au-coated silicon samples are used. 
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a millimolar solution of octadecyltrichlorosilane in toluene. For coating with hexadecanthiol 
(HDT) monolayers a millimolar solution of HDT in ethanol is used. Schematic presentations 
of the distinct SAM/substrate combinations are shown in Fig. 2. 

3. Nonlinear femtosecond laser processing 
Laser processing is widely recognized as a facile and versatile means for direct patterning of 
SAMs (Mathieu & Hartmann, 2010). If nanopatterning is targeted, the optical diffraction 
limit, however, poses a significant constraint (Bäuerle, 2000). Even if highly focusing optics 
with a numerical aperture NA close to one is used the minimum structure size dmin usually is 
not much smaller than the wavelength λ of the laser light: 

    dmin ≈ λ NA  (1)  

A common means to extend the lateral resolution of laser techniques into the sub-
wavelength range takes advantage of nonlinear effects (Bäuerle, 2000; Koch et al., 2005a; Ali 
et al., 2008; Chong et al., 2010). If one considers the complexity of photoexcited processes at 
surfaces, the pool of nonlinearities, of course, is large (Zhou et al., 1991; Richter & Cavanagh, 
1992; Zimmermann & Ho, 1995; Mathieu & Hartmann, 2010). In general, direct and indirect 
excitation mechanisms can be distinguished. Direct mechanisms are based on an immediate 
excitation of the adsorbed molecules within the monolayer. Examples include 
photoexcitation via single or multiphoton processes and field-induced processes. In contrast, 
indirect mechanisms start with excitation processes that are initiated in the substrate. 
Absorption of laser light in the substrate at first generates excited charge carriers, such as 
hot electrons. On one hand, these electrons may interact with the adsorbed molecules 
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building up the monolayer and initiate reactions. Examples are photochemical or 
photoelectrochemical reaction pathways. On the other hand, the excited electrons eventually 
scatter inelastically with the substrate lattice, which inevitably results in a certain 
temperature rise at the surface. This provides the basis for photothermal reaction pathways. 
All the aforementioned processes proceed on material-specific time, length and energy 
scales, which vary over several orders of magnitude. This makes laser patterning a rich and 
complex process (Bäuerle, 2000). For this reason, nonlinear laser processing of organic 
monolayers, at first, necessitates a proper choice of all laser parameters in order to trigger 
the desired surface reactions and avoid damage of the substrate (Mathieu & Hartmann, 
2010). Fig. 3 depicts some of the essential energetic parameters: the photon energy EP, the 
linear photodissociation threshold ED of the monolayer and, if applicable, the band gap EB of 
the substrate. Commonly, in nonlinear laser processing photon energies well below the 
photodissociation threshold are chosen. Femtosecond lasers here offer some particularly 
promising perspectives (Hartmann et al., 2008; Franzka et al., 2010; Mathieu et al., 2010). 
Processing of organic monolayers on dielectric materials with EB > EP allows one to exploit 
multiphoton absorption processes. On semiconductors and metals with EB ≤ EP, indirect 
processes, e. g. multiple electronic excitations or photothermal reactions can be initiated. All 
these processes introduce strong nonlinearities and ensure sub-wavelength resolution. Note, 
although fs-lasers commonly are used in order to minimize thermal impact, photothermal 
pathways could open up shortly after local irradiation with fs-laser pulses. 
 

 
Fig. 3. Energetic constraints and photoexcited processes in fs-laser processing. Adapted from 
Mathieu & Hartmann, 2010. © IOP. 

Laser processing experiments described in this work have been carried out at the Laser 
Zentrum Hannover (LZH) using a commercial Ti:Sapphire oscillator-amplifier system 
(Femtopower compact Pro, Femtolasers Produktions GmbH) at ambient conditions. A 
detailed description of the experimental setup is given in the literature (Koch et al., 2006). 
The laser system provides Gaussian laser pulses with a wavelength and a pulse length of 
λ = 800 nm and τ < 30 fs, respectively. A Schwarzschild microscope objective with NA = 0.5 

Sub-Wavelength Patterning of Self-Assembled Organic Monolayers  
via Nonlinear Processing with Femtosecond Laser Pulses   

 

633 

is used to focus the laser pulses onto the substrates. The 1/e focal spot diameter 
d1/e somewhat varies depending on the specific objective and the optical adjustment of the 
experimental setup. Respective values in each experiment are obtained upon fitting the 
experimental data as outlined below. 
Typically, single-pulse processing at distinct pulse energies E is carried out. Fluences F are 
calculated via (Hartmann et al., 2008): 

    F = 4E πd1/e
2  (2)  

For characterization of the patterned samples atomic force microscopy (AFM) is used. AFM 
images are recorded in contact mode with standard cantilevers. The diameter d of the 
structures usually depends on the laser fluence as follows (Hartmann et al., 2008): 

  ( )1/ lne thd d F F=  (3)  

where   Fth  is a critical threshold for a given process, e. g. for monolayer decomposition or 
substrate ablation. For analysis, the experimental data is fitted on the basis of Eq. (3). This 
yields the corresponding critical threshold value  Fth  and the 1/e spot diameter d1/e. 

3.1 Alkylsiloxane monolayers on quartz glass 
Femtosecond laser patterning of alkylsiloxane monolayers on quartz glass at λ = 800 nm 
allows one to exploit multiphoton absorption processes (Hartmann et al., 2008). In 
particular, photochemical patterning of these coatings usually is carried out at λ < 200 nm 
(Sugimura et al., 2000). The linear photodissociation energy ED is expected to be around 
6 eV. Quartz glass, in turn, exhibits a band gap EB of 9 eV. Hence, at a photon energy of 
EP = 1.6 eV considered here, nonlinear processing appears feasible. Moreover, in view of 
these energetic constraints, it has been anticipated, that sub-wavelength patterning of the 
coating can be carried out well below the ablation threshold of the substrate. 
Fig. 4 shows AFM data from experiments, in which coated samples are patterned with 
single laser pulses at distinct fluences. Local irradiation results in circular spots of varying 
morphology and size. At high laser fluences, two regions can be distinguished (Fig. 4a). In 
the inner region ablation of the substrate is evident. In particular, here, depths reach deep 
into the bulk (Fig. 4c). In contrast, depths in the outer region remain below 2 nm indicative 
for a decomposition of the organic monolayer. Note, the outer and the inner region can also 
be clearly distinguished in the friction contrast (Fig. 4b). In the following the diameters of 
these regions, where monolayer decomposition and substrate ablation are observed, are 
denoted as dSAM and dquartz, respectively (Fig. 4d). 
At lower laser fluences, no substrate ablation is observed (Figs. 4e-h). Decomposition of the 
monolayer, however, takes place down to very low fluences. In Fig. 5a a plot of the 
diameters dSAM and dquartz over the full range of laser fluences considered here is displayed. 
A fit of the data on the basis of Eq. (3) yields critical threshold values for monolayer 
decomposition   Fth

SAM = 3.1 J/cm2 and substrate ablation  Fth
quartz= 4.2 J/cm2. This points to a 

fairly large parameter range for selective processing of the monolayers. Moreover, in this 
regime sub-wavelength patterning below λ/3 is possible. In particular, as shown in Fig. 5b, 
at d1/e = 1.8 µm structures with a width of 250 nm and below are fabricated. Note, these 
structures also come with sharp edges. 
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is used to focus the laser pulses onto the substrates. The 1/e focal spot diameter 
d1/e somewhat varies depending on the specific objective and the optical adjustment of the 
experimental setup. Respective values in each experiment are obtained upon fitting the 
experimental data as outlined below. 
Typically, single-pulse processing at distinct pulse energies E is carried out. Fluences F are 
calculated via (Hartmann et al., 2008): 
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For characterization of the patterned samples atomic force microscopy (AFM) is used. AFM 
images are recorded in contact mode with standard cantilevers. The diameter d of the 
structures usually depends on the laser fluence as follows (Hartmann et al., 2008): 
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(Sugimura et al., 2000). The linear photodissociation energy ED is expected to be around 
6 eV. Quartz glass, in turn, exhibits a band gap EB of 9 eV. Hence, at a photon energy of 
EP = 1.6 eV considered here, nonlinear processing appears feasible. Moreover, in view of 
these energetic constraints, it has been anticipated, that sub-wavelength patterning of the 
coating can be carried out well below the ablation threshold of the substrate. 
Fig. 4 shows AFM data from experiments, in which coated samples are patterned with 
single laser pulses at distinct fluences. Local irradiation results in circular spots of varying 
morphology and size. At high laser fluences, two regions can be distinguished (Fig. 4a). In 
the inner region ablation of the substrate is evident. In particular, here, depths reach deep 
into the bulk (Fig. 4c). In contrast, depths in the outer region remain below 2 nm indicative 
for a decomposition of the organic monolayer. Note, the outer and the inner region can also 
be clearly distinguished in the friction contrast (Fig. 4b). In the following the diameters of 
these regions, where monolayer decomposition and substrate ablation are observed, are 
denoted as dSAM and dquartz, respectively (Fig. 4d). 
At lower laser fluences, no substrate ablation is observed (Figs. 4e-h). Decomposition of the 
monolayer, however, takes place down to very low fluences. In Fig. 5a a plot of the 
diameters dSAM and dquartz over the full range of laser fluences considered here is displayed. 
A fit of the data on the basis of Eq. (3) yields critical threshold values for monolayer 
decomposition   Fth

SAM = 3.1 J/cm2 and substrate ablation  Fth
quartz= 4.2 J/cm2. This points to a 

fairly large parameter range for selective processing of the monolayers. Moreover, in this 
regime sub-wavelength patterning below λ/3 is possible. In particular, as shown in Fig. 5b, 
at d1/e = 1.8 µm structures with a width of 250 nm and below are fabricated. Note, these 
structures also come with sharp edges. 
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Fig. 4. AFM data from patterning experiments of ODS monolayers on quartz glass with 
single laser pulses at λ = 800 nm, τ < 30 fs and distinct fluences F: a) - d) F = 5.1 J/cm2 and e) 
- h) F = 4.1 J/cm2. The data display: a) and e) the topography, b) and f) the friction contrast, 
c) and g) height profiles. d) and h) are schematic presentations denoting the diameters dSAM 
and dquartz, where monolayer decomposition and substrate ablation are observed, 
respectively. Adapted from Hartmann et al., 2008. © AIP. 
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Fig. 5. AFM data from patterning experiments of ODS monolayers on quartz glass with 
single laser pulses at λ = 800 nm, τ < 30 fs: a) dependence of the diameters dSAM and dquartz on 
the laser pulse fluence. Lines are fits on the basis of Eq. (3). b) friction contrast image of a 
sub-wavelength structure at F = 3.2 J/cm2. Adapted from Hartmann et al., 2008. © AIP. 
This opens up an avenue towards laser fabrication of transparent templates with chemical 
structures down into the sub-100 nm regime. Such chemical templates represent promising 
platforms for biotechnological applications, e. g. DNA chips or other biosensor arrays. 
Processing at higher fluences, also provides a facile route towards combined 
chemical/topographic structures, e. g. for microfluidic applications. With these results and 
perspectives, quartz substrates represent an ideal platform for fs-laser processing of silane-
based monolayers. 
Noteworthy, only few techniques allow for direct nanopatterning of silane-based 
monolayers on dielectric substrates, such as quartz or glass. Photolithographic techniques, 
of course, can be used. Sub-100 nm patterning, e. g. using EUV lithography, though, remains 
challenging. Also, constructive techniques such as dip pen nanolithography and micro 
contact printing are complicated because of the intricate silane chemistry and surface 
charging impedes direct patterning with electron beam lithography. 

3.2 Alkylsiloxane monolayers on surface-oxidized silicon 
For comparison, fs-laser patterning experiments with alkylsiloxane monolayers on surface-
oxidized silicon substrates are carried out (Franzka et al., 2010). With a linear 
photodissociation threshold ED of 6 eV and a band gap EB of 9 eV, both the organic 
monolayer and the surface silicon oxide film are highly transparent in the near-infrared 
regime. In contrast to quartz glass, however, the band gap of silicon is EB = 1.1 eV. Hence, at 
a photon energy of EP = 1.6 eV laser absorption essentially takes place in the silicon 
substrate. Monolayer decomposition appears possible via indirect processes. At sufficiently 
high fluences, multiple electronic excitations could to take place. In addition, photothermal 
pathways could open up even at comparatively low fluences. All these processes introduce 
strong nonlinearities and hence provide a means for patterning with sub-wavelength 
resolution. 
AFM images from single-pulse patterning experiments at distinct fluences are shown in 
Fig. 6a. In contrast to the experiments with coated quartz glass substrates, local irradiation 
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AFM images from single-pulse patterning experiments at distinct fluences are shown in 
Fig. 6a. In contrast to the experiments with coated quartz glass substrates, local irradiation 
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Fig. 6. a) AFM data from patterning experiments of ODS monolayers on surface-oxidized 
silicon substrates with single laser pulses at λ = 800 nm, τ < 30 fs and distinct fluences as 
indicated in the frames. b) schematic presentation depicting the diameters dSAM, dripples, drim 
and dSi. Adapted from Franzka et al., 2010. © AIP. 
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here results in a particularly rich complexity of surface morphology. At high fluences, at 
least four regions can be distinguished. In the centre region ablation of the substrate is 
evident (region 1). Radially outwards follow concentric areas where rim and ripples 
formation is observed (region 2 and 3, respectively) and a faint boundary area (region 4). If 
the fluence is reduced more and more, at first the depth of the hole in the centre decreases 
and the rim structure flattens. Finally, the inner regions disappear one after another and 
only a faint surface spot remains visible where monolayer decomposition has set in. In the 
following the diameters of the four regions are depicted as dSi, drim, dripples and dSAM, 
respectively (Fig. 6b). In Fig. 7a a plot of these diameters over the laser fluence is displayed.  
 

 
Fig. 7. AFM data from patterning experiments of ODS monolayers on surface-oxidized 
silicon substrates with single laser pulses at λ = 800 nm, τ < 30 fs: a) dependence of the 
diameters dhole, drim, dripples and dSAM on the laser pulse fluence. Lines are fits on the basis of 
Eq. (3). b) and c) sub-wavelength structure at F = 1.13 J/cm2: b) topography and c) height 
profile across the structure in Fig. 7b. Adapted from Franzka et al., 2010. © AIP. 
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Noteworthy, despite a 1/e laser spot diameter of d1/e = 1.3 µm, minimum structure sizes for 
selective processing of the organic monolayer are about 300 nm. In particular, sub-
wavelength patterning close to λ/3 is feasible. As shown in Figs. 7b and 7c, however, height 
profiles reveal depths of only 0.3 nm, that is, monolayer decomposition is largely 
incomplete. Moreover, the parameter range for selective fs-laser processing of alkylsiloxane 
monolayers on surface-oxidized silicon substrates is fairly narrow. Corresponding fits on the 
basis of Eq. (3) yield critical thresholds for substrate ablation, rim and ripples formation, and 
monolayer decomposition of  Fth

Si = 2.1 J/cm2,  Fth
rim= 1.8 J/cm2,  Fth

ripples = 1.2 J/cm2 and   Fth
SAM = 

1.1 J/cm2, respectively. 
Alkylsiloxane monolayers, of course, exhibit an exceptional high thermal and photochemical 
stability (Onclin et al., 2005). Selective fs-laser processing of more sensitive organosiloxane 
monolayers is expected to be feasible in a significantly larger parameter range. Monolayers 
with tailored chromophors, here, are particularly promising (Onclin et al., 2005). In a recent 
contribution by Jonas, Kreiter and coworkers, for example, fs-laser patterning of silane-
based SAMs with photoprotected carboxylic ester functionalities has been addressed 
(Álvarez et al. 2008). In addition, fs-laser processing of organic monolayers on oxide-free 
silicon appears promising (Buriak et al., 2002; Klingebiel; 2010). In particular, the Si/SiO2 
interface exhibits a valence band offset of around 4 eV. Hence in case of surface-oxidized 
samples, excited electrons in the substrate need higher energies in order to reach the organic 
coating on the surface. This could well block reactions, e. g. via multiple electronic 
excitations. SAMs on oxide-free silicon, in turn, are directly coupled to the semiconducting 
substrate and hence, generally, are more sensitive. 

3.3 Alkanethiol monolayers on Au-coated silicon 
If the fabrication of chemical templates is targeted, selective processing of the monolayers is 
a key requirement, e. g. in order to ensure precise vertical alignment of nanoscopic building 
blocks in subsequent deposition processes (Mathieu & Hartmann, 2010). SAMs, in turn, are 
also used as ultrathin resists. Generally, this makes lower demands on the selectivity of the 
process. In this respect, alkanthiol SAMs have been demonstrated to provide particularly 
promising perspectives in fs-laser processing as shown in Fig. 8 (Mathieu et al., 2010). 
Similar to alkylsiloxane monolayers, alkanthiol monolayers are highly transparent at λ = 
800 nm. Photochemical patterning of such SAMs usually is carried out at wavelengths in the 
deep ultraviolet range (Ryan et al., 2004). The linear photodissociation threshold ED is close 
to 5 eV. At EP = 1.6 eV, Au, in turn, exhibits a 1/e penetration depths of 14 nm. Hence, fs-
laser processing of alkanthiol monolayers is expected to proceed via indirect mechanisms, 
which start with respective excitations in the substrate (cf. section 3.2). 
Figs. 8a-c shows typical AFM images and corresponding height profiles from single-pulse 
patterning experiment at high fluences. As evident from this data, circular structures with 
two regions can be distinguished. In the outer region decomposition of the monolayer takes 
place. In particular, depths are 1-2 nm equivalent to the thickness of HDT SAMs on Au. In 
the inner region the formation of a fine tip structure indicative for substrate melting is 
visible (Koch et al.; 2005b). In agreement with these results, both regions exhibit a distinct 
friction contrast in comparison to the surrounding areas. Note, melting structures as those in 
Fig. 8a, of course, are undesirable when the fabrication of chemical templates is addressed. 
At lower fluences, melting structures are not observed anymore. The parameter window, for 
selective monolayer processing, though, is rather narrow. The melting structures, in turn, do 
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Fig. 8. AFM data from patterning experiments of HDT SAMs on Au-coated silicon samples 
with single laser pulses at λ = 800 nm, τ < 30 fs. a)-c) and d)-e) show the same surface area 
prior to etching and after etching in ferri-/ferrocyanide solution, respectively. Fluences at 
the distinct positions as indicated in d) are F = 0.89 J/cm2, F = 0.92 J/cm2, F = 0.99 J/cm2 and 
F = 1.02 J/cm2. a) and d) show the topography, b) and e) the friction contrast and c) and f) 
display height profiles at the positions marked by black arrows in a) and b). Black arrows in 
c) and f) indicate the width and the depth of the structures prior to etching and after etching, 
respectively. Adapted from Mathieu et al., 2010. © Springer. 
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Noteworthy, despite a 1/e laser spot diameter of d1/e = 1.3 µm, minimum structure sizes for 
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1.1 J/cm2, respectively. 
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substrate and hence, generally, are more sensitive. 

3.3 Alkanethiol monolayers on Au-coated silicon 
If the fabrication of chemical templates is targeted, selective processing of the monolayers is 
a key requirement, e. g. in order to ensure precise vertical alignment of nanoscopic building 
blocks in subsequent deposition processes (Mathieu & Hartmann, 2010). SAMs, in turn, are 
also used as ultrathin resists. Generally, this makes lower demands on the selectivity of the 
process. In this respect, alkanthiol SAMs have been demonstrated to provide particularly 
promising perspectives in fs-laser processing as shown in Fig. 8 (Mathieu et al., 2010). 
Similar to alkylsiloxane monolayers, alkanthiol monolayers are highly transparent at λ = 
800 nm. Photochemical patterning of such SAMs usually is carried out at wavelengths in the 
deep ultraviolet range (Ryan et al., 2004). The linear photodissociation threshold ED is close 
to 5 eV. At EP = 1.6 eV, Au, in turn, exhibits a 1/e penetration depths of 14 nm. Hence, fs-
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the inner region the formation of a fine tip structure indicative for substrate melting is 
visible (Koch et al.; 2005b). In agreement with these results, both regions exhibit a distinct 
friction contrast in comparison to the surrounding areas. Note, melting structures as those in 
Fig. 8a, of course, are undesirable when the fabrication of chemical templates is addressed. 
At lower fluences, melting structures are not observed anymore. The parameter window, for 
selective monolayer processing, though, is rather narrow. The melting structures, in turn, do 
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Fig. 8. AFM data from patterning experiments of HDT SAMs on Au-coated silicon samples 
with single laser pulses at λ = 800 nm, τ < 30 fs. a)-c) and d)-e) show the same surface area 
prior to etching and after etching in ferri-/ferrocyanide solution, respectively. Fluences at 
the distinct positions as indicated in d) are F = 0.89 J/cm2, F = 0.92 J/cm2, F = 0.99 J/cm2 and 
F = 1.02 J/cm2. a) and d) show the topography, b) and e) the friction contrast and c) and f) 
display height profiles at the positions marked by black arrows in a) and b). Black arrows in 
c) and f) indicate the width and the depth of the structures prior to etching and after etching, 
respectively. Adapted from Mathieu et al., 2010. © Springer. 
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Fig. 9. AFM data from patterning experiments of HDT monolayers on Au-coated silicon 
substrates with single laser pulses at λ = 800 nm, τ < 30 fs: a) dependence of the diameters 
dSAM on the laser pulse fluence. The line is a fit on the basis of Eq. (3). b) and c) sub-
wavelength structure at F = 0.57 J/cm2. b) shows the topography and c) displays a height 
profile across the structure in Fig. 9b. Adapted from Mathieu et al., 2010. © Springer. 

not affect subsequent etching steps. Figs. 8d-f, for example, display the same structures as in 
Figs. 8a-c after etching in a ferri-/ferrocyanide solution (Xia et al., 1995). In the course of this 
process the 40 nm thick Au film in the bare surface areas is completely dissolved, whereas 
the SAM in the surrounding areas represents an effective resist layer. Hence, in this way the 
patterns are transferred into the Au film. No difference in etching is observed between the 
outer and inner region that are present after laser processing. This results in an extremely 
large processing window for pattern transfer. 
From AFM height profiles the diameters of the etched structures at half-depth are obtained. 
As evident from Fig. 8, these diameters essentially correspond to the diameters dSAM where 
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monolayer decomposition is initiated. In Fig. 9a a plot of dSAM over the laser fluence is 
displayed. A fit on the basis of Eq. (3) yields a critical threshold for monolayer 
decomposition   Fth

SAM  = 0.53 J/cm2. As expected from the observations discussed above, this 
value is close to the ablation threshold for thin Au films  Fth

Au  = 0.55 J/cm2 reported in the 
literature (Kirkwood et al., 2007). Despite a 1/e spot diameter of d1/e = 1 µm, however, 
minimum structure sizes after pattern transfer are 160 nm. In particular, sub-wavelength 
patterning down to λ/5 is feasible. Respective AFM data are shown in Figs. 9b and 9c. 
Noteworthy, the full width of the step edge of these structures is 80 nm. This value is not 
corrected for tip size effects, that is, the actual width is expected to be even smaller. 
Altogether, these results demonstrate the prospects of alkanthiol monolayers as high-
resolution resists in rapid nonlinear fs-laser processing. 

4. Summary, conclusions and future perspectives 
In conclusion, recent progress in single-pulse fs-laser processing of organic monolayers is 
reviewed. Processing with a micrometer-sized laser spot at λ = 800 nm and τ < 30 fs allows 
for sub-wavelength patterning. Generally, though, processing strongly depends on the 
particular chemical and electronic structure of the SAM/substrate system (Hartmann et al., 
2008; Franzka et al., 2010; Mathieu et al., 2010). Tab. 1 summarizes the results discussed 
here. Processing of alkylsiloxane monolayers on quartz glass allows one to exploit 
multiphoton absorption processes (Hartmann et al., 2008). Selective patterning can be 
carried out in a fairly large range of laser pulse fluences with sub-wavelength resolution of 
λ/3 and below. This provides promising perspectives in fabrication of nanostructured 
chemical templates on transparent platforms, e. g. for biotechnological and microfluidic 
applications. Processing of alkylsiloxane monolayers on surface-oxidized silicon substrates 
is expected to follow an indirect mechanism, e. g. via multiple electronic excitations or 
photothermally induced reactions (Franzka et al., 2010). In contrast to the experiments on 
coated quartz samples, the parameter range for selective processing of alkylsiloxane 
monolayers on surface-oxidized silicon substrates is very narrow only. Moreover, 
monolayer decomposition here is largely incomplete. Hence, more sensitive monolayers are 
desired in order to exploit this approach on silicon substrates. In addition, fs-laser 
processing of organic monolayers on oxide-free silicon appears promising (Klingebiel; 2010). 
Similarly to alkylsiloxane monolayers on surface-oxidized silicon, processing of alkanethiol 
monolayers on Au-coated silicon is expected to proceed via indirect mechanims. The 
parameter range for selective processing, again, is rather narrow only. These SAMs, 
however, show great promise as high-resolution resists in rapid fs-laser processing of thin 
Au films. In particular, via etching the patterns can be transfered into the Au film. Minimum 
structures exhibit a width of λ/5. 
Overall, these results demonstrate the general versatility of fs-lasers in nonlinear processing 
of SAMs on dielectric, semiconducting and metallic platforms. Considering tighter focusing 
optics and shorter wavelength sub-100-nm patterning appears feasible. In addition to its 
high lateral resolution, the procedure provides a powerful combination of other features, 
i.e., it is based on a noncontact maskless process and allows for rapid large-area patterning 
at ambient conditions. 
Multiple-pulse patterning experiments also show that incubation effects generally are 
negligible warranting precise fabrication of complex patterns. In view of these results and 
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at ambient conditions. 
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perspectives, fs-laser processing constitutes a powerful tool for large-area micro- and 
nanopatterning of self-assembled organic monolayers. 
SAM / 
Substrate ED EB d1/e dmin λ/n Critical 

Thresholds Fth 
Processing 
window 

ODS on 
quartz 6 eV 9 eV 1.8 µm 250 nm < λ/3  Fth

SAM = 3.1 J/cm2 

 Fth
quartz= 4.2 J/cm2 

Patterning: 
3.1 - 4.2 J/cm2 

ODS on 
SiO2/Si 6 eV 1.1 eV 1.3 µm 300 nm ≈ λ/3 

 Fth
SAM = 1.1 J/cm2 

 Fth
ripples = 1.2 J/cm2 

 Fth
rim= 1.8 J/cm2 

 Fth
Si = 2.1 J/cm2 

Patterning: 
1.1 – 1.2 J/cm2 

HDT on 
Au/Si 5 eV - 1.0 µm 160 nm λ/5  Fth

SAM  = 0.53 J/cm2

 Fth
Au  = 0.55 J/cm2 

Patterning: 
0.53 – 0.55 J/cm2 

Pattern 
Transfer: 
1.1 – 2.0 J/cm2 

Tab. 1. Summary of the experimental results on fs-laser processing of organic monolayers 
with single laser pulses at λ = 800 nm, equivalent to EP = 1.6 eV, τ < 30 fs. For focusing, 
optics with NA = 0.5 are used (Hartmann et al., 2008; Franzka et al., 2010; Mathieu et al., 
2010). 

On a broader view, the results reported here nicely complement previous studies focusing 
on sub-wavelength patterning of SAMs via nonlinear processing with continuous-wave 
lasers exploiting photothermal processes (Balgar et al., 2006; Dahlhaus et al., 2006; Mathieu 
et al., 2009; Klingebiel et al., 2010; Mathieu & Hartmann, 2010). 
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1. Introduction  
Even though the phrase “short pulse” has been in widespread use for more than two 
decades, there has been no indication of serious attempts to provide a clear limit on pulse 
duration beyond which the pulse is no more considered to be short. Unless this ambiguity is 
resolved devising applications peculiar to the short pulses will be prohibitively difficult as it 
has been the case over past years despite significant advances in untangling the phenomena 
arising from the interaction of laser pulses with matter.  The parameter space determining 
the outcome of such interactions, which include wavelength, pulse duration, peak intensity, 
polarization state, density of the matter, and the energy levels of the molecular constituents 
of the matter, is too enormous to allow an efficient design appropriate for providing 
performances levels superior to what can be achieved using traditional techniques. 
Moreover, the parameter space becomes more complex when two or more temporally 
overlapping pulses of different wavelengths are desired to be applied for providing more 
flexibility. Thus, we are well justified to devote a whole section for the definition of “short 
pulse” in the context of the potential applications that are expected to emerge in coming 
years. Then, two application areas, which we consider to be promising despite being 
scarcely discussed in academic literature, will be discussed in some details.  These include 
laser assisted high specific mass spectroscopy and flat panel display dicing. 

2. Relevancy of applications and definition of “short pulse” 
In the introduction we used the phrase “relevant application” without clearly specifying why 
the adjective relevant needed to be used in the first place. Unfortunately, there are many 
claims in the literature on the applications of short laser pulses while few, if any, of these 
claims live up to markets’ expectations and soon sink into oblivion. Therefore, we believe that 
the relevant applications are much fewer than the large list one can compile by gathering those 
suggested by the researchers in universities. We support our assertion by providing as an 
example related to one of our recent experiences. Someone approached us for advice on a flat 
transparent thin sheet of inert polymer having mono-dispersed pores for application in health 
science to remove bacteria from biological fluids. The pores were desired to have diameters of 
0.4 μm with a pore density of about 108 pores per cm2. Obviously, such pores cannot be drilled 
using commercially available high repetition rate lasers since the pore diameter is smaller than 
their wavelength. However, recalling the published work on drilling to sub-wavelength 
diameters we suggested using the high repetition 100 fs Ti:Sapphire laser pulses as a suitable 
and feasible method. To our dismay, few days later, we learnt of commercially available 
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claims live up to markets’ expectations and soon sink into oblivion. Therefore, we believe that 
the relevant applications are much fewer than the large list one can compile by gathering those 
suggested by the researchers in universities. We support our assertion by providing as an 
example related to one of our recent experiences. Someone approached us for advice on a flat 
transparent thin sheet of inert polymer having mono-dispersed pores for application in health 
science to remove bacteria from biological fluids. The pores were desired to have diameters of 
0.4 μm with a pore density of about 108 pores per cm2. Obviously, such pores cannot be drilled 
using commercially available high repetition rate lasers since the pore diameter is smaller than 
their wavelength. However, recalling the published work on drilling to sub-wavelength 
diameters we suggested using the high repetition 100 fs Ti:Sapphire laser pulses as a suitable 
and feasible method. To our dismay, few days later, we learnt of commercially available 
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polycarbonate membrane filters with well characterized characteristics having list prices as 
low as 0.2 $/cm2. Unfortunately, achieving similar levels of perfection and cost does not 
appear to be practical with short laser pulses; the number of the pores is too large to have a 
wide area filter to be manufactured in a relatively short time. Thus, as usual the merits of 
chemistry based fabrication techniques are easily manifested and the economical realities will 
dictate their selection.  
We are aware that cases similar to the aforementioned example abound in technology 
transfer offices of the universities. The announcement of a new application may generate 
excitement in research circles and provide a new hot topic for the researchers looking for 
satisfaction by addressing real world problems and justifying large funds that are spend for 
conducting application oriented researches. Then, at the first glimpse of seemingly new 
observation patents are files with the hope that soon they will be licensed by some high tech 
firm. This approach suffers from the lack of locating the invention on a detailed 
development landscape. Such a map, often, is prepared at the lunch of development phase 
at the established industries by evaluating the survival potential of the invention encounter 
with the harsh realities of the markets. 
In table 1 we provide a list of topics which were considered as breakthroughs for a while. 
For each item the most plausible reason for its final demise is briefly mentioned. The list is  
 

 
The suggested application of 
short pulses The reason for failing the relevancy criterion 

Using the short laser pulses as a 
replacement to the mechanical 
drills in dentistry to avoid the 
transfer of AIDS virus from one 
patient to the other.  

The early overwhelming AIDS scare subsided when 
the clinical reports did not support the prevalence of 
viral infections through dentistry tools. In addition, 
a user friendly laser system was not introduced into 
the market, perhaps, due to the difficulties in 
justifying the development costs. 

Writing FBG’s The dotcom crash of late nineties nearly dried up 
the market for the FBGs. Remaining small market is 
very well served by the installations utilizing UV 
lasers equipped with phase masks, which enable the 
manufacturing of  high performance FBGs.  

Pattern carving on wooden 
structure without leaving behind 
burn traces.   

The short pulses are not able to efficiently carve out 
deep enough as required by the industry. It is not 
clear if there is any demand for shallow and 
colourless patterns.   

Using filaments generated by the 
short pulses for remote sensing of 
target molecules in atmosphere.  

Efficient and selective detection has not been 
validated by data collected in the field.  

Using filaments generated for 
lightening control. 

Reviewing the published results does not support 
the claims that the clouds can indeed be discharged 
by filaments. 

Continuum free spectroscopy of 
gases 

Despite providing clean spectra with very low 
continuum noise, the method lacked enough 
specifity required for discrimination of molecules 
having similar structures. 

Table 1. A short list of suggested applications for short pulses that could not live up to their 
initial promises. 

Applications of Short Laser Pulses   

 

647 

very short and only presents few items that the author had been personally involved. In 
order to do justice to those who initiated these topics, we should add that applying the 
relevancy criterion, i.e. examining the proposed application with scrutiny, is not easy at the 
time of announcements due to the lack of required feedbacks from the intended end users.  
Returning to the challenge of defining “short pulse”, we select the multiphoton/tunnelling 
ionization of Xe interacting with 200 fs Ti:Sappire laser pulses reported by Larochelle et al 
(1998). They measured the ion yield versus peak intensity curve, the laser was focused using 
f#100 optics into an UHV chamber having a background pressure of 2 x10−9 Torr. Ion 
species were separated with a time-of-flight mass spectrometer. Ion curve was produced by 
combining a series of intensity scans, each having a different fill pressure in the interaction 
chamber. The experimentally measured ion yield versus intensity curves were compared 
with that predicted by the PPT model. The results are presented in figure 1. 
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Fig. 1. Ion versus peak intensity plot for Xe interacting with linearly polarized laser pulses 
from a Ti:Sapphire laser (800 nm). Each datum corresponds to a three point average. The 
theoretical ion yield is calculated using PPT model.   

The derivation of the PPT model proceeds as following (Talebpour 1998a). By finding the 
exact solution of the time dependent Schrodinger equation for a potential ( )2 iV E δ= r   (Ei 
is the magnitude of the ionization potential of the atom), the probability current J(r, t) is 
calculated.  Then, the total ionization rate from short range potential for linear polarization, 
W, is found from 
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Fig. 1. Ion versus peak intensity plot for Xe interacting with linearly polarized laser pulses 
from a Ti:Sapphire laser (800 nm). Each datum corresponds to a three point average. The 
theoretical ion yield is calculated using PPT model.   

The derivation of the PPT model proceeds as following (Talebpour 1998a). By finding the 
exact solution of the time dependent Schrodinger equation for a potential ( )2 iV E δ= r   (Ei 
is the magnitude of the ionization potential of the atom), the probability current J(r, t) is 
calculated.  Then, the total ionization rate from short range potential for linear polarization, 
W, is found from 
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where ω is the frequency of the laser, which is assumed to be polarized in the direction of the x 
axis. The effect of the ionic potential, which behaves like Z/r (Z is the charge of atomic core) at 
a long distance from the nucleus, is calculated through first order correction on the semi-
classical action. Accordingly, the PPT model simply disregards the excited energy levels of the 
atom. The overall fit between the model and the measured ion signal is amazingly good. 
However, the measured signal exhibits unexpected slope changes at intensities less than 3x1013 
W/cm2. These are believed to indicate the involvement of multiphoton resonances of some 
excited energy levels with the ground state followed by Lambda type trapping. The 
mechanism of the lambda type trapping is schematically presented in figure 2. At the rising 
part of the pulse (a) the excited state (with two neighboring levels 1 and 2 which are 
degenerate within the laser bandwidth) are not in multiphoton resonance with the ground 
state. The electron is ionized through multiphoton coupling with the continuum. As the 
intensity of the pulse is increased the excited state and the continuum are shifted in energy due 
to the Stark shift. At the peak of the pulse (b) the excited states go into multiphoton resonance 
with the ground state and most of the population is transferred from the ground state to the 
excited states 1. Coupling starts instantaneously and continues on through the rest of the 
pulse. As the intensity starts to decrease (c), the two states are coupled through continuum and 
the population is trapped in a coherent superposition of the two states.   
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Fig. 2. The schematic presentation of lambda type population trapping. G is the ground state 
of the atom. 1 and 2 are two degenerate excited states. After the population is transfered to 
the states due to multiphoton resonance, these states are coupled through continuum c  and 
the population is trapped in the superposition of these states. 
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If the multiphoton resonance had not been occured at the peak of the pulse, the population 
transfer to the excited state would not be appreciable. Within the dressed atom picture, the 
ground state dressed by m photons and the resonant state undergo an avoided crossing at 
the resonance intensity Ir. The minimum distance, Vm, at the avoided crossing is 
proportional to the generalized Rabi frequency ( ) ( ) /2m

mt I tΩ = Ω   coupling the two states.  
According  to Story et al (1994), the probability of remaining in the ground state, Pg,  is given 

by  
22

/expg
mV

dW dtP π⎛ ⎞= ⎜ ⎟
⎝ ⎠
− , where W  is the time-dependent energy difference between the two 

dressed states. In interaction with a short pulse, if the dynamic resonance is reached in the 
rising or the falling part of the pulse, the population practically remains in the ground state 
and the effect of multiphoton resonances may be neglected. However, if the states go onto 
resonance at the peak of the pulse, where dW/dt is zero, then the excited state is populated. 
After being populated, since the ionization potential of the excited state is small, it is 
expected that the electron will be instantly ionized or subsequent interaction with field 
stabilize the atom against ionization.  
Now we offer our definition of short pulse for the cases where the density of the interacting 
matter is very low. 
A pulse interacting with a dilute gas is considered to be short if the rule of excited atomic or 
molecular levels in the outcome of the interaction phenomenon under consideration can be ignored.  
According to our definition, in the case of the multiphoton ionization of Xe (corresponding 
to the data of figure 1) the pulses are in the brink of being considered short. The data of 
Larochelle et al (1998) indicate that ion versus peak intensity curves of rare gas atoms with 
high ionization potentials, such as Ar, do not have noticeable slope changes. Therefore, for 
the multiphoton ionization of Ar interacting with Ti:Sapphire laser pulses 200 fs pulse 
duration is short.  
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Fig. 3. The schematic diagram of an unsaturated hydrocarbon. The starred atoms are 
presented by circles. Note that the molecule contains other atoms like H which in Huckel’s 
approximation are neglected. O is the origin of coordinate system. 
The hydrocarbon molecules, whose interactions with lasers may be more important, have 
ionization potentials that are less than the ionization potential of Xe. However, a pulse with 
duration of 200 fs can be safely taken as short for the following reason. We consider an 
unsaturated hydrocarbon, such as benzene, which is schematically presented in figure 3. As 
it is well known from organic chemistry, using Huckel`s theory, the normalized 
wavefunction of the active electron in the molecule can be approximately represented as  
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Fig. 2. The schematic presentation of lambda type population trapping. G is the ground state 
of the atom. 1 and 2 are two degenerate excited states. After the population is transfered to 
the states due to multiphoton resonance, these states are coupled through continuum c  and 
the population is trapped in the superposition of these states. 
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The hydrocarbon molecules, whose interactions with lasers may be more important, have 
ionization potentials that are less than the ionization potential of Xe. However, a pulse with 
duration of 200 fs can be safely taken as short for the following reason. We consider an 
unsaturated hydrocarbon, such as benzene, which is schematically presented in figure 3. As 
it is well known from organic chemistry, using Huckel`s theory, the normalized 
wavefunction of the active electron in the molecule can be approximately represented as  
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( ) ( )i i i
i

r c ψ rΨ =∑  

where  ( )i i ic ψ r is the contribution of the pz electron wavefunction of the i’th carbon atom 
(starred atom in the nomenclature of organic chemistry) situated at point Ri  and ci’s are 
constants ( 2| | 1ic =∑ ), determined by variationally minimizing the total energy of the 
molecule. The variable ri is the position vector in a coordinate system with origin at Ri. A 
schematic definition of different variable are presented in fig. 3.  Talebpour et al (1998b) have 
argued that the ionization amplitude can be thought as being a linear superposition of the 
ionization amplitudes of individual stared atoms. The MPI process in an unsaturated 
hydrocarbon might be considered as the emission of electron waves from multiple centers. 
At any observation point in space these waves interfere and, depending on their relative 
phase, give rise to constructive or destructive interference. The result is that the ionization of 
the unsaturated hydrocarbons are noticeably suppressed and the ionization process instead 
of occurring the pure multiphoton channel, by absorbing multiple photons, proceed through 
tunnel ionization for which the intermediate resonances play no rule in the electron 
detachment process. In order to verify our claim, we have presented the ion signal versus 
peak intensity of benzene in figure 4. Clearly there are no observable kinks, reminiscent of 
the involvement of the excited energy levels in the process, on the ion curve. Therefore, the 
pulses with wavelength of 800 nm and duration of 200 fs that interact with unsaturated 
hydrocarbons are short based on our definition. 
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Fig. 4. Ion versus peak intensity plot for benzene interacting with linearly polarized laser 
pulses from a Ti:Sapphire laser (800 nm). Each datum corresponds to a three point average. 
The theoretical ion yield is calculated using PPT model. 
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In the case of interaction with dens media another definition for short pulse may appear to 
be necessary. Following ionization the electron is being accelerated by inverse 
Bremsstrahlung and can collide with the nearby molecules and generate new electrons 
through collisions. If the pulse duration is long, the newly ionized electrons can be 
accelerated and eventually avalanche or cascade ionization follows. Once the density of the 
electrons reached a critical value breakdown occurs and high density plasma is created 
which has no memory of the laser pulse. So, the criterion for the shortness of a pulse in 
dense media is as the following:  
A pulse interacting with a dense matter is considered to be short if during the interaction the 
threshold for the avalanche ionization is not reached. 
At the first glance this definition may appear to be too limiting. Fortunately, due to the 
delicately balanced behavior of the pulses in dense media the threshold does not reached 
easily. The phenomenon responsible for the balance is the well known filamentation process 
during the propagation of strong laser pulses in dense media. The vast amount of studies 
have resulted in the emergence of a qualitative understanding, which describes the 
phenomenon as being the manifestation of a self-tuning between two competing processes; 
the nonlinear self focusing of the pulses and the multiphoton ionization.  The electrons are 
exclusively created through the MPI in the leading edge of the pulse. As time passes, the 
increase in the energy of the pulse cannot lead to an appreciable increase in the density of 
the electrons, since the defocusing effects caused by the plasma and by the high order 
nonlinearities decrease the local intensity and thus stop the generation of more electrons. 
Talebpour et al (2000a) have estimated that, in the case of propagation in atmospheric 
pressure D2 gas the plasma density does not reach above 10-5 times the gas density. This is 
the reason why the strength of the light contributed by the continuum of radiation is so low 
in the visible spectrum of air monitored from the side of filament. Moreover the 
characteristic atomic lines resulting from the breakdown induced fragmentation of air 
molecules are missing. These statements can be easily verified by referring to figure 5, which 
presents the spectrum of the atmospheric pressure air interacting with 200 fs, 800 nm laser 
pulses. 

3. Examples of potential applications for the short laser pulses  
In this section we will discus two areas that short pulses may provide relevant applications.  
These are highly specific mass spectroscopy of molecules and flat panel display dicing. In 
the first case the basic physics has been very well developed by the contributions from 
multitude of research groups all over the world. What remain are intensive development 
efforts preferably supported by industry to resolve the issues related to robust 
instrumentations. We are aware that the second case is already being introduced in 
electronic industry particularly in south Korea.   
In what follows the scientific background of the fragmentation of molecules, as related to 
the mass spectroscopy will be reviewed with sufficient detail. The second application will be 
briefly described by referring to a recent PCT patent application by Kamata et al (2008). Due 
to the lack of information on marketing front, we are not able to construct a solid case to 
unambiguously demonstrate the relevance of the suggested applications areas. The future 
events will prove whether or not our speculations are sound. 
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where  ( )i i ic ψ r is the contribution of the pz electron wavefunction of the i’th carbon atom 
(starred atom in the nomenclature of organic chemistry) situated at point Ri  and ci’s are 
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molecule. The variable ri is the position vector in a coordinate system with origin at Ri. A 
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pulses from a Ti:Sapphire laser (800 nm). Each datum corresponds to a three point average. 
The theoretical ion yield is calculated using PPT model. 
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electrons reached a critical value breakdown occurs and high density plasma is created 
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dense media is as the following:  
A pulse interacting with a dense matter is considered to be short if during the interaction the 
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easily. The phenomenon responsible for the balance is the well known filamentation process 
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increase in the energy of the pulse cannot lead to an appreciable increase in the density of 
the electrons, since the defocusing effects caused by the plasma and by the high order 
nonlinearities decrease the local intensity and thus stop the generation of more electrons. 
Talebpour et al (2000a) have estimated that, in the case of propagation in atmospheric 
pressure D2 gas the plasma density does not reach above 10-5 times the gas density. This is 
the reason why the strength of the light contributed by the continuum of radiation is so low 
in the visible spectrum of air monitored from the side of filament. Moreover the 
characteristic atomic lines resulting from the breakdown induced fragmentation of air 
molecules are missing. These statements can be easily verified by referring to figure 5, which 
presents the spectrum of the atmospheric pressure air interacting with 200 fs, 800 nm laser 
pulses. 

3. Examples of potential applications for the short laser pulses  
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the first case the basic physics has been very well developed by the contributions from 
multitude of research groups all over the world. What remain are intensive development 
efforts preferably supported by industry to resolve the issues related to robust 
instrumentations. We are aware that the second case is already being introduced in 
electronic industry particularly in south Korea.   
In what follows the scientific background of the fragmentation of molecules, as related to 
the mass spectroscopy will be reviewed with sufficient detail. The second application will be 
briefly described by referring to a recent PCT patent application by Kamata et al (2008). Due 
to the lack of information on marketing front, we are not able to construct a solid case to 
unambiguously demonstrate the relevance of the suggested applications areas. The future 
events will prove whether or not our speculations are sound. 
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Fig. 5. The visible spectrum of air interacting with linearly polarized Ti:Sapphire pulses 
having a duration of 200 fs.  

3.1 Potential application of short laser pulses as an ion source for high performance 
mass spectroscopy 
3.1.1 Single pulse 
The discussions of the previous section indicated that according to the criteria put forward 
by our definitions, pulses with durations of less than 200 fs are considered to be short. We 
do not set any restriction on the laser wavelength as the wavelengths of the commercially 
available lasers and their second harmonics are more or less  in the 400-1200 nm range.  It is 
true that all multiphoton process are wavelength dependent but such dependencies are not 
expected to result in failing the two aforementioned “shortness” characteristics of the 
pulses. Therefore, in the present subsection, except one case, the discussions will be 
restricted to the case of 200 fs pulses delivered by a Ti:Sapphire laser that has a wavelength 
of 800 nm.  
We start by reviewing the mass spectra of Cyclohexane that have been prepared at some 
selected laser intensities (see figure 6). The experiment employed a commercial laser system 
that consists of a Ti:Sapphire oscillator followed by a regenerative and two multi-pass 
Ti:Sapphire amplifiers that can deliver pulses with energies of up to 100 mJ. The pulse 
duration is 200 fs (FWHM) and the central wavelength λ is 800 nm. The laser pulses were 
focused using f/100 optics (1 m focal length lens and a beam diameter of 1 cm) into an ultra-
high vacuum chamber having a background pressure of 2 x10−9 Torr. The liquid was 
introduced into the vacuum chamber through a needle valve and the ions resulting from the 
dissociative ionization of the target molecule are extracted into a time-of-flight (TOF) mass 
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Fig. 6. The mass spectra of Cyclohexane interacing with linearly polarized Ti :Sapphire 
pulses having a duration of 200 fs. 

spectrometer having a 60 cm long drift tube and detected with an electron multiplier in 
conjunction with a digital storage oscilloscope. The large f –number focusing lens was used 
to maximize the focal volume of the interaction region so as to obtain ion signals from very 
low ionization rates. The gas pressure in the interaction chamber was controlled by a 
precision and set at  10−7 Torr. The laser intensity was determined by measuring the laser 
energy, the pulse width and the focal spot size. The energy measurement was taken from a 
4% reflection off a wedged beam-splitter situated after the interaction region and was 
detected with a pyroelectric energy meter. The pulse width was measured by a second-order 
autocorrelator. To measure the spot size, the beam was attenuated by successive reflections 
from high-quality glass plates. The beam was then focused by the 100 cm focal length lens 
and the image of the focused area was analyzed by a microscopic objective with an 
associated CCD camera. The beam had a nice Gaussian profile and a roundness of 0.95. The 
focal spot diameter (at 1/e2) was found to be 100 μm. Using this information the peak laser 
intensity was calculated and recorded on the corresponding spectrum.   
When the molecule was exposed to 1 ns pulses from a CO2 laser the mass specrum only 
possessed H+ and C+ peaks. Thus, the main characteristic pecuilar to the mass spectra 
obtained using short pulses is the richness of the spectrum, as any peak expected from 
fragmentation of the molecule through known dissociation channels can be observed by 
varying the laser intensity in a  10x  intensity interval. In this respect the short pulse ion 
source is superior to the well established electron beam based ion sourses, a fact that can be 
easily verified by referring to figure 7.  
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Fig. 5. The visible spectrum of air interacting with linearly polarized Ti:Sapphire pulses 
having a duration of 200 fs.  

3.1 Potential application of short laser pulses as an ion source for high performance 
mass spectroscopy 
3.1.1 Single pulse 
The discussions of the previous section indicated that according to the criteria put forward 
by our definitions, pulses with durations of less than 200 fs are considered to be short. We 
do not set any restriction on the laser wavelength as the wavelengths of the commercially 
available lasers and their second harmonics are more or less  in the 400-1200 nm range.  It is 
true that all multiphoton process are wavelength dependent but such dependencies are not 
expected to result in failing the two aforementioned “shortness” characteristics of the 
pulses. Therefore, in the present subsection, except one case, the discussions will be 
restricted to the case of 200 fs pulses delivered by a Ti:Sapphire laser that has a wavelength 
of 800 nm.  
We start by reviewing the mass spectra of Cyclohexane that have been prepared at some 
selected laser intensities (see figure 6). The experiment employed a commercial laser system 
that consists of a Ti:Sapphire oscillator followed by a regenerative and two multi-pass 
Ti:Sapphire amplifiers that can deliver pulses with energies of up to 100 mJ. The pulse 
duration is 200 fs (FWHM) and the central wavelength λ is 800 nm. The laser pulses were 
focused using f/100 optics (1 m focal length lens and a beam diameter of 1 cm) into an ultra-
high vacuum chamber having a background pressure of 2 x10−9 Torr. The liquid was 
introduced into the vacuum chamber through a needle valve and the ions resulting from the 
dissociative ionization of the target molecule are extracted into a time-of-flight (TOF) mass 
 

Applications of Short Laser Pulses   

 

653 

0 10 20 30 40 50 60 70 80 90

0.0

Cyclohexane

 7.0x1012

S
ig

na
l (

ar
b.

)

m

0 10 20 30 40 50 60 70 80 90

-0.2

0.0

 1.4x1013

0 10 20 30 40 50 60 70 80 90

0.0

 4.5x1013

0 10 20 30 40 50 60 70 80 90

-0.3

0.0

 7.5x1013

0 10 20 30 40 50 60 70 80 90

-0.4

0.0

 1.2x1014

 
Fig. 6. The mass spectra of Cyclohexane interacing with linearly polarized Ti :Sapphire 
pulses having a duration of 200 fs. 

spectrometer having a 60 cm long drift tube and detected with an electron multiplier in 
conjunction with a digital storage oscilloscope. The large f –number focusing lens was used 
to maximize the focal volume of the interaction region so as to obtain ion signals from very 
low ionization rates. The gas pressure in the interaction chamber was controlled by a 
precision and set at  10−7 Torr. The laser intensity was determined by measuring the laser 
energy, the pulse width and the focal spot size. The energy measurement was taken from a 
4% reflection off a wedged beam-splitter situated after the interaction region and was 
detected with a pyroelectric energy meter. The pulse width was measured by a second-order 
autocorrelator. To measure the spot size, the beam was attenuated by successive reflections 
from high-quality glass plates. The beam was then focused by the 100 cm focal length lens 
and the image of the focused area was analyzed by a microscopic objective with an 
associated CCD camera. The beam had a nice Gaussian profile and a roundness of 0.95. The 
focal spot diameter (at 1/e2) was found to be 100 μm. Using this information the peak laser 
intensity was calculated and recorded on the corresponding spectrum.   
When the molecule was exposed to 1 ns pulses from a CO2 laser the mass specrum only 
possessed H+ and C+ peaks. Thus, the main characteristic pecuilar to the mass spectra 
obtained using short pulses is the richness of the spectrum, as any peak expected from 
fragmentation of the molecule through known dissociation channels can be observed by 
varying the laser intensity in a  10x  intensity interval. In this respect the short pulse ion 
source is superior to the well established electron beam based ion sourses, a fact that can be 
easily verified by referring to figure 7.  
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Fig. 7. The mass spectra of Cyclohexane interacing with linearly polarized Ti :Sapphire 
pulses having a duration of 200 fs.  

The mechanism responsible for the fragmentation of polyatomic molecules interacting with 
short laser pulses was developed by Talebpour et al (2000b). Their model describes the short 
pulse induced fragmentation of molecules as happening in three steps: 
a. An electron ionizes from either the outer or one of the inner orbitals of the molecule this 

generates a molecular ion. If the ionized electron had originated from an inner orbital 
the ion will be left in ro-vibrational levels of an excited electronic state; 

b. The excited ion makes a rapid radiationless transition to the high-lying ro-vibrational 
levels of a lower electronicstate; and 

c. Then the ion dissociates to different fragments through various fragmentation channels. 
100 μm.  

The importance of the short duaration of the pulse is that due very high intensity the 
ionization steps occurs rapidly without involving the intermediate excited states. Then, the 
pulse seizes before appreciably perturbing the geometry of the excited ion. So, the task of 
the pulse is rapidly ionizing the molecule by coupling the ground state of an electron to the 
continuum and then leaving the resulting ion alone to follow the path to fragmentation. A 
long duration pulse stays too long and heavily  involves the intermediate states in the 
ionization process. In addition, there is the possibility that the molecule undergo 
dissociation before being ionized. Moreover, the pulse survies so long that the fragments 
interact with it and undergo their own fragmentation route. This explains why in the case of 
using 1 ns CO2 laser pulses the molecule dissociates down to its constituent elements.    
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Now we are in a position to address the main aspect of the short pulse induced molecular 
fragmentation, i.e. the higher specifity compared to the other ion sources, through 
experimental studies.  The intentention is to show that the selectivity provided by a short 
pulse based source is superior to that expected when using the conventional electron 
ionization based sources. The distinction becomes important when the simultaneous 
analysis of mixtures containing multiple isomers is required. Let us take, as an example, the 
mass spectra of butane isomers studied by Bennett and Cook (200). Visual inspection of the 
reported results indicates that the differences between the mass spectra of different isomers 
are not sufficient for accurately quantifying the partial concentrations of the isomers in a 
mixture. Any source capable of increasing the difference would improve the accuracy by 
which the concentration of each isomer is determined. In order to verify if the short pulse 
based ion source provides enhanced performance Sharifi et al (2008) studied the 
fragmentation of 1-butene and cis-2-butene, whose structures are presented in figure 8) 
interacting with femtosecond Ti:Sapphire laser pulses . The resulting fragmentation patterns 
were compared for the two isomers and it was shown that their difference, as quantified by 
the spectral similarity index (SI) , was more pronounced than the case of using 100 eV 
electrons as ionization/dissociation source. The experimental setup and conditions were 
similar to what was mentioned above in connection to the mass spectra of Cyclohexane.  
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Fig. 8. The structure of 1-Butene and Cis-2-Butene.  
The mass spectra of 1-butene and cis-2-butene were recorded at two different peak laser 
intensities and presented in figures 9 and 10. In both figures the signal corresponding to 
singly charged ion of cis-2-butene, at the mass to charge ratio of m/q=56, has been scaled to 
an arbitrary value of 100 and the peaks corresponding to other ions have been accordingly 
scaled. As it is observed at both peak intensities the difference in the spectra of the isomers 
are more pronounced than the cases of using electron impact ionization of reference.   
In order to quantify the performance of the new ion source in terms of determining the 
composition of a gas containing the two isomers, we calculate the similarity index (SI), 
which is defined as, 

2

/x y x y
m m m

q q q

SI I I I I
⎛ ⎞ ⎛ ⎞
⎜ ⎟ ⎜ ⎟≡ ⎜ ⎟ ⎜ ⎟
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where x and y denote the two isomers, m and q are the mass and charges of a given ion, and 
Ix and Iy are the relative abundances of peaks for equal value of m/q on 1-butene or cis-2- 
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The mechanism responsible for the fragmentation of polyatomic molecules interacting with 
short laser pulses was developed by Talebpour et al (2000b). Their model describes the short 
pulse induced fragmentation of molecules as happening in three steps: 
a. An electron ionizes from either the outer or one of the inner orbitals of the molecule this 

generates a molecular ion. If the ionized electron had originated from an inner orbital 
the ion will be left in ro-vibrational levels of an excited electronic state; 

b. The excited ion makes a rapid radiationless transition to the high-lying ro-vibrational 
levels of a lower electronicstate; and 

c. Then the ion dissociates to different fragments through various fragmentation channels. 
100 μm.  

The importance of the short duaration of the pulse is that due very high intensity the 
ionization steps occurs rapidly without involving the intermediate excited states. Then, the 
pulse seizes before appreciably perturbing the geometry of the excited ion. So, the task of 
the pulse is rapidly ionizing the molecule by coupling the ground state of an electron to the 
continuum and then leaving the resulting ion alone to follow the path to fragmentation. A 
long duration pulse stays too long and heavily  involves the intermediate states in the 
ionization process. In addition, there is the possibility that the molecule undergo 
dissociation before being ionized. Moreover, the pulse survies so long that the fragments 
interact with it and undergo their own fragmentation route. This explains why in the case of 
using 1 ns CO2 laser pulses the molecule dissociates down to its constituent elements.    
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pulse based source is superior to that expected when using the conventional electron 
ionization based sources. The distinction becomes important when the simultaneous 
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reported results indicates that the differences between the mass spectra of different isomers 
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mixture. Any source capable of increasing the difference would improve the accuracy by 
which the concentration of each isomer is determined. In order to verify if the short pulse 
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were compared for the two isomers and it was shown that their difference, as quantified by 
the spectral similarity index (SI) , was more pronounced than the case of using 100 eV 
electrons as ionization/dissociation source. The experimental setup and conditions were 
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The mass spectra of 1-butene and cis-2-butene were recorded at two different peak laser 
intensities and presented in figures 9 and 10. In both figures the signal corresponding to 
singly charged ion of cis-2-butene, at the mass to charge ratio of m/q=56, has been scaled to 
an arbitrary value of 100 and the peaks corresponding to other ions have been accordingly 
scaled. As it is observed at both peak intensities the difference in the spectra of the isomers 
are more pronounced than the cases of using electron impact ionization of reference.   
In order to quantify the performance of the new ion source in terms of determining the 
composition of a gas containing the two isomers, we calculate the similarity index (SI), 
which is defined as, 
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where x and y denote the two isomers, m and q are the mass and charges of a given ion, and 
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Fig. 9. Comparison of mass spectra for Cis-2-Butene and 1-Butene prepared by exposing  
pure gases to linearly polarized short laser pulses focused to peak intensity of 2x1013 W/cm2 
(SI=0.793). 

butene mass spectra. The SI values were calculated to be SI=0.793 and SI=0.918 for the 
spectra presented in figures 2 and 3, respectively. The corresponding value reported in 
reference, in the case of using electron source for ionization, is SI=0.9957. This observation 
readily indicates that the dissociative ionization by ultra-fast laser pulses can potentially 
provide a high performance ion source for applications in mass spectroscopy. In addition, 
the dependence of the SI on the laser peak intensity could provide a practical optimization 
tool. We elaborate on these observations in the following section. 
The peak laser intensity is the main parameter that can be used to optimize the dissociative 
multiphoton ionization as a source for high performance mass spectroscopy. This is due to 
the action of two well established phenomena; increase in ionization potential resulting 
from AC Stark shift and the field induced barrier suppression. Let us denote the appearance 
potential of a particular fragment by AP, which is defined as the minimum energy needed to 
form the fragment from a neutral molecule in the ground state. AP can be expressed as 

iAP E E= + Δ , where iE is one of the ionization potentials (from the inner valence orbital) 
and EΔ is the minimum energy above that ionization potential needed to form the ion. At 
the peak laser intensity, 0I , iE increases by the so-called ponderomotive potential 

2
14 2

( ) 0 ( )( / )9.33 10ev mW cmUp I μλ−= × , where λ  is the wavelength of laser. The ponderomotive 
potential is the average energy of the oscillatory motion of a free electron in an 
electromagnetic field and explicitly appears in analytical formula for the multiphoton 
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ionization of atoms with applying the strong field approximation. In contrast to the 
ionization potential, EΔ  decreases by an amount Eδ  due to field induced barrier 
suppression. The magnitude of Eδ is estimated to be given by 0.5E FRδ ≈ , where F is the 
strength of the laser field and R is the size of the parent ion. For example at a peak intensity 
of  2x1013 W/cm2 and for an ion with R=2 atomic unit, Eδ is calculated to be 0.62 eV.  
The aforementioned arguments can be applied to qualitatively explain the dependence of SI 
on the peak laser intensity. For this purpose we define partial SI by excluding the signal of 
the parent ion from the summations in equation 1.  This quantity is calculated to be SI=0.868 
and SI=0.967 at low and high intensities, respectively. The relatively elevated value of the 
partial SI indicates that at higher intensities the fragmentation patterns of the two isomers 
are more similar. This can be explained by noting that the quantity Eδ at higher intensity 
(6.5x1013 W/cm2) is higher than its value at the low intensity (2x1013 W/cm2) by a factor of 
1.8. Consequently, most of the parent ions resulting from the multiphoton/tunnel ionization 
of inner valence electrons will indiscriminately dissociate at higher intensities resulting in a 
mass spectrum that is independent of the differences in the geometries of the isomers. One 
might conclude that lower intensities are preferable for giving rise to smaller partial SI. 
However, we should remember that the ion signal decrease rapidly with lowering the 
intensity and the potential gain due to reduced SI might be compromised by the detection 
limit of the mass spectrometer. Therefore, a balance between (partial) SI and the magnitude 
of ion signal would lead to optimum ion source.  
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Fig. 10. Comparison of mass spectra for Cis-2-Butene and 1-Butene prepared by exposing  
pure gases to linearly polarized short laser pulses focused to peak intensity of 6.5x1013 
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Fig. 9. Comparison of mass spectra for Cis-2-Butene and 1-Butene prepared by exposing  
pure gases to linearly polarized short laser pulses focused to peak intensity of 2x1013 W/cm2 
(SI=0.793). 
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2
14 2
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Another parameter that can be used to optimize the short pulse based ion source is the laser 
wavelength. We have noticed that the fragmentation pattern is wavelength dependent 
therefore, in theory, by changing the wavelength we may enhance the SI of two isomers. 
Unfortunately, tuning wavelength is not easy and requires expensive setup, which often is 
bulky and is not able to supply stable output. This difficulty can be overcome by using our 
dual wavelength setup that by varying the angle between the polarization vectors of ω and 
2ω fields results in an interaction outcome equivalent to what was expected from using a 
single frequency, ω’, in the range ω < ω’ <2ω. This finding will be discussed in the next 
section.   

3.1.2 Dichroic pulses 
In a recent publication (Sharifi et al (2010)) we studied the interaction of a two-color field by 
taking the angle between the polarization vectors of the two fields as the control parameter. 
The experimental setup is presented in figure 11. A Ti:Sapphire laser system provides a ten 
hertz train of 800-nm pulses having a full-width-at-half-maximum time duration of 150 fs. A 
KDP crystal of thickness 2 mm, and phase-matched for the second-harmonic generation,  
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Fig. 11. Comparison Figure 1- Schematic diagram of the experimental setup for two-color 
multiphoton process study where, BS1: Harmonic separator HR@800 nm, AR/HT@400 nm; 
BS2: Harmonic separator, HR@400 nm, AR/HT@800 nm; MPA: Micrometer piezoelectric 
actuator; FA: Fixed arm ~400-nm arm; FM: Folding mirror. 
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was used to produce the 400-nm pulses whose characteristics will be explained later in this 
section. The fundamental and second-harmonic beams emerging from the doubling crystal 
are passed into a Michelson interferometer with a dichroic beam splitter. The IR arm of the 
interferometer includes a wave-plate oriented such that the angle between the polarization 
vectors of the two beams, θ, can be varied in the range of 0 to π/2. The laser pulses from 
both the arms of the set-up were collinearly focused using a 10-cm focal length concave 
mirror in the vacuum chamber. 
The total field causing the interaction is given by ( ) ( ) ( ) ( )2cos cos cos 2E t E t E tω ωω θ ω= + . By 
defining two variables ( )( ) 1

21 / cosE Eω ωα θ
−

= +  and ( )2 cosF E Eω ω θ= +  the field can be 
expressed as; ( ) ( ) ( ) ( )( )1 cos cos 2E t F t tα ω α ω= − + . We have shown that, under the 
condition 2I Iω ω<< , the rate of electron tunneling in this field can be calculated by applying 
the following transformations,  

( )2
2 2cos ( ) 2 cos 1 3I I I I Iω ω ω ω ωθ θ ω ω α→ + + → +  

Thus, the two color field is equivalent to a single laser whose wavelength can be adjusted by 
warying the angle between the polarization vectors of the two fields. This effect can be very 
useful for the mass spectroscopy application as we mentioned in the previous subsection.  
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Fig. 12. The dependence of  Xe++ signal on θ which is the angle between the polarization 
vectors of ω and 2ω pulses. The “measured signal” plot corresponds to the case when both 
pulses are present. The dashed and solid horizontal lines indicate the ion signals when 
either of the ω or 2ω pulses is present alone. 
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The key finding from the tests using the setup of figure 11, as related to the potential use for 
generating permanent index changes in transparent solids, is furnished by the following 
experimental result. the ionization of Xe was studied by setting the intensities of ω and 2ω 
pulses such that 137 10Iω = ×  W/cm2 and 12

2 7 10I ω = ×  W/cm2, respectively. In figure 12, 
the signal of doubly charged ion is presented as a function of the angle between the 
polarizations of the two fields, θ. In a purely classical picture, it is expected that the 
rescattered electron (ionized and rescattered by the action of ω field) to be deflected by the 
action of 2ω field. Accordingly, the electron-ion collision probability and the resulting 
double ionization rate depends on the angle θ, because the double ionization process at our 
working intensity is dominated by the non-sequential channel.  

3.2 Flat panel display dicing 
Flat panel dicing using short laser pulses is, in our opinion, is a relevant application due to 
the fact that as the glass substrates become thinner it becomes more difficult to improve the 
process yield using conventional diamond blade dicing techniques. Using short pulses 
dicing speeds of over 400 mm/s has been successfully demonstrated on non-alkali glass and 
borosilicate glass, using a 50 kHz, 5W high-power femtosecond laser. The working principal 
of the technique is presented in figure 13, which has been adapted from Kamata et al (2008).    
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Fig. 13. Schematic of short laser pulse dicing technique. 
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The short pulse laser beam having a wavelength to which the work is transparent is directed 
to the front surface of the work toward the back surface and focused.  A filament in the light 
beam traveling direction from the beam waist is formed by the auto-focusing action due to 
the laser beam propagation in the work is formed. The substance in the filament is 
decomposed by the laser beam and can be discharged from the back surface, and a cavity is 
formed in the channel. While forming the cavity, the laser beam is scanned, a machined 
surface is formed, and thereafter the work can be cut with a weak bending stress.  

4. Conclusion 
Over past two decades, robust lasers capable of providing pulses with sub-picosecond 
durations have been developed. This has resulted in extensive research activities attempting 
to find applications based on light-matter interactions involving, predominantly, electronic 
couplings. Such interactions minimize the, potentially undesirable, effects of transitions 
between the ro-vibrational states of the molecules, which may result in heating and 
uncontrolled disintegration of molecules. Though, even a single wide-spread application 
has not materialized yet, but nuclei of the potential applications have already formed. We 
discussed the fact that not all the suggested applications are relevant, in terms of addressing 
the market needs in cost effective manner, and will be adopted by the high technology 
companies. However, there are unexplored areas with the potential of offering viable 
solutions to the real life problems. We identified and discussed two areas with some details. 
These include the use of ultrafast pulses as an ion source for mass spectroscopy and flat 
panel display dicing.               
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1. Introduction 
Ultrashort laser pulses are considered to be pulses of electromagnetic radiation whose 
duration is shorter than the thermal vibration period of molecules, around tens of picoseconds 
(10-12 s). Pulses with durations of a few picoseconds were already produced in the 1960’s 
(DiDomenico et al., 1966), shortly after the laser invention, using the mode-locking technique 
(Hargrove et al., 1964; Haus, 2000). In the next decade, refinements on this pulse generation 
scheme, and the use of bulky dye lasers with large emission bandwidths, shortened the pulses 
to the hundreds of femtoseconds (10-15 s) timescale (Diels et al., 1978; Shank & Ippen, 1974). In 
the 1980’s, pulses with durations below 10 femtoseconds were generated from dye lasers (Fork 
et al., 1987; Knox et al., 1985), however the applications had to wait for the Ti:Sapphire Kerr-
Lens mode-locked laser (Brabec et al., 1992; Spence et al., 1991) and the Chirped Pulse 
Amplification (CPA) technique (Strickland & Mourou, 1985) to really spread out. The large 
Kerr effect and broad emission bandwidth available in the Ti:Sapphire (Moulton, 1986), and 
the diode pumped solid state lasers (Keller, 1994; Keller, 2010; Scheps, 2002) that became 
available around this time, greatly simplified the setup needed to generate ultrashort pulses, 
and promptly replaced the dye lasers for this purpose. Finally, the invention of the CPA 
technique in 1985, allowed the generation of high intensity ultrashort pulses in all-solid state 
laser systems, and disseminated these laser systems due to its simplicity of operation when 
compared to the preceding systems, stability and relatively low cost. The CPA technique (Diels 
& Rudolph, 2006; Maine et al., 1988; Mourou et al., 1998) consists in generating ultrashort 
pulses with nanojoules of energy in a main oscillator laser, then temporally stretching these 
pulses by chirping its frequency (dispersion control) (Rullière, 1998) to decrease its power and 
intensity, allowing its amplification up to more than a million times without damaging the 
amplification chain components; after the amplification, the pulses are compressed to 
durations close to their original ones and directed to the applications. When the CPA 
technique became prominent, the pulses stretching and compression were mainly done with 
diffraction gratings (Fork et al., 1984; Martinez, 1987a; Martinez, 1987b; Treacy, 1969), although 
nowadays other techniques are disseminated, such as the use of Chirped Mirrors (Nisoli et al., 
1997; Szipocs et al., 1994), fiber stretchers (Zhou et al., 2005) and prisms and grisms 
compressors (Chauhan et al., 2010).  
As the years went by, scientific and technological developments led to the dissemination of 
ultrashort pulses systems based in other mode-locking schemes such as SESAMs 
(Semiconductor Saturable Absorber Mirrors) (Keller, 2010) and gain media including 
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chromium, ytterbium and neodymium doped crystals (Diels & Rudolph, 2006),  neodymium 
doped glasses (Badziak et al., 1997), erbium doped fibers (Krauss et al., 2010), Optical 
Parametric CPAs (OPCPA) (Dubietis et al., 2006) and picosecond semiconductor lasers 
(Koda et al., 2010). The availability of systems with varying characteristics in many 
universities and research laboratories resulted in numerous ultrashort laser pulses 
applications in many areas. The great variety of ultrashort pulses laser systems available 
nowadays, both commercially and under development in laboratories around the world, is 
capable of generating pulses with durations in the range from a few femtoseconds to 
hundreds of femtoseconds, and picoseconds for the semiconductor lasers, wavelengths 
ranging from the ultraviolet spectrum (Reiter et al., 2010) up to 1.5 µm, energies extending 
from nanojoules to thousands of Joules (Stoeckl et al., 2006), terawatt peak powers in 
repetition rates up to few kilohertz (Bagnoud & Salin, 2000), and reaching tens of MHz at 
lower powers (Malinowski et al., 2004; Naumov et al., 2005). Powers over one petawatt 
(1015 W) are generated in national laboratories (Chambaret et al., 2007; Gaul et al., 2010; 
Habara et al., 2010; Musgrave et al., 2007; Perry & Mourou, 1994; Tajima & Mourou, 2002), 
and intensities up to 1022 W/cm2 (Bahk et al., 2005) were obtained.  
Laser oscillators cannot generate pulses shorter than a few femtoseconds due to the 
wavelengths and bandwidths necessary for this, in the ultraviolet spectrum. Nevertheless, 
the use of High Harmonic Generation techniques allow the creation of pulses down to a few 
hundreds of attoseconds (10-18 s) (Sansone et al., 2006).  
The applications of ultrashort laser pulses derive mainly from two characteristics of such 
pulses: firstly, their very short duration, which can be used to induce and measure ultrafast 
phenomena with temporal resolution of femtoseconds (and more recently with hundreds of 
attoseconds), besides minimizing heat transfer to the target. Secondly, the huge electric and 
magnetic fields associated to the pulses that can surpass the ones that bind electrons to 
atoms, resulting in large ionizations that lead to material modifications; the free electrons 
generated can also be accelerated by the electromagnetic field to high energies, even into the 
relativistic regime. 
The following sections will explore ultrashort laser pulses applications, roughly going from 
lower to higher energy (power, intensity) ones. Not all applications will be covered due to 
space limitations, and references will be given for those wanting a deeper understanding on 
the various subjects. 

2. Time resolved measurements 
To measure an event, a faster phenomenon is needed, and the extremely short duration of 
ultrashort pulses make them ideal for measuring processes that occur in the picosecond and 
femtosecond time scales. Moreover, ultrashort pulses can be used to induce a series of fast 
phenomena in various kinds of samples with the advantage of shortening the transient 
behavior resulting from the optical excitation, so the consequences of this perturbation are 
free to develop in time. The shorter the pulse, the faster the transient behavior vanishes and 
the excitation evolution can be measured. Ultrashort pulses also have the benefit of minimal 
heat transfer to the sample, not exciting vibrational modes that can introduce noise or even 
mask the signal under measurement. The sample can be a dielectric material, whose  
absorption coefficient is changed due to saturation of this absorption, a semiconductor in 
which the charge carriers created in the conduction band by the ultrashort pulse change the 
material properties (Yariv & Yeh, 2007), a metal whose magnetic characteristics are altered 
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by the ultrashort pulse (Beaurepaire et al., 1996), or even an atom that has its electronic 
properties modified by the light absorption (Drescher et al., 2002). Electronic process in 
biological molecules can also be stimulated (Li et al., 2010; Schreier et al., 2007).  
When a pulse can be used to induce a phenomenon and to measure its temporal evolution, a 
pump-probe technique should be used. In this technique (Diels & Rudolph, 2006; Rullière, 
1998) two replicas of an ultrashort pulse are created using a beam splitter, one with most of 
the original pulse energy (pump pulse), and the other one with a only small fraction of that 
energy (probe pulse), as represented on Fig. 1. Both pulses are focused upon the sample 
under study overlapping spatially at the focus, and one of the pulses (usually the pump) 
goes first through a delay line, in which a relative delay, Δt, can be adjusted between the 
pump and the probe pulses. At t = 0 the pump pulse excites the sample, and at the time t = 
Δt the weaker pulse goes through the sample and has one or few of its characteristics 
(intensity, polarization, phase, temporal duration) modified, probing the excitation. 
Repeating the measurement varying the delay (Δt) from negative to positive values, 
determines the temporal dynamics of the excitation.  
 

 
Fig. 1. Scheme of a pump-probe experiment 

As an example, consider a two-level sample and the transmitted intensity given by the Beer 
law (Koechner, 2006; Rullière, 1998): 

 0( , ) ( )exp ( ) ( )I t I n t lω ω σ ωΔ = − Δ⎡ ⎤⎣ ⎦  (1) 

in which I0 and I are the incident and transmitted intensities, respectively, σ(ω) is the 
absorption cross section at frequency ω, l is the sample length, and n(Δt) is the ground level  
population density. An intense resonant pump pulse at t = 0 strongly promotes electrons to the 
upper level, decreasing the ground level population density n(t = 0). If the weaker probe pulse 
hits the sample at this time Δt = 0, the sample transmittance I/I0 will be larger than its nominal 
value, meaning that the absorption coefficient σ·n has decreased. As the transmittance 
measurements are repeated at increasing Δt values, the electrons return to the ground level, 
and consequently the sample absorption increases. Plotting the transmittance values 
dependence on Δt leads to the determination of the upper level lifetime. This technique is used 
when the lifetimes involved are shorter than tens or hundreds of picoseconds, to which solid 
state detectors do not respond and have low sensitivity. Moreover, the pump or the probe 
pulse can go through a medium that generates the second or third harmonic, or even a 
supercontinuum before impinging on the sample, and in this case the effect measured reveals 
the influence of a frequency on another, providing data to understand its mechanism. 
Variations of the technique described can be used to determine the temporal dynamics of 
many processes in the femtosecond to picosecond time scale. Femtosecond pulses are 
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Variations of the technique described can be used to determine the temporal dynamics of 
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known to induce electron heating in metals, and their relaxation, which occurs around 1 ps, 
can be measured by monitoring the metal reflectivity (Eesley, 1983; Schoenlein et al., 1987) 
and transmittance temporal evolutions in thin films (Sun et al., 1994). Variations of this 
technique enable the determination of the characteristic times of the microscopic interactions 
controlling basic metallic properties like electron transport and superconductivity (Brorson 
et al., 1990). 
Many ultrafast phenomena occur in semiconductors (Rossi & Kuhn, 2002), mainly from the 
creation of charge carriers in the conduction and valence bands, either by single or 
multiphotonic absorption of ultrashort pulses (Yariv, 1989). The semiconductor is brought to  
states far from the thermodinamical equilibrium, and the dynamics of these states 
relaxations or interaction with electromagnetic radiations can be measured by various 
pump-probe techniques, with temporal resolutions below 10 fs. Besides transmission and 
reflection pump-probes measurements, other ones that investigate the carriers evolution 
bound to the bands, even in coherent states (Leo et al., 1991), can be performed (Axt & 
Kuhn, 2004).  
The dynamics of fast magnetic effects also can be studied using pump-probe techniques. A 
possible way to do this is to use a polarized pump pulse to optically perturb the 
magnetization vector of a sample in a magnetic field. After the perturbation, the 
magnetization precesses in the external field to return to its initial state, modulating the 
material optical transmission and reflectivity of a polarized probe pulse, allowing the 
reconstruction of the trajectory of the magnetization vector in 3D space (Andrade et al., 
2006; Vomir et al., 2005). Ultrafast spin dynamic can also be determined with similar 
techniques (Beaurepaire et al., 1996). 
In the last decade, the robustness and reliability of ultrashort pulse systems made them 
valuable tools to pump probe studies of chemical (Zewail, 2000) and biological ultrafast 
phenomena. Pump-probe techniques have been used to investigate protein dynamics (Pal et 
al., 2002), intracellular processes such as the dynamics of electrons in photosynthesis  
(Brixner et al., 2005), and also in photoinitiated DNA degradation mechanisms (Schreier et 
al., 2007), demonstrating that ultrafast phenomena are essential to life. 
Also in the last years, the availability of attosecond (10-18 s) pulses for pump-probe 
techniques allowed the observation of electronic processes inside atoms (Drescher et al., 
2002; Mauritsson et al., 2010; Uiberacker et al., 2007) with temporal resolution in the 
hundreds of attoseconds. This time-scale is comparable to the revolution time of the electron 
in the Bohr atom, making possible the experimental investigation of fundamental aspects of 
quantum mechanics. 
Summing it up, pump-probe techniques can use ultrashort pulses, the fastest events ever 
created by man, to measure and determine the evolution of ultrafast processes in many 
kinds of materials, molecules or even in internal states of atoms, opening many areas of 
research and development that a few decades ago were impenetrable to probing. In this 
context, we expect in the near future to witness the use of attoseconds pulses to probe the 
dynamics of electrons bound to atoms and investigate fundamental aspects of their 
wavefunctions.  

3. Ultrashort pulses nonlinear optics  
When light, an electromagnetic oscillating field, impinges on matter its electrons are 
subjected to the Lorentz force (Jackson, 1999): 
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 ( )e= + ×F E v B  (2) 

where e is the electron charge, E and B the electric and magnetic fields, and v is the electron 
velocity. Usually the magnetic force is disregarded because the magnetic field amplitude B 
is given by the electric field amplitude divided by the speed of light (E/c), and the speed v is 
small. In this approximation, the electron can be considered to oscillate driven solely by the 
electric field, and the material response depends on how the electrons trajectories evolve in 
time. In metals, the electrons are free to follow the excitation field, absorbing its energy in a 
thin superficial layer and re-emitting it, not allowing electrical fields in its interior. If the 
electromagnetic field oscillating frequency is above a specific frequency to which the metal 
free electrons are unable to follow, called the plasma frequency (Jackson, 1999), the metal 
becomes transparent to the radiation. In a dielectric, the electrons are bound to the atoms by 
restorative forces, and when an electron is displaced from its equilibrium position by the 
electric field, an oscillating dipole momentum p(r,t) is induced, therefore emitting 
electromagnetic radiation at its oscillating frequency (Jackson, 1999). The sum of all dipoles 
is the material total polarization, P, whose spatial components in the frequency domain 
(Butcher & Cotter, 1990; Shen, 1984) can be written as an expansion in powers of the electric 
field with coefficients χ(n), called the electrical susceptibilities: 
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In expression (3) the right term on the first line represents the linear polarization, given by 
the product of the instantaneous electrical field component Ej(ω1) oscillating at the frequency 
ω1 and the linear susceptibility tensor ( )1

)1( ;ωω′χ ij , in which  the indices indicate the spatial 
coordinates (i, j = x, y, z). In this susceptibility notation, the polarization oscillation 
frequency is the one at the left of the semicolon, and it is the sum of the electrical fields 
frequencies at the right. These frequencies can be either positive or negative, and in this case 
(ωn<0), the corresponding electrical field complex conjugate is used (Butcher & Cotter, 1990). 
When the exciting field amplitude is small and the electron oscillation is harmonic, the 
polarization is proportional to the field and oscillates at its frequency  (ω’=ω1). The arising 
effects, such as the refractive index and the absorption, are linear on the field and do not 
depend on its intensity (Shen, 1984). 
As the light intensity and the electrical field amplitude increase, the electrons oscillations 
became anharmonic and higher orders of the expansion have to be added to the total 
polarization (Butcher & Cotter, 1990; Shen, 1984), as exemplified by the second and third 
orders nonlinear polarizations on the bottom line of expression (3). Each nonlinear 
polarization is the product of a nonlinear susceptibility tensor and various exciting fields. As 
long as the electrons stay bound to the atoms, this description can be used, and many 
nonlinear phenomena arise from the different nonlinear susceptibilities spatial components 
and frequencies combinations. As the nonlinear polarizations grow, the total polarization 
oscillates in various frequencies simultaneously, and consequently the emission will be the 
superposition of monochromatic fields. 
Regarding the mechanisms that generate nonlinear optics phenomena, the main ones are 
electronic redistribution and molecular reorientation (electronic configurations changes), 
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and thermal and electrostriction processes that modify the material density (Boyd, 2008). All 
these processes can be described by the formalism presented, but only the phenomena 
resulting from electronic redistribution will be discussed here once the other processes are 
slow and do not respond to ultrashort pulses.  
Ultrashort pulses are prone to generate nonlinear effects due to the high powers and 
intensities readily attainable. Even a few nanojoules of energy in a 50 femtoseconds pulse, 
straightforwardly generated by ultrafast lasers, produce tens of kilowatts of peak power, 
and can be easily focused in a spot with a radius of 20 µm, resulting in intensities on the 
order of GW/cm2. From the Poynting vector it can be shown (Born & Wolf, 1999) that the 
electric field amplitude, E, is related to the intensity, I, by:  

 ( )
2

0

(W/cm )V/cm 27.45 IE
n

=  (4) 

where n0 is the refractive index of the medium. Intensities of GW/cm2 correspond to electric 
fields of about 106 V/cm, which is on  the order of 1% of the electric field binding electrons 
to molecules, meaning that at these intensities the contribution of the higher order electric 
field terms of expression (3) start to be relevant to the polarization. Higher intensities that 
increase the nonlinear effects can be obtained from CPA systems, extended cavity lasers and 
cavity dump techniques. 
The first susceptibility to generate nonlinear effects is the second order one, χ(2). If one of the 
fields is zero, the susceptibility χ(2)(ω; 0, ω) describes the Pockels effect (Fowles, 1989), in 
which a static (DC) electric field applied to a medium rotates the polarization of a field at the 
optical frequency ω going through this medium. Choosing adequately the medium length 
and the DC field amplitude, it is possible to rotate by 90 degrees the polarization of an 
ultrashort pulse at ω, and a polarizer placed after the medium will transmit or block the 
pulse depending if the DC field is on or off. This arrangement, called a Pockels Cell, is 
commonly used as a fast optical switch in ultrashort laser pulse systems.  
The second order susceptibility component χ(2)(ω; ±ω1, ±ω2) also describes a class of phenomena, 
called sum-frequency generation, in which two photons from different laser beams are mixed to 
create a third one (Boyd, 2008). As already explained, when a negative frequency is used, the 
complex conjugate corresponding field is used in the polarization expression, so in the 
particular case that ω1 is positive and ω2 is negative, the second order polarization is: 
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where E0(r,t)  is the electric field temporal and spatial envelope (Jackson, 1999). The negative 
frequency –ω2 means that this field carries a phase of π relative to ω1, so the polarization 
oscillates at the difference frequency, as evidenced in equation (5), and a photon is emitted 
with energy ħ(ω1-ω2). The exciting photons are not resonant with the transparent medium, 
and virtual electronic levels are involved (Yariv, 1989). Note that when two photons, at 
frequencies ω1 and ω2 interact with a nonzero second order susceptibility, both the 
frequencies ω1-ω2 and ω2-ω1 are simultaneously generated, and a negative values means π 
added to the phase. An immediate application of sum-frequency generation for ultrashort 
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pulses is the Optical Parametric Amplification (OPA) (Yariv & Yeh, 2007), in which a 
powerful pump beam at ωp transfers energy to two beams at lower frequencies ωi and ωs, 
with ωp = ωi + ωs, where i and s stand for idler and signal, respectively. The susceptibility 
describing it is χ(2)(ωs; ωi, ωp), determining how the energy moves back and forth between 
the three beams, and fine-tuning the phase matching conditions in the gain medium makes 
it possible to control the resulting amount of energy at each frequency, so a weak idler beam 
can be used to induce energy transfer from the pump to generate a powerful signal beam. 
This effect is used to extend ultrashort pulses to wavelengths differing from the main 
oscillator one, increasing the wavelength range of ultrashort pulses available for 
spectroscopic and other applications (Laenen et al., 1993). The OPA also can be used to 
amplify ultrashort pulses into the petawatt regime by the Optical Parametric CPA (OPCPA) 
technique (Dubietis et al., 2006). The pump beam and the ultrashort pulse to be amplified 
interact in a gain medium, generating an idler one; adjusting the phase matching conditions 
the idler beam intensity can be minimized and the signal beam amplified (Cerullo & De 
Silvestri, 2003). The gain medium is not resonant with either ωp, ωi or ωs, so no energy is 
absorbed by it, and thermal problems that are known to limit the amplification performance 
(Koechner, 2006) are minimized; moreover, with the appropriate parameters selection, the 
gain medium bandwidth can be extended to all the gain medium transparency window. 
A special case of the sum-frequency generation, called Second Harmonic Generation (SHG) 
or frequency doubling, occurs in the degenerate case when ω1 = ω2 = ω (Boyd, 2008). In this 
situation, governed by χ(2)(2ω; ω, ω), in which only one laser beam is used, the polarization 
oscillates at twice the exciting field frequency, emitting light with half of the excitation 
wavelength. The SHG can also be understood as the absorption of two photons with energy 
ħω followed by the emission of a photon with energy 2ħω, since energy has to be conserved. 
Homogeneous media, like gases or glasses, are not capable of SHG. This happens because 
the second order nonlinear polarization is P(2) = χ(2)E·E, and in a homogeneous surrounding, 
an inversion of the electrical field must result in an inversion of the polarization:  
-P(2) = χ(2)(-E)·(-E) = χ(2)E·E. This is only possible if χ(2) = 0. The SHG signal increases 
quadratically with the excitation intensity, and generates ultrashort pulses at new 
wavelengths that can be used in experiments such as the pump-probe ones already 
mentioned in the previous section.  
The SHG can be used to measure the temporal duration of ultrashort pulses by a technique 
known as second harmonic autocorrelation. As mentioned in the beginning of section 2, to 
measure an event, a faster phenomenon is needed, and since that there are no man-made 
events shorter than an ultrashort pulse to measure it, the pulse itself has to be used to 
determine its own duration. This is made possible by the use of a Michelson interferometer 
(Träger, 2007) and a SHG crystal placed at the crossing of the two beams, as shown in Fig. 2. 
The pulse to be measured is split in two copies by the beam splitter (BS), and each copy 
travels along a different arm. The mirror M in the delay line can be moved back and forth in 
order to control the temporal superposition of the pulse replicas at the SHG crystal, and 
when these arrive at the crystal delayed by more than the pulse duration there is no SHG; as 
the mirror is moved and the pulses overlap in time, a SHG beam proportional to the time 
superposition (autocorrelation signal) is produced at the bisecting angle defined by the two 
beams oscillating at ω, once momentum has to be conserved. The autocorrelation signal 
reaches its maximum when the delay between the pulses is zero. This technique generates a 
symmetrical autocorrelation trace that is proportional to the delay line position, and a slow 
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and thermal and electrostriction processes that modify the material density (Boyd, 2008). All 
these processes can be described by the formalism presented, but only the phenomena 
resulting from electronic redistribution will be discussed here once the other processes are 
slow and do not respond to ultrashort pulses.  
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and can be easily focused in a spot with a radius of 20 µm, resulting in intensities on the 
order of GW/cm2. From the Poynting vector it can be shown (Born & Wolf, 1999) that the 
electric field amplitude, E, is related to the intensity, I, by:  
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where E0(r,t)  is the electric field temporal and spatial envelope (Jackson, 1999). The negative 
frequency –ω2 means that this field carries a phase of π relative to ω1, so the polarization 
oscillates at the difference frequency, as evidenced in equation (5), and a photon is emitted 
with energy ħ(ω1-ω2). The exciting photons are not resonant with the transparent medium, 
and virtual electronic levels are involved (Yariv, 1989). Note that when two photons, at 
frequencies ω1 and ω2 interact with a nonzero second order susceptibility, both the 
frequencies ω1-ω2 and ω2-ω1 are simultaneously generated, and a negative values means π 
added to the phase. An immediate application of sum-frequency generation for ultrashort 
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pulses is the Optical Parametric Amplification (OPA) (Yariv & Yeh, 2007), in which a 
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describing it is χ(2)(ωs; ωi, ωp), determining how the energy moves back and forth between 
the three beams, and fine-tuning the phase matching conditions in the gain medium makes 
it possible to control the resulting amount of energy at each frequency, so a weak idler beam 
can be used to induce energy transfer from the pump to generate a powerful signal beam. 
This effect is used to extend ultrashort pulses to wavelengths differing from the main 
oscillator one, increasing the wavelength range of ultrashort pulses available for 
spectroscopic and other applications (Laenen et al., 1993). The OPA also can be used to 
amplify ultrashort pulses into the petawatt regime by the Optical Parametric CPA (OPCPA) 
technique (Dubietis et al., 2006). The pump beam and the ultrashort pulse to be amplified 
interact in a gain medium, generating an idler one; adjusting the phase matching conditions 
the idler beam intensity can be minimized and the signal beam amplified (Cerullo & De 
Silvestri, 2003). The gain medium is not resonant with either ωp, ωi or ωs, so no energy is 
absorbed by it, and thermal problems that are known to limit the amplification performance 
(Koechner, 2006) are minimized; moreover, with the appropriate parameters selection, the 
gain medium bandwidth can be extended to all the gain medium transparency window. 
A special case of the sum-frequency generation, called Second Harmonic Generation (SHG) 
or frequency doubling, occurs in the degenerate case when ω1 = ω2 = ω (Boyd, 2008). In this 
situation, governed by χ(2)(2ω; ω, ω), in which only one laser beam is used, the polarization 
oscillates at twice the exciting field frequency, emitting light with half of the excitation 
wavelength. The SHG can also be understood as the absorption of two photons with energy 
ħω followed by the emission of a photon with energy 2ħω, since energy has to be conserved. 
Homogeneous media, like gases or glasses, are not capable of SHG. This happens because 
the second order nonlinear polarization is P(2) = χ(2)E·E, and in a homogeneous surrounding, 
an inversion of the electrical field must result in an inversion of the polarization:  
-P(2) = χ(2)(-E)·(-E) = χ(2)E·E. This is only possible if χ(2) = 0. The SHG signal increases 
quadratically with the excitation intensity, and generates ultrashort pulses at new 
wavelengths that can be used in experiments such as the pump-probe ones already 
mentioned in the previous section.  
The SHG can be used to measure the temporal duration of ultrashort pulses by a technique 
known as second harmonic autocorrelation. As mentioned in the beginning of section 2, to 
measure an event, a faster phenomenon is needed, and since that there are no man-made 
events shorter than an ultrashort pulse to measure it, the pulse itself has to be used to 
determine its own duration. This is made possible by the use of a Michelson interferometer 
(Träger, 2007) and a SHG crystal placed at the crossing of the two beams, as shown in Fig. 2. 
The pulse to be measured is split in two copies by the beam splitter (BS), and each copy 
travels along a different arm. The mirror M in the delay line can be moved back and forth in 
order to control the temporal superposition of the pulse replicas at the SHG crystal, and 
when these arrive at the crystal delayed by more than the pulse duration there is no SHG; as 
the mirror is moved and the pulses overlap in time, a SHG beam proportional to the time 
superposition (autocorrelation signal) is produced at the bisecting angle defined by the two 
beams oscillating at ω, once momentum has to be conserved. The autocorrelation signal 
reaches its maximum when the delay between the pulses is zero. This technique generates a 
symmetrical autocorrelation trace that is proportional to the delay line position, and a slow 
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detector can be used to measure the second harmonic signal generated by a train of pulses. 
The deconvolution of the autocorrelation signal, taking into account that a displacement of 
1 µm corresponds to 3.3 fs, determines the pulse duration (Trebino, 2000).  
 

 
Fig. 2. Second order autocorrelation scheme. The thicker beam originating at the SHG crystal 
is the autocorrelation signal.  
The second order autocorrelation is the most used technique to determine the duration of 
ultrashort pulses, although it presents some problems, such as ambiguities in the pulse 
temporal shape and no retrieval of any information about the pulse phase (Trebino, 2000). In 
order to overcame these problems and to completely determine the pulse temporal and 
spectral shapes and phases without ambiguities, other techniques, such as Frequency 
Resolved Optical Gating (FROG) (Kane & Trebino, 1993; Trebino, 2000) and Spectral Phase 
Interferometry for Direct Electric-field Reconstruction (SPIDER) (Gallmann et al., 1999) were 
created, allowing the measurement of pulses below 5 femtoseconds. Variations of these 
methods, in which an ultrashort pulse whose duration is know is used to generate the 
second harmonic interacting with a unknown pulse can be easily implemented, and are 
called cross-correlation techniques (Trebino, 2000). The deconvolution of the SHG signal 
with knowledge of one of the pulses determines the unknown one.  
The two photon induced fluorescence is a variation of the SHG technique in which two 
photons are absorbed to a resonant level of a molecule, called fluorophore, and a more 
energetic photon is emitted (Peticolas et al., 1963). Although the process, differently from the 
previous one described, is resonant with two photons, it can also be described by the 
χ(2)(2ω; ω, ω) of the fluorophore. This effect can be used in a technique called two-photon 
scanning microscopy (Denk et al., 1990; Zipfel et al., 2003), in which a fluorophore that is 
transparent to the ultrashort pulses, but exhibits two-photon absorption for the same pulses, is 
used to image microscopic samples, mainly biological ones (Konig, 2000; Xu et al., 1996). A 
strongly focused infrared laser beam is used, and the two-photon fluorescence is confined to 
the focus region due to the nonlinear dependence of the emission on the excitation intensity. 
The laser beam is scanned across the sample, mapping the fluorophores with 3D high-
resolution (Muller et al., 1998). Besides using naturally occurring fluorophores, molecules can 
be engineered to have high values of χ(2)(2ω; ω, ω) (Albota et al., 1998) and to bind to specific 
proteins so structures can be imaged unambiguously. The high precision obtained by the 
nonlinear effect at the vicinity of the focus spot can also be used to manufacture 
microstructures using two-photon polymerization. In this process, instead of using a 
fluorophore, a monomer that photopolimerizes under ultraviolet light and is transparent to 
the infrared is illuminated by an infrared laser. In this material the laser beam can be focused 
in deep regions, and the polymerization is initiated by two-photon absorption in a small 
region surrounding the beam focus, enabling the fabrication of three-dimensional structures 
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(Cumpston et al., 1999; Maruo et al., 1997). Both the two-photon microscopy and two-photon 
polymerization take advantage of the transparency of the medium for the fundamental 
wavelength, which allows the laser propagation inside the medium with minimal losses, and 
the nonthermal character of the ultrashort pulses interaction, that does not heat the samples, 
avoiding thermal effects that can modify the samples properties.   
Moving to the third order susceptibility, some phenomena are extensions of the second 
order ones, such as the four wave mixing governed by χ(3)(ω; ±ω1, ±ω2, ±ω3) (Träger, 2007), in 
which three photons at frequencies ω1, ω2 and ω3 interact to generate a fourth one. 
Depending on the particular frequencies involved several phenomena as Coherent Anti-
Stokes Raman Scattering (CARS) (Zumbusch et al., 1999), Degenerate Four Wave Mixing 
(DFWM) (Joo & Albrecht, 1993), Optical Phase Conjugation (Yau et al., 1996), Stimulated 
Brillouin Scattering, among others (Yariv & Yeh, 2007), can be generated. In the degenerate 
case for a single beam the third harmonic, described by χ(3)(3ω; ω, ω, ω), is generated, and 
some applications are extensions of the second order ones (Träger, 2007). 
Another class of phenomena emerge when the effects arising from the third order 
susceptibility χ(3)(ω; ω, ω, -ω) come into play for a single beam. Under these conditions the 
third-order polarization is 
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where I0(t) = E0j(t)[E0j(t)]∗ is the beam intensity. Expression (6) shows that the polarization 
oscillates at the same frequency of the exciting beam and it is proportional to its intensity, 
and this implies (Butcher & Cotter, 1990; Shen, 1984) that the total refractive index of the 
material, n, must have a dependence on the pulse intensity according to:  

 0 2( , ) ( , )n t n n I t= +r r  (7) 

where n0 is the linear (usual) refractive index of the material, I is the pulse intensity and n2 is 
the nonlinear refractive index given by n2 = α Re[χ(3)(ω; ω, ω, -ω)], where the constant α 
depends on the unit systems considered (Butcher & Cotter, 1990). Inserting equation (7) in 
the expression of a plane wave E0exp[i(knx-ωt)] propagating in the x direction results in: 

 0 0 2( , ) ( )exp[ ( )]exp[ ( , ) ]E t E t i kn x t ikn I t xω= −r r  (8) 

where k = 2π/λ is the plane wave wavenumber. The second exponential represents the 
nonlinear effects that can result from the spatial and temporal distributions of the intensity.  
Considering a laser beam with a spatial Gaussian intensity distribution (Yariv, 1989) 
propagating in the x direction, the intensity reaches its maximum in the optical axis, and 
decays exponentially in the plane perpendicular to the propagation, and the spatial profile of 
the total refractive index follow this distribution. If n2 is positive, the beam center goes through 
a medium with a longer optical path than its borders, similarly to a convergent lens, and the 
beam is focused. This effect is known either as Kerr effect or self-focusing (or self-defocusing if 
n2 is negative) (Shen, 1984), and is a self-effect in which the beam characteristics determine its 
propagation through a nonlinear medium. The self-focusing effect is used in many ultrashort 
lasers as the Kerr-Lens Mode-Locking mechanism (Haus et al., 1992) responsible to decrease 
the resonator losses for shorter pulses (Koechner, 2006), providing a robust and stable way to 
passively generate the shortest pulses possible directly from laser oscillators. 
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detector can be used to measure the second harmonic signal generated by a train of pulses. 
The deconvolution of the autocorrelation signal, taking into account that a displacement of 
1 µm corresponds to 3.3 fs, determines the pulse duration (Trebino, 2000).  
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called cross-correlation techniques (Trebino, 2000). The deconvolution of the SHG signal 
with knowledge of one of the pulses determines the unknown one.  
The two photon induced fluorescence is a variation of the SHG technique in which two 
photons are absorbed to a resonant level of a molecule, called fluorophore, and a more 
energetic photon is emitted (Peticolas et al., 1963). Although the process, differently from the 
previous one described, is resonant with two photons, it can also be described by the 
χ(2)(2ω; ω, ω) of the fluorophore. This effect can be used in a technique called two-photon 
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transparent to the ultrashort pulses, but exhibits two-photon absorption for the same pulses, is 
used to image microscopic samples, mainly biological ones (Konig, 2000; Xu et al., 1996). A 
strongly focused infrared laser beam is used, and the two-photon fluorescence is confined to 
the focus region due to the nonlinear dependence of the emission on the excitation intensity. 
The laser beam is scanned across the sample, mapping the fluorophores with 3D high-
resolution (Muller et al., 1998). Besides using naturally occurring fluorophores, molecules can 
be engineered to have high values of χ(2)(2ω; ω, ω) (Albota et al., 1998) and to bind to specific 
proteins so structures can be imaged unambiguously. The high precision obtained by the 
nonlinear effect at the vicinity of the focus spot can also be used to manufacture 
microstructures using two-photon polymerization. In this process, instead of using a 
fluorophore, a monomer that photopolimerizes under ultraviolet light and is transparent to 
the infrared is illuminated by an infrared laser. In this material the laser beam can be focused 
in deep regions, and the polymerization is initiated by two-photon absorption in a small 
region surrounding the beam focus, enabling the fabrication of three-dimensional structures 
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(Cumpston et al., 1999; Maruo et al., 1997). Both the two-photon microscopy and two-photon 
polymerization take advantage of the transparency of the medium for the fundamental 
wavelength, which allows the laser propagation inside the medium with minimal losses, and 
the nonthermal character of the ultrashort pulses interaction, that does not heat the samples, 
avoiding thermal effects that can modify the samples properties.   
Moving to the third order susceptibility, some phenomena are extensions of the second 
order ones, such as the four wave mixing governed by χ(3)(ω; ±ω1, ±ω2, ±ω3) (Träger, 2007), in 
which three photons at frequencies ω1, ω2 and ω3 interact to generate a fourth one. 
Depending on the particular frequencies involved several phenomena as Coherent Anti-
Stokes Raman Scattering (CARS) (Zumbusch et al., 1999), Degenerate Four Wave Mixing 
(DFWM) (Joo & Albrecht, 1993), Optical Phase Conjugation (Yau et al., 1996), Stimulated 
Brillouin Scattering, among others (Yariv & Yeh, 2007), can be generated. In the degenerate 
case for a single beam the third harmonic, described by χ(3)(3ω; ω, ω, ω), is generated, and 
some applications are extensions of the second order ones (Träger, 2007). 
Another class of phenomena emerge when the effects arising from the third order 
susceptibility χ(3)(ω; ω, ω, -ω) come into play for a single beam. Under these conditions the 
third-order polarization is 
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where I0(t) = E0j(t)[E0j(t)]∗ is the beam intensity. Expression (6) shows that the polarization 
oscillates at the same frequency of the exciting beam and it is proportional to its intensity, 
and this implies (Butcher & Cotter, 1990; Shen, 1984) that the total refractive index of the 
material, n, must have a dependence on the pulse intensity according to:  
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where n0 is the linear (usual) refractive index of the material, I is the pulse intensity and n2 is 
the nonlinear refractive index given by n2 = α Re[χ(3)(ω; ω, ω, -ω)], where the constant α 
depends on the unit systems considered (Butcher & Cotter, 1990). Inserting equation (7) in 
the expression of a plane wave E0exp[i(knx-ωt)] propagating in the x direction results in: 
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where k = 2π/λ is the plane wave wavenumber. The second exponential represents the 
nonlinear effects that can result from the spatial and temporal distributions of the intensity.  
Considering a laser beam with a spatial Gaussian intensity distribution (Yariv, 1989) 
propagating in the x direction, the intensity reaches its maximum in the optical axis, and 
decays exponentially in the plane perpendicular to the propagation, and the spatial profile of 
the total refractive index follow this distribution. If n2 is positive, the beam center goes through 
a medium with a longer optical path than its borders, similarly to a convergent lens, and the 
beam is focused. This effect is known either as Kerr effect or self-focusing (or self-defocusing if 
n2 is negative) (Shen, 1984), and is a self-effect in which the beam characteristics determine its 
propagation through a nonlinear medium. The self-focusing effect is used in many ultrashort 
lasers as the Kerr-Lens Mode-Locking mechanism (Haus et al., 1992) responsible to decrease 
the resonator losses for shorter pulses (Koechner, 2006), providing a robust and stable way to 
passively generate the shortest pulses possible directly from laser oscillators. 
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Based on the self-focusing effect, a simple technique was devised to measure the value of n2, 
and consequently of χ(3)(ω; ω, ω, -ω). This technique, called Z-Scan (Sheik-Bahae et al., 1990), 
consists in scanning a nonlinear sample across the waist of a focused beam, measuring the 
beam transmittance through an iris in the far-field as a function of its position. For a sample 
with positive n2 self-focusing occurs, and when the sample is before the beam waist the 
tighter focusing results in a higher divergence, decreasing the transmittance through the iris; 
conversely, when the sample is after the waist, the self focusing reduces the beam 
divergence and the transmittance through the iris increases. These effects produce a peak-
valley curve of the transmittance dependence on the sample position, and measuring the 
peak-valley signal variation immediately determines the third order nonlinear 
susceptibility. The Z-Scan technique quickly became widely used due to its simplicity, good 
sensitivity and the capability of measuring the electronic nonlinearities of solid and liquid 
materials. Many variations were introduced in the Z-Scan technique in order to increase its 
sensitivity (Kershaw, 1995), to resolve the time-scales of the self-focusing process with a 
pump-probe measurement (Ma et al., 1991), to measure dispersion of the nonlinearity (Balu 
et al., 2004) and to consolidate it as the most used technique to measure odd-orders 
nonlinearities (Zhan et al., 2002) in crystals, glasses, polymers and solutions among other 
kinds of samples. Alternatively, performing a Z-Scan measurement without the iris with all 
the beam energy impinging on a detector, the nonlinear absorption, corresponding to the 
imaginary part of χ(3)(ω; ω, ω, -ω) is measured (Sheik-Bahae et al., 1990), providing more 
information about the electronic processes occurring inside the sample under study. 
Taking into account now the temporal aspects of expression (8), consider a temporally 
symmetric pulse centered at the temporal origin with a temporal distribution I(t) that can be 
expanded around t = 0. The expansion can be written as I(t) = I0 + βt,  with β = ∂I(t)/∂t, and 
its substitution in expression (8) results in: 

 ])(exp[])(exp[)(),( txknixInniktEtE β−ω−+= 20200r  (9) 

As can be seen in the second exponential of expression (9), the pulse carrier frequency is 
shifted by kn2βx, meaning that before the pulse peak, lower frequencies are generated, and 
after it higher frequencies are created. This Phenomena is called Self-Phase Modulation 
(SPM) (Yariv, 1989) and is responsible for broadening the spectrum inside laser resonators 
for the generation of ultrashort pulses (Koechner, 2006). Without SPM the gain media would 
not generate enough gain to maintain the bandwidth needed, by Fourier Transform, to 
generate ultrashort pulses. In some specially designed resonators it is nowadays possible to 
generate octave-spanning spectra that support pulses shorter than 5 fs (Ell et al., 2001), and 
these ultra-broadband pulses are used to synthesize optical combs (Holzwarth et al., 2000; 
Ye & Cundiff, 2005). These optical combs are frequency synthesizers with uncertainties 
bellow 10-15 that are being used as time standards replacing atomic clocks (Takamoto et al., 
2005), and to absolutely measure optical frequencies (Reichert et al., 1999; Udem et al., 2001). 
These combs are also used to stabilize the phase between the pulse carrier frequency and its 
envelope to a few milirads, corresponding to tens of attoseconds (Telle et al., 1999).  
The SPM is also one of the main mechanism, along with wave mixing and harmonics 
generation, responsible by the generation of white light supercontinnums (Alfano, 2006) that 
can support shorter than 5 fs pulses with energies at  the few milijoule level (Bohman et al., 
2010). These supercontinnums extend the ultrashort pulses to new wavelengths, expanding 
the range of applications such as pump-probe ones, keeping the ultrafast aspect of the 
interaction with matter. 
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There are many other nonlinear phenomena acting in the time interval ranging from a few 
picoseconds down to the attosecond region, and only a few important ones were described 
here. Whole books were written on this subject (Diels & Rudolph, 2006; Hannaford, 2005; 
Rullière, 1998; Träger, 2007) and the reader interested in a deeper understanding is 
encouraged to resort to these references.  

4. Ionization by ultrashort pulses 
When the intensity of ultrashort pulses reaching the electrons in a material is high enough to 
exceed the electric field binding the electrons, ionization takes place. Depending on the 
density of free electrons generated in solid samples, ablation can occur on the material 
surface, or other phenomena can happen inside the sample.  
Ultrashort pulse laser ablation of solids is due to an electron avalanche induced breakdown 
process (Bloembergen, 1974; Du et al., 1994) that occurs when seed electrons are accelerated 
in the laser field, exponentially generating free electrons by collisions. The breakdown takes 
place when the plasma originated by the avalanche electrons reaches a critical density and 
transfers energy to lattice ions, which expand away from the surface after the pulse has 
finished. In metals, the seed electrons are always present (conduction band free electrons), 
and in dielectrics and semiconductors they are excited from the valence to the conduction 
band by the pulse leading edge, either by multiphotonic ionization (Kautek et al., 1996; 
Perry et al., 1999) or by tunneling induced by the laser field (Keldysh, 1965; Lenzner et al., 
1998). Although the seed electrons have dissimilar origins in different classes of materials, a 
metallization occurs in dielectrics and semiconductors after they are produced, and the 
avalanche evolves deterministically in time (Bass & Fradin, 1973; Du et al., 1994; Joglekar et 
al., 2003) in the same way in all solids, that behave like metals (Gamaly et al., 2002; Nolte et 
al., 1997). These mechanisms confer a nonselective characteristic to the ultrashort pulse 
ablation, and the intensity ablation threshold of a material, Ith, is the only parameter relevant 
to the etching process. The established method (Liu, 1982) to determine the ultrashort pulses 
ablation threshold of a given material consists in ablating this material with a TEM00 
Gaussian beam at various intensities, and then measuring each ablation area diameter. From 
these data the ablation threshold is determined. A few years ago members of our group 
analytically described (Samad & Vieira, 2006) and introduced an alternative simpler method 
to measure the ultrashort pulses ablation threshold of solid samples, based in the very 
precise definition of the etching region resulting from the nonlinear character of the 
ultrashort pulse ablation together with the almost inexistent lateral heat diffusion. The 
method consists in moving the sample diagonally across the waist of a focused ultrashort 
pulses laser beam, etching the profile shown in Fig. 3 in its surface. 
It can be easily shown that the maximum transversal dimension of the etched profile, ρmax, is 
related to the ablation threshold, Ith, by: 
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where P0 is the ultrashort pulse power, readily measurable in a laser laboratory. The values 
of ablation threshold measured with this technique agree with the ones given by the 
traditional method (Freitas et al., 2010; Samad et al., 2008). 
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Based on the self-focusing effect, a simple technique was devised to measure the value of n2, 
and consequently of χ(3)(ω; ω, ω, -ω). This technique, called Z-Scan (Sheik-Bahae et al., 1990), 
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As can be seen in the second exponential of expression (9), the pulse carrier frequency is 
shifted by kn2βx, meaning that before the pulse peak, lower frequencies are generated, and 
after it higher frequencies are created. This Phenomena is called Self-Phase Modulation 
(SPM) (Yariv, 1989) and is responsible for broadening the spectrum inside laser resonators 
for the generation of ultrashort pulses (Koechner, 2006). Without SPM the gain media would 
not generate enough gain to maintain the bandwidth needed, by Fourier Transform, to 
generate ultrashort pulses. In some specially designed resonators it is nowadays possible to 
generate octave-spanning spectra that support pulses shorter than 5 fs (Ell et al., 2001), and 
these ultra-broadband pulses are used to synthesize optical combs (Holzwarth et al., 2000; 
Ye & Cundiff, 2005). These optical combs are frequency synthesizers with uncertainties 
bellow 10-15 that are being used as time standards replacing atomic clocks (Takamoto et al., 
2005), and to absolutely measure optical frequencies (Reichert et al., 1999; Udem et al., 2001). 
These combs are also used to stabilize the phase between the pulse carrier frequency and its 
envelope to a few milirads, corresponding to tens of attoseconds (Telle et al., 1999).  
The SPM is also one of the main mechanism, along with wave mixing and harmonics 
generation, responsible by the generation of white light supercontinnums (Alfano, 2006) that 
can support shorter than 5 fs pulses with energies at  the few milijoule level (Bohman et al., 
2010). These supercontinnums extend the ultrashort pulses to new wavelengths, expanding 
the range of applications such as pump-probe ones, keeping the ultrafast aspect of the 
interaction with matter. 
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There are many other nonlinear phenomena acting in the time interval ranging from a few 
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avalanche evolves deterministically in time (Bass & Fradin, 1973; Du et al., 1994; Joglekar et 
al., 2003) in the same way in all solids, that behave like metals (Gamaly et al., 2002; Nolte et 
al., 1997). These mechanisms confer a nonselective characteristic to the ultrashort pulse 
ablation, and the intensity ablation threshold of a material, Ith, is the only parameter relevant 
to the etching process. The established method (Liu, 1982) to determine the ultrashort pulses 
ablation threshold of a given material consists in ablating this material with a TEM00 
Gaussian beam at various intensities, and then measuring each ablation area diameter. From 
these data the ablation threshold is determined. A few years ago members of our group 
analytically described (Samad & Vieira, 2006) and introduced an alternative simpler method 
to measure the ultrashort pulses ablation threshold of solid samples, based in the very 
precise definition of the etching region resulting from the nonlinear character of the 
ultrashort pulse ablation together with the almost inexistent lateral heat diffusion. The 
method consists in moving the sample diagonally across the waist of a focused ultrashort 
pulses laser beam, etching the profile shown in Fig. 3 in its surface. 
It can be easily shown that the maximum transversal dimension of the etched profile, ρmax, is 
related to the ablation threshold, Ith, by: 
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where P0 is the ultrashort pulse power, readily measurable in a laser laboratory. The values 
of ablation threshold measured with this technique agree with the ones given by the 
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Fig. 3. Ablation profile etched in the surface of a sample by the diagonal scan method. The 
laser beam size is indicated by the curves labeled ±w(z), and the horizontal and vertical axes 
are normalized by the beam confocal parameter z0 and beamwaist w0, respectively. 
Once the ablation threshold is known, ultrashort pulses can be used in a variety of materials 
ranging from transparent dielectrics (Gattass & Mazur, 2008) to metals (Dumitru et al., 2002; 
Itoh et al., 2006; Ke et al., 2005; Shirk & Molian, 1998), semiconductors (Nayak et al., 2007) and 
polymers (Baudach et al., 2000), to drill holes and to machine the material in a controlled way 
to modify its surface (Zoubir et al., 2003), create microstructures (Kruger & Kautek, 1999; 
Sugioka et al., 2005) and microchannels (Gomez et al., 2005). Due to the nonthermal character 
of the ablation, the heat affected zone is minimized, and can be brought to be almost 
nonexistent, allowing the use of ultrafast pulses to perform surgeries (Vogel et al., 2005; Vogel 
& Venugopalan, 2003) like neuron severing without damaging neighboring living tissues 
(Chung et al., 2006) and corneal cutting as high precision scalpels (Juhasz et al., 1999), among 
other application in biological samples and tissues (Braun et al., 2008). 
At lower intensities than those needed for ablation, the free electrons density does not reach 
the value needed to produce the Coulombic explosion, but the localized excess of free 
electrons can be enough to promote modifications in the material bulk such as permanent 
changes in its refractive index (Davis et al., 1996) and the creation of defects like color centers 
(Courrol et al., 2004). We suggest that the defects creation mechanism begins with electrons 
being teared out from anions off the structure by multiphotonic or impact ionization, leaving a 
neutral atom behind. This neutral atom is no longer held in its position by the surrounding 
electric field, so it can be moved from its site by a collision with an electron oscillating in the 
laser field, and when this occurs, an electron can be trapped in the potential of the now empty 
position, creating a color center (Courrol et al., 2004; Gellermann, 1991). Alternatively, 
electrons can be trapped in the UV or valence bands, modifying electronic properties of the 
material, and consequently changing its refractive index. These processes and similar ones 
happen in glasses (Courrol et al., 2008), crystals (Martynovich et al., 2008; Orlando et al., 2010), 
and polymers (Samad et al., 2010), and when these defects are created with spatial control 
inside the material, structures such as waveguides (Nolte et al., 2003), diffraction gratings 
(Hirao & Miura, 1998) and photonic devices (Florea & Winick, 2003; Minoshima et al., 2001) 
can be manufactured by the ultrashort pulses. Once again, all these processes benefit from the 
minimized heat generation that preserves the material properties in the surroundings of the 
created structures. 

5. Plasma, high harmonic generation and attosecond pulses 
When ultrashort pulses interact with a material at intensities higher than those needed for 
ablation, the excess energy delivered by the pulses accelerates electrons, produce higher 
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ionization states and excites the ions to upper energy levels, forming a light emitting plasma 
(Gibbon & Forster, 1996) whose properties are essentially controlled by the laser pulse 
characteristics. 
Ultrashort pulses lasting 30 fs with modest energies under 1 mJ can be easily focused on 
sample surfaces to intensities above 1015 W/cm2, generating plasmas whose emission is used 
to determine the elements of the sample in a technique called femtosecond Laser Induced 
Breakdown Spectroscopy (fs-LIBS) (Le Drogoff et al., 2001). The traditional LIBS technique 
(Cremers & Radziemski, 2006) relies on the characteristic light emission of each element, 
being used as an analytical tool for qualitative and quantitative analysis of the sample 
composition, and is performed with nanosecond pulses that promote ablation through 
thermal processes and then excite the ejected atoms by multiphotonic absorption. The 
thermal character of the ablation creates a dependence of the LIBS signal on the type of 
material under study, demanding the determination of many calibration curves. In fs-LIBS 
the nonselective character of the ultrashort pulses ablation makes the technique almost 
insensitive to the material under study, so less calibration curves must be created, and 
almost any solid material can be studied, including biological (Baudelet et al., 2006; Samek 
et al., 2006; Santos et al., 2008) and archeological samples, and works of art in order to 
determine the materials used by their artists (Svanberg, 2008). Because the plasma is formed 
by focused optical radiation, LIBS can also be used to interrogate samples remotely by 
stand-off analysis.  
The plasma formation capability of ultrashort pulses can also be used in conjunction with 
LIDAR systems (Weitkamp, 2005) to investigate the atmosphere composition. For this, 
terawatt pulses are sent into the atmosphere with negative dispersion, and are compressed 
by the atmosphere positive dispersion until self-focusing occurs, leading to an abrupt 
intensity increase that leads to breakdown and plasma formation. The plasma introduces a 
defocusing effect that, under the right conditions, balance the self-focusing, channeling the 
plasma into filaments that can propagate through hundreds of meters (Kasparian et al., 
2003), placing an intense light source in the sky. The plasma emission is collected by a 
ground based telescope, providing information about the atmospheric composition and 
transmittance. More recently, this plasma formation processes have been under study to 
induce water condensation in the atmosphere as a rain starting mechanism (Rohwetter et al., 
2010), and to control lightning (Kasparian et al., 2010). 
When plasmas are generated in gases at low pressures, the ionized electrons can be 
accelerated to high energies before colliding with ions. This mechanism is known as three-
step model, in which the ultrashort pulse initially ionizes an atom by either tunneling or 
multiphotonic absorption (Kautek et al., 1996; Keldysh, 1965; Miyazaki & Takada, 1995), 
then the electron is accelerated away by the oscillating electric field that brings it back to 
collide with the ion, emitting x-rays as its kinetic energy is converted to electromagnetic 
radiation (Daido, 2002). Depending on the experimental details the x-rays generated can be 
generated in a coherent way, originating a beam with laser characteristics. These x-rays obey 
selection rules that determine the wavelengths generated, that can be understood as high 
harmonics of the fundamental ultrashort pulse (L'Huillier & Balcou, 1993; Lewenstein et al., 
1994). Among other applications, these x-ray pulses can be used for high resolution imaging 
(Chao et al., 2005) in the water window (Chang et al., 1997; Gibson et al., 2003; Spielmann et 
al., 1997) of biological systems, and also of biomolecules and proteins (Neutze et al., 2000). 
Assuming a pulse with a Gaussian temporal profile without generality loss, and referring to 
equation (3), it can be seen that when an harmonic is generated by the n-order polarization, 
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Fig. 3. Ablation profile etched in the surface of a sample by the diagonal scan method. The 
laser beam size is indicated by the curves labeled ±w(z), and the horizontal and vertical axes 
are normalized by the beam confocal parameter z0 and beamwaist w0, respectively. 
Once the ablation threshold is known, ultrashort pulses can be used in a variety of materials 
ranging from transparent dielectrics (Gattass & Mazur, 2008) to metals (Dumitru et al., 2002; 
Itoh et al., 2006; Ke et al., 2005; Shirk & Molian, 1998), semiconductors (Nayak et al., 2007) and 
polymers (Baudach et al., 2000), to drill holes and to machine the material in a controlled way 
to modify its surface (Zoubir et al., 2003), create microstructures (Kruger & Kautek, 1999; 
Sugioka et al., 2005) and microchannels (Gomez et al., 2005). Due to the nonthermal character 
of the ablation, the heat affected zone is minimized, and can be brought to be almost 
nonexistent, allowing the use of ultrafast pulses to perform surgeries (Vogel et al., 2005; Vogel 
& Venugopalan, 2003) like neuron severing without damaging neighboring living tissues 
(Chung et al., 2006) and corneal cutting as high precision scalpels (Juhasz et al., 1999), among 
other application in biological samples and tissues (Braun et al., 2008). 
At lower intensities than those needed for ablation, the free electrons density does not reach 
the value needed to produce the Coulombic explosion, but the localized excess of free 
electrons can be enough to promote modifications in the material bulk such as permanent 
changes in its refractive index (Davis et al., 1996) and the creation of defects like color centers 
(Courrol et al., 2004). We suggest that the defects creation mechanism begins with electrons 
being teared out from anions off the structure by multiphotonic or impact ionization, leaving a 
neutral atom behind. This neutral atom is no longer held in its position by the surrounding 
electric field, so it can be moved from its site by a collision with an electron oscillating in the 
laser field, and when this occurs, an electron can be trapped in the potential of the now empty 
position, creating a color center (Courrol et al., 2004; Gellermann, 1991). Alternatively, 
electrons can be trapped in the UV or valence bands, modifying electronic properties of the 
material, and consequently changing its refractive index. These processes and similar ones 
happen in glasses (Courrol et al., 2008), crystals (Martynovich et al., 2008; Orlando et al., 2010), 
and polymers (Samad et al., 2010), and when these defects are created with spatial control 
inside the material, structures such as waveguides (Nolte et al., 2003), diffraction gratings 
(Hirao & Miura, 1998) and photonic devices (Florea & Winick, 2003; Minoshima et al., 2001) 
can be manufactured by the ultrashort pulses. Once again, all these processes benefit from the 
minimized heat generation that preserves the material properties in the surroundings of the 
created structures. 

5. Plasma, high harmonic generation and attosecond pulses 
When ultrashort pulses interact with a material at intensities higher than those needed for 
ablation, the excess energy delivered by the pulses accelerates electrons, produce higher 
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ionization states and excites the ions to upper energy levels, forming a light emitting plasma 
(Gibbon & Forster, 1996) whose properties are essentially controlled by the laser pulse 
characteristics. 
Ultrashort pulses lasting 30 fs with modest energies under 1 mJ can be easily focused on 
sample surfaces to intensities above 1015 W/cm2, generating plasmas whose emission is used 
to determine the elements of the sample in a technique called femtosecond Laser Induced 
Breakdown Spectroscopy (fs-LIBS) (Le Drogoff et al., 2001). The traditional LIBS technique 
(Cremers & Radziemski, 2006) relies on the characteristic light emission of each element, 
being used as an analytical tool for qualitative and quantitative analysis of the sample 
composition, and is performed with nanosecond pulses that promote ablation through 
thermal processes and then excite the ejected atoms by multiphotonic absorption. The 
thermal character of the ablation creates a dependence of the LIBS signal on the type of 
material under study, demanding the determination of many calibration curves. In fs-LIBS 
the nonselective character of the ultrashort pulses ablation makes the technique almost 
insensitive to the material under study, so less calibration curves must be created, and 
almost any solid material can be studied, including biological (Baudelet et al., 2006; Samek 
et al., 2006; Santos et al., 2008) and archeological samples, and works of art in order to 
determine the materials used by their artists (Svanberg, 2008). Because the plasma is formed 
by focused optical radiation, LIBS can also be used to interrogate samples remotely by 
stand-off analysis.  
The plasma formation capability of ultrashort pulses can also be used in conjunction with 
LIDAR systems (Weitkamp, 2005) to investigate the atmosphere composition. For this, 
terawatt pulses are sent into the atmosphere with negative dispersion, and are compressed 
by the atmosphere positive dispersion until self-focusing occurs, leading to an abrupt 
intensity increase that leads to breakdown and plasma formation. The plasma introduces a 
defocusing effect that, under the right conditions, balance the self-focusing, channeling the 
plasma into filaments that can propagate through hundreds of meters (Kasparian et al., 
2003), placing an intense light source in the sky. The plasma emission is collected by a 
ground based telescope, providing information about the atmospheric composition and 
transmittance. More recently, this plasma formation processes have been under study to 
induce water condensation in the atmosphere as a rain starting mechanism (Rohwetter et al., 
2010), and to control lightning (Kasparian et al., 2010). 
When plasmas are generated in gases at low pressures, the ionized electrons can be 
accelerated to high energies before colliding with ions. This mechanism is known as three-
step model, in which the ultrashort pulse initially ionizes an atom by either tunneling or 
multiphotonic absorption (Kautek et al., 1996; Keldysh, 1965; Miyazaki & Takada, 1995), 
then the electron is accelerated away by the oscillating electric field that brings it back to 
collide with the ion, emitting x-rays as its kinetic energy is converted to electromagnetic 
radiation (Daido, 2002). Depending on the experimental details the x-rays generated can be 
generated in a coherent way, originating a beam with laser characteristics. These x-rays obey 
selection rules that determine the wavelengths generated, that can be understood as high 
harmonics of the fundamental ultrashort pulse (L'Huillier & Balcou, 1993; Lewenstein et al., 
1994). Among other applications, these x-ray pulses can be used for high resolution imaging 
(Chao et al., 2005) in the water window (Chang et al., 1997; Gibson et al., 2003; Spielmann et 
al., 1997) of biological systems, and also of biomolecules and proteins (Neutze et al., 2000). 
Assuming a pulse with a Gaussian temporal profile without generality loss, and referring to 
equation (3), it can be seen that when an harmonic is generated by the n-order polarization, 
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the harmonic pulse is shortened by a factor n½ (Shen, 1984). If the harmonic order is 
sufficiently high, the harmonic pulse can be generated with durations below a hundred 
attoseconds (Krausz & Ivanov, 2009; Tang & Chen, 2010) in the x-ray spectral region. This is 
the timescale of the electrons movements in atomic and molecular orbitals (Corkum & 
Krausz, 2007), and these pulses can be used in pump-probe experiments to directly observe 
electron tunneling in the dynamics of ionization (Kling & Vrakking, 2008; Uiberacker et al., 
2007) and to control ionization processes (Johnsson et al., 2007). To deal with pulses in the 
attosecond time scale, new experimental tools and techniques are being developed to  
control and measure these pulses, like x-ray photoemission, cross correlation of light and x-
rays (Hentschel et al., 2001). Today is possible to obtain information on the amplitude and 
phase of electronic wavefunctions using attosecond pulses. 

6. Relativistic optics and high field science 
When intensities on the order of 1018 W/cm2 are reached and the corresponding electric 
field, given by expression (4), is an order of magnitude greater than the electric field in the 
Bohr atom, relativistic nonlinear effects start to come into play. At these intensities, the 
electron quivering motion on an ultrashort pulse reaches relativistic velocities, and the 
magnetic term on the Lorentz force, equation (2), has to be taken into account since v/c 
approaches the unity and the magnetic force is comparable to the electric one. In this 
situation the magnetic force pushes the electron in the forward direction, along with the 
Poynting vector. A direct consequence of this is wakefield generation, a relativistic optical 
rectification, in which the longitudinal field effects could be as large as the transverse ones 
(Umstadter et al., 1996). The electrons accelerated in this configuration are originated from a 
plasma, and create a strong static field that pull the ions left behind, accelerating them. 
Protons can be accelerated to energies over a GeV, in what are being called laser driven 
particle accelerators (Bulanov et al., 2010; Maksimchuk et al., 2000). 
At these high intensities, relativistic phenomena analogous to nonlinear ones appear, as 
relativistic focusing in which the focusing is due to the relativistic electron mass increase 
(Monot et al., 1995), relativistic transparency, nonlinear modulation and multiple harmonic 
generation, and strong coupling to matter and other fields also take place (Mourou et al., 
2006).  
At very high intensities the light pressure can be used to inertially confine targets that will 
reach densities and temperatures high enough to obtain fast ignition in a laser driven atomic 
fusion process (Moses et al., 2009). The densities and temperatures expected are almost an 
order of magnitude higher than those at the center of the sun, allowing the accomplishment 
of experimental astrophysics. 
Nowadays, many laboratories are working to increase the power generated by ultrashort 
lasers, and ways to focus it to ultimately reach intensities close to 1029 W/cm2, the 
Schwinger limit (Bulanov et al., 2003; Schwinger, 1951), at which electron positron pairs can 
be created directly from the quantum vacuum as a consequence of its polarization by the 
electromagnetic field. 

7. Conclusions 
Applications of ultrashort pulses were presented and discussed here. Some basic optical 
mechanisms that permeate many applications were outlined to create a basis for the reader 
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to expand his knowledge on the field of ultrashort pulses. Although the discussions of the 
many applications are far from complete once almost each topic presented here can be 
expanded to fill a complete book, updated references in the form of books, reviews and 
cornerstone papers were given, and the reader is encouraged to read them to obtain a 
deeper comprehension on the subjacent mechanisms and resulting phenomena.   
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the harmonic pulse is shortened by a factor n½ (Shen, 1984). If the harmonic order is 
sufficiently high, the harmonic pulse can be generated with durations below a hundred 
attoseconds (Krausz & Ivanov, 2009; Tang & Chen, 2010) in the x-ray spectral region. This is 
the timescale of the electrons movements in atomic and molecular orbitals (Corkum & 
Krausz, 2007), and these pulses can be used in pump-probe experiments to directly observe 
electron tunneling in the dynamics of ionization (Kling & Vrakking, 2008; Uiberacker et al., 
2007) and to control ionization processes (Johnsson et al., 2007). To deal with pulses in the 
attosecond time scale, new experimental tools and techniques are being developed to  
control and measure these pulses, like x-ray photoemission, cross correlation of light and x-
rays (Hentschel et al., 2001). Today is possible to obtain information on the amplitude and 
phase of electronic wavefunctions using attosecond pulses. 

6. Relativistic optics and high field science 
When intensities on the order of 1018 W/cm2 are reached and the corresponding electric 
field, given by expression (4), is an order of magnitude greater than the electric field in the 
Bohr atom, relativistic nonlinear effects start to come into play. At these intensities, the 
electron quivering motion on an ultrashort pulse reaches relativistic velocities, and the 
magnetic term on the Lorentz force, equation (2), has to be taken into account since v/c 
approaches the unity and the magnetic force is comparable to the electric one. In this 
situation the magnetic force pushes the electron in the forward direction, along with the 
Poynting vector. A direct consequence of this is wakefield generation, a relativistic optical 
rectification, in which the longitudinal field effects could be as large as the transverse ones 
(Umstadter et al., 1996). The electrons accelerated in this configuration are originated from a 
plasma, and create a strong static field that pull the ions left behind, accelerating them. 
Protons can be accelerated to energies over a GeV, in what are being called laser driven 
particle accelerators (Bulanov et al., 2010; Maksimchuk et al., 2000). 
At these high intensities, relativistic phenomena analogous to nonlinear ones appear, as 
relativistic focusing in which the focusing is due to the relativistic electron mass increase 
(Monot et al., 1995), relativistic transparency, nonlinear modulation and multiple harmonic 
generation, and strong coupling to matter and other fields also take place (Mourou et al., 
2006).  
At very high intensities the light pressure can be used to inertially confine targets that will 
reach densities and temperatures high enough to obtain fast ignition in a laser driven atomic 
fusion process (Moses et al., 2009). The densities and temperatures expected are almost an 
order of magnitude higher than those at the center of the sun, allowing the accomplishment 
of experimental astrophysics. 
Nowadays, many laboratories are working to increase the power generated by ultrashort 
lasers, and ways to focus it to ultimately reach intensities close to 1029 W/cm2, the 
Schwinger limit (Bulanov et al., 2003; Schwinger, 1951), at which electron positron pairs can 
be created directly from the quantum vacuum as a consequence of its polarization by the 
electromagnetic field. 

7. Conclusions 
Applications of ultrashort pulses were presented and discussed here. Some basic optical 
mechanisms that permeate many applications were outlined to create a basis for the reader 
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to expand his knowledge on the field of ultrashort pulses. Although the discussions of the 
many applications are far from complete once almost each topic presented here can be 
expanded to fill a complete book, updated references in the form of books, reviews and 
cornerstone papers were given, and the reader is encouraged to read them to obtain a 
deeper comprehension on the subjacent mechanisms and resulting phenomena.   
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